This volume presents the highlights of the eleventh CLARIN Annual Conference in 2022. The conference was held from 10 to 12 October 2022 as a hybrid event, with Prague, Czechia, as the venue.

CLARIN, the Common Language Resources and Technology Infrastructure, is a virtual platform that is accessible to everyone interested in language. CLARIN offers access to language resources, technology, and knowledge, and enables cross-country collaboration among academia, industry, policy-makers, cultural institutions, and the general public. Researchers, students, and citizens are offered access to digital language resources and technology services to deploy, connect, analyse and sustain such resources. In line with the Open Science agenda, CLARIN enables scholars from the Social Sciences and Humanities (SSH) and beyond to engage in and contribute to cutting-edge, data-driven research based on language data in a range of formats and modalities.

The infrastructure is run by CLARIN ERIC1, a consortium of participating countries and institutes that was established in 2012 and has grown considerably in size since. Currently there are 22 member countries, 3 observers, and more than 100 associated research institutions, which are all encouraged and supported to be represented at the annual conference. The event is central for the CLARIN community and is one of the crucial instruments for CLARIN to function as a knowledge hub. At the conference, consortia from all participating countries and the various communities of use meet in order to exchange ideas, experiences and best practices in using the CLARIN infrastructure. Moreover, CLARIN2022 was also intended for the wider humanities and social sciences communities in order to exchange ideas and experiences within the CLARIN infrastructure. This includes the design, construction and operation of the CLARIN infrastructure, the data, tools and services that it contains or for which there is a need, its actual use by researchers, its relation to other infrastructures and projects, and the CLARIN Knowledge Infrastructure. Early in 2022 a call2 was issued for which 21 abstracts were submitted. The authors of the submissions to the main conference sessions represented 11 CLARIN ERIC countries.

All submissions were reviewed anonymously by three reviewers (PC members and reviewers invited by PC members). Out of the 21 submitted abstracts, 16 submissions were accepted for presentation at the conference (acceptance rate 0.76). Those 16 submissions were grouped in the following subjects:

- Language Resources and CLARIN Centres (3 papers)
- Tools and Workflows (6 papers)
- Legal Questions (1 paper)
- Curation of Language Resources (3 papers)
- Research Cases (3 papers)

The accepted contributions were published in the online Proceedings of the Conference3.

As in 2018-2021, a PhD-session was organised as a combination of a one-minute pitch followed by a highly interactive poster session. The abstracts of 12 presentations were published in the online programme of CLARIN 20224.

---

1http://www.clarin.eu
2https://www.clarin.eu/content/call-abstracts-clarin-annual-conference-2022
4https://www.clarin.eu/content/programme-clarin-annual-conference-2022

The 2022 edition of the CLARIN Annual Conference was shaped as a hybrid event. Live and on several screens, more than 300 registered participants were able to follow the quality content and learn what CLARIN is about. The conference programme contained both traditional conference elements, and novel items better suited to the virtual set-up:

• Invited talk 'Enabling Digital Research - The German National Library as Part of a (National) Research Infrastructure.' by Peter Leinen was followed by the panel 'CLARIN and Libraries: Infrastructures Working Together', dedicated to further discussions on the topic which was chaired by Martin Wynne, with Sally Chambers, Andreas Witt and Peter Leinen as panelists. The invited talk presented the strategic orientation of the German National Library as well as the experiences and challenges faced by the library in concrete cooperation with the scientific community. Special attention was dedicated to the German National Library’s commitment to the development of the National Research Data Infrastructure. In addition, the panelists discussed the outcomes of the ‘CLARIN and Libraries’ workshop that took place at KB National Library of the Netherlands in May 2022, and focused on further steps that are to be taken in order to bring together the international CLARIN community and research libraries in order to deliver digital content for researchers.

• Invited talk 'Is Human Label Variation Really so Bad for AI?' by Barbara Plank. The talk elaborated on the question as to whether human variation in labelling is noise, or whether and how such information can be turned into signal for machine learning.

• Invited talk '100 Years of Speech Recognition, the Data Fork and the Conversational Challenge. Stories from Today’s Speech Industry' by Ariane Nabeth-Halber. This talk showcased how several revolutions in the speech technology domain translate in the industry context, with a special focus on current advances that are starting to appear in the speech industry landscape, and outlined conversational challenge as the next frontier.

• Panel 'CLARIN and Other SSH Platforms: You’ll Never Innovate Alone’ was moderated by by Jan Hajiˇc with the following experts: Dieter Van Uytvanck, Alba Irollo, Simon Krek, Emilie Blotière and Sona Arasthe, and Matej Đurčo. The panelists explained how they see their role in the SSH landscape and discussed the interoperability and complementarity of the different platforms.

• Sessions of accepted conference papers were organised as regular sessions with a presentation followed by Q&A.

• During the CLARIN Student session, PhD-students presented their work in progress: studies supported by or contributing to the CLARIN infrastructure. The aim of the session was to put the spotlights on the next generation of researchers and enable them to receive feedback on their work from CLARIN experts.

• The Teaching with CLARIN session invited university lecturers who had used CLARIN resources, tools or services in their courses to present their experience and suggest future steps that could help facilitate and accelerate the further integration of CLARIN into university curricula. Three of those submissions were granted with an award:
  – Ajda Pretnar Žagar, Kristina Pahor de Maiti, and Darja Fišer from the University of Ljubljana, Slovenia, for 'What’s on the Agenda? Topic Modelling Parliamentary Debates before and during the COVID-19 Pandemic'
  – Jurgita Vaičienioniene from Vytautas Magnus University, Lithuania, for 'Lithuanian Collocations: Usage, Teaching, Learning, and Translation'

\(^5\)https://www.clarin.eu/event/2022/clarin-and-libraries
\(^6\)The slides of this and above mentioned CLARIN Students sessions can be found in the conference programme.
\(^7\)https://www.clarin.eu/content/whats-agenda-topic-modelling-parliamentary-debates-and-during-covid-19-pandemic
\(^8\)https://www.clarin.eu/content/lithuanian-collocations-usage-teaching-learning-and-translation
As usual, the CLARIN Bazaar provided an informal setting for conversations with CLARIN people and a space to showcase ongoing work and exchange ideas. The presenters were grouped together by topic to encourage interaction.

- CLARIN Core
- CLARIN National Nodes Highlights
- Training and Knowledge Exchange
- Data Curation Using NLP
- EOSC-Related Activities
- New Initiatives to Enhance Data and Services Coverage
- New Collaborative Links
- CLARIN Committees

After the event, CLARIN published a rich set of relevant materials:

- The complete conference programme and most of the slides presented: https://www.clarin.eu/content/programme-clarin-annual-conference-2022

- Recordings of keynotes, panels, and CLARIN Café that are available on the CLARIN YouTube channel: https://youtube.com/playlist?list=PLlKmS5dTMgw0bGbaN3HSc9Dta4oBKqCxq.

- Conference summary: https://www.clarin.eu/content/clarin-annual-conference-2022-summary

After the conference, authors of the accepted papers and student submissions, as well as participants of the Teaching with CLARIN session and CLARIN-funded projects, were invited to submit full versions of their papers to be considered for the post-conference proceedings volume. The papers were anonymously reviewed, each by three PC members. We received 13 (including 4 student papers) full-length submissions, and all of them were accepted for this volume. All the main topics addressed at the conference are covered in the papers.

We would like to thank all PC members and reviewers for their efforts in evaluating and re-evaluating the submissions, Maria Eskevich from the CLARIN Office for her indispensable support in the process of preparing these proceedings, and our colleagues at the Linköping University Electronic Press, who ensured that the digital publication of this volume came about smoothly. In order to support the programme chair and the programme committee in the organisation of reviewing and programme planning, a programme subcommittee was established, starting from CLARIN 2020. With respect to the establishment of the programme subcommittee, it was decided that the programme chair from the preceding year’s conference should be one of the members in order to ensure continuity from one year’s conference to the next. The members of the 2022 PC subcommittee were Tomaž Erjavec, Krister Lindén, Monica Monachini, and Koenraad De Smedt.
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Analysing Changes in Official Use of the Design Concept Using SweCLARIN Resources
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Abstract

We investigate changes in the use of four Swedish words from the fields of design and architecture. It has been suggested that their meanings have been blurred, especially in governmental reports and policy documents, so that distinctions between them that are important to stakeholders in the respective fields are lost. Specifically, we compare usage in two governmental public reports on design, one from 1999 and the other from 2015, and additionally in opinion responses to the 2015 report. Our approach is to contextualise occurrences of the words in different representations of the texts using word embeddings, topic modelling and sentiment analysis. Tools and language resources developed within the SweCLARIN infrastructure have been crucial for the implementation of the study.

1 Introduction

What is the relation between architecture and design? Should they be seen as concepts in the minds of speakers or as professions where stakeholders sometimes compete and sometimes join forces to achieve their goals? In this paper, we try to answer such questions using the resources developed for the analysis of Swedish by Språkbanken Text and distributed through the SweCLARIN portal. More specifically we want to study whether there is a change in the denotations and connotations of four related words: arkitektur, ‘architecture’, form, ‘form’, formgivning (cf. German Formgebung) and design. In particular, are there changes in their use and, perhaps, signs of a convergence? The study is limited to Sweden and Swedish as spoken in Sweden. Its rationale is a hypothesis from colleagues working in design that there has been an increased effort to place architecture and design under the same umbrella, not least from the side of the Swedish government, and that this development has been detrimental for the design field.

Dictionary definitions of the four words vary. According to one of them\(^1\), the word design was first observed in Swedish in 1948. It is defined there as konstnärlig formgivning, ‘artistic form giving’ using the older term formgivning. It is not found in the Historical Swedish Dictionary, SAOB, as the words for the letter D were compiled and published at the beginning of the 20th century. Over the years design has established itself as a synonym of formgivning, and also, as will be shown, become the more frequently used of the two. The word arkitektur, ‘architecture’, on the other hand, is defined as a scientific discipline with a related concrete meaning as ‘artistic and technical design of buildings’. Thus, arkitektur can be defined in terms of design but also in other terms. Nowadays, also design can be studied at universities as a separate subject of study.

The word form has many meanings, one of them being ‘artistic form’. It is used in this sense by the private organisation Svensk Form, ‘Swedish Form’, established in 1845, and its journal, simply named Form. The mission of this organisation is to stimulate or inspire good design, and it aims to attract individuals and companies that work within the areas of “form, design and architecture”.

The main Swe-Clarin resources made use of in this study are the Sparv text analysis pipeline\(^2\) (Borin

---


\(^2\)https://spraakbanken.gu.se/sparv/#/sparv-pipeline
et al., 2016), the SenSALDO\(^3\) sentiment lexicon (Rouces et al., 2019), and the Swedish Culturomics Gigaword Corpus (Rødven Eide et al., 2016). In addition, we have used the Gensim framework (Rehůrek and Sojka, 2010) for word embeddings and topic modelling, and the VADER tools (Hutto and Gilbert, 2014) for sentiment analysis.

The paper is structured as follows. Section 2 gives a short background on the recent political developments and decisions relating to the fields of architecture and design. Section 3 provides an overview of our data and presents our general approach. In section 4 we present our results and, finally, in section 5 we state our conclusions.

2 Historical Background

In 1997 the Swedish government proposed an action program for an area identified as *arkitektur och formgivning*. Two years later an official governmental report (SOU), entitled *Mötesplats för form och design*, ‘A meeting-place for form and design’\(^4\) proposed a new initiative for design. Although the focus was on design the report argued that it was reasonable that there was a clear connection to architecture, as its proposals related to buildings and building sites and the main events were to happen in the upcoming ‘Year of Architecture’ referring to the year 2001.

A few years later, in 2009, the Swedish Museum of Architecture was given a new responsibility to cover also “other fields of design” and its name was changed to ArkDes: The Swedish Centre for Architecture and Design. Its mission is “to increase knowledge of and cultivate debate about how architecture and design affect our lives as citizens”\(^5\). The name ArkDes is derived from the two words *arkitektur* and *design* using the first three letters from each word. More recently a new SOU-report was requested which was ready in 2015. With the title *Gestaltad livsmiljö: en ny politik för arkitektur, form och design*, ‘Shaped habitat: a new policy for architecture, form and design’, it brought the three concepts architecture, form, and design closer together and proposed the establishment for a new public body dealing with them jointly. However, this has not yet been realised.

There are some qualitative studies of design policies, often comparing national contexts, but we are not aware of any study of a national design policy that makes use of similar computational text analytical models.

3 Method and Data

Ultimately, a close reading will be required to investigate how a certain concept such as architecture or design has been framed and understood in a set of documents. Distant reading of the kind we perform here can be useful, however, to catch general patterns in usage and provide quantitative estimates of them. We study the selected terms by term frequency counts and by comparing their local contexts. Contexts can be modelled in different ways each of which amplifies a different aspect or layer of meaning. We make use of three common models of context: word embeddings, topics, and sentiments. To generate these models we make use of open sourced software that is available on the GitHub platform. SweCLARIN resources are used for pre-processing, notably for parsing Swedish text and for supplying necessary lexical data on sentiments of Swedish words.

In addition to the two SOU reports mentioned above we have used the news sections of the Swedish Culturomics Gigaword Corpus (Rødven Eide et al., 2016) from relevant time periods for comparisons. Also included are 229 responses\(^6\) to the SOU report from 2015 to see to what extent they use the relevant terms in the same way as the report itself.

Responses expressing opinions on the proposals and general contents of SOU reports can be submitted by anyone. However, usually, a number of organisations with an interest in the subject matter of the report are invited to do so. The responding organisations can be categorised according to different criteria: being

---

\(^3\)https://spraakbanken.gu.se/resurser/sensaldo
\(^4\)SOU 1999:123
\(^5\)https://arkdes.se/en/about-us/
\(^6\)All SOUs and responses included in our analysis can be found at https://github.com/holmad/Analysing-Changes-in-Official-Use-of-the-Design-Concept-Using-SweCLARIN-Resources
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from a Sector such as Private or Public (8 different), having a different Legal Status such as a Company, Interest organisation, Consultants, Municipality, Museum etc (17 different), or according to Area of Interest, such as Architecture, Research, Urban construction (18 different).

In the course of the study, we discovered that the terms of interest were often joined as conjuncts of a coordinate structure such as arkitektur, form och design, architecture, form, and design, or arkitektur, formgivning och design. In fact, in SOU 2015:88 it turned out that more than 50% of the instances of the words arkitektur and design occur as part of this coordination. For this reason, we decided to look at it as a concept of its own and created versions of the report where it is handled as a single token. In the sequel we will refer to it as the triad and the modified corpus will be referred to as the retokenized version, see Table 2.

### Table 1: Variants of the triad.

<table>
<thead>
<tr>
<th>Variant type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base form</td>
<td>arkitektur, form och design</td>
</tr>
<tr>
<td>Uppercase first letter(s)</td>
<td>Arkitektur, form och design</td>
</tr>
<tr>
<td></td>
<td>Arkitektur, Form och Design</td>
</tr>
<tr>
<td>Hyphenation</td>
<td>arkitektur, form och de-sign</td>
</tr>
<tr>
<td></td>
<td>arkitektur-, form- och design</td>
</tr>
<tr>
<td>Misspellings</td>
<td>arkitektur, from och design</td>
</tr>
<tr>
<td>Misread PDF file</td>
<td>arkitektur, form och design,dnr</td>
</tr>
<tr>
<td>Definite variant + genitive</td>
<td>arkitekturen, formen och designen</td>
</tr>
<tr>
<td>Synonyms</td>
<td>arkitektur, formgivning och design</td>
</tr>
<tr>
<td></td>
<td>arkitekturens, formens och designens</td>
</tr>
<tr>
<td>Compounds</td>
<td>arkitektur-, form- och designpolitiken</td>
</tr>
<tr>
<td></td>
<td>arkitektur-, form- och designfrågor</td>
</tr>
<tr>
<td></td>
<td>arkitektur-, form- och designområdena,</td>
</tr>
</tbody>
</table>

The triad actually appears in many different variants in the documents. Table 1 shows some of the most common variants. Some of these variants are mainly orthographic: the use of uppercase or lowercase, first letter of the first or all nouns, the inclusion of a hyphen in one of the words, or enclosing of it in quotation marks and other punctuation marks. Other variants are morphological using definite and/or genitive forms instead of the indefinite, nominative form. All of these could be caught by a regular expression. The triad may also be embedded in a compound where the second part is a noun such as politik, ‘politics’ and område, ‘area’. We decided to treat all orthographic and morphological variants as instances of the triad, excluding those where it is part of a compound. These are quite numerous, however, supporting the view that the triad has developed into a conceptual unit of its own.

Frequencies for the terms of interest in the different datasets are shown in Table 2. For the SOU reports and the responses to the 2015 report figures are given for both the original and the retokenized versions.

### Table 2: Frequencies of the investigated words in different corpora. The counts refer to tokens including orthographic and morphological variants.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>arkitektur</th>
<th>design</th>
<th>formgivning</th>
<th>form</th>
<th>arkitektur, form och design</th>
<th>all tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gw 1990-99 (News)</td>
<td>793</td>
<td>1,008</td>
<td>204</td>
<td>10,421</td>
<td>0</td>
<td>60,037,845</td>
</tr>
<tr>
<td>Gw 2010-2015 (News)</td>
<td>1,595</td>
<td>4,042</td>
<td>303</td>
<td>28,102</td>
<td>0</td>
<td>168,998,305</td>
</tr>
<tr>
<td>SOU 1999:123</td>
<td>43</td>
<td>358</td>
<td>139</td>
<td>180</td>
<td>0</td>
<td>42,263</td>
</tr>
<tr>
<td>- retokenized*</td>
<td>38</td>
<td>353</td>
<td>134</td>
<td>180</td>
<td>5</td>
<td>42,248</td>
</tr>
<tr>
<td>SOU 2015:88</td>
<td>318</td>
<td>328</td>
<td>26</td>
<td>301</td>
<td>0</td>
<td>34,739</td>
</tr>
<tr>
<td>- retokenized*</td>
<td>126</td>
<td>136</td>
<td>18</td>
<td>117</td>
<td>192</td>
<td>34,163</td>
</tr>
<tr>
<td>Responses to SOU 2015:88</td>
<td>2023</td>
<td>1659</td>
<td>29</td>
<td>1601</td>
<td>0</td>
<td>266,675</td>
</tr>
<tr>
<td>- retokenized*</td>
<td>1114</td>
<td>724</td>
<td>20</td>
<td>676</td>
<td>1311</td>
<td>262,742</td>
</tr>
</tbody>
</table>

*The triad arkitektur, form och design considered as one unit, see Section 4

As can be seen in Table 2 the two SOUs are roughly the same size, but the frequencies of the various words differ, as will be further discussed in Section 4. We also note that the total text of the responses to the 2015 SOU is much larger than the SOU itself.
4 Analyses

We have analysed the two SOUs and the 2015 Responses from four different perspectives. We first present results from a frequency count of the various terms, including the triad. We then present results considering the terms’ use in general language and their semantic space by looking at word embeddings similarities. Finally we present results from topic analyses and sentiment analyses related to the terms.

4.1 Term Frequencies

The frequency of the terms is presented in Table 2, and illustrated in the bar charts of Figures 1 and 2.

A first observation is that the ratio of design to formgivning is changing rather rapidly. This is true for the news corpora where the ratio for the 1990s is about 5:1, rising to 13:1 for the period 2010-2015. The same holds for the SOUs where the ratio goes from about 2.5:1 in the 1999 SOU to close to 13:1 in 2015. Actually, the word formgivning is not only losing ground to design but also to form.

<table>
<thead>
<tr>
<th>Term</th>
<th>Relative Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOU1999</td>
<td>0.005</td>
</tr>
<tr>
<td>SOU2015</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Figure 1: Relative term frequencies in the SOU reports.

<table>
<thead>
<tr>
<th>Term</th>
<th>Relative Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responses</td>
<td>0.003</td>
</tr>
<tr>
<td>Responses-Retokenized</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Figure 2: Effects of retokenization in the corpus of responses.

Secondly, we can see clearly the presence of the triad both in the report from 2015 and its responses. In fact, it is even more pronounced in the responses than in the report itself. See Figure 2.
4.2 Word Embeddings

To understand how the terms are used in general language, we looked at their distribution in the news sections of the Swedish Gigaword Corpus (Rødven Eide et al., 2016), for the periods 1990-99 and 2010-2015. Using several runs of word embeddings derived with the Gensim Word2Vec framework, we could observe the following:

- *design* and *formgivning* are close (synonyms) for both periods. The word *grafisk*, ‘graphical’, a common attribute to both terms, is about equally close.
- In the 1990s *formgivning* is a close neighbour to *arkitektur*, while *design* is further away. In the period 2010-15, the situation is reversed. In this period, *design* and *konst*, ‘art’ are competing for the place as the closest neighbour to *arkitektur*.
- The word *form* does not turn up in the close vicinity of any of the other words. This is due to its many other, more common meanings such as type, sort, shape, state, and mould.

Part of the reason why the words turn up as close neighbours in vector space is that they are often coordinated, in pairs such as *arkitektur och design*, but also in triples or even longer ones. Words that are frequent in these coordinations, apart from the four words under study, are *konst*, ‘art’, and *hantverk*, ‘crafts’. We also see trends of concept building via these coordinations, for example in the name of the Museum of Architecture and Design, ArkDes. These events in general language correspond well with the developments we see in the government documents and especially in the SOU from 2015, where the triad is so frequent.

We also produced word embeddings for the two reports. Due to the smaller size and the random character of word embeddings, these are harder to interpret. An interesting observation, however, is that in embeddings generated from the retokenized versions the neighbourhood of the triad does not include the individual terms, and vice versa.

In order to compare the semantic space of the studied terms in the two reports, we used the temporal word analogies method as suggested by (Szymanski, 2017). This method works by transforming two vector space models into a common vector space, which acts as a link between the models, enabling the comparison of word vectors between two otherwise independent models. Thus, we can investigate shifts between the models, in the form of “which word X in model M1 correspond to word Y in model M2?”.

We trained a Word2Vec model for each of the reports and applied the temporal word analogies technique to search for differences in usage of the studied terms, *architecture*, *design*, and *form*. Although the models themselves showed some differences when extracting and manually inspecting their most similar words, this method did not reveal any semantic shift of any of the studied terms between the two reports. It is possible, however, that this is due to the relatively small size of the data and vocabularies used.

4.3 Topic Modelling

We have applied topic modelling to the reports to see whether they differ in their distribution of topics, using the Gensim package (Řehůřek and Sojka, 2010) on parsed versions of the reports. Gensim provides an implementation of Latent Dirichlet Allocation (LDA) (Blei et al., 2003), widely used for topic modelling applications. The number of topics per model was chosen to maximise the coherence score $C_v$ (Röder et al., 2015), which resulted in the model for the 1999 SOU having 16 topics, and the 2015 SOU having 14 topics.

We split each SOU according to its chapter. Since the chapters are few but lengthy, we performed a second splitting process where each chapter was divided into chunks of $\approx 100$ tokens. Each of these chunks was seen as a document in the topic modelling process. We tokenized, lemmatized and POS-tagged each document with the Sparv pipeline. This allowed us to only include words in their lemmatized form, as is fairly common practice, and to only include content words (nouns, adjectives, verbs, and adverbs), which should make the topics more interpretable.

We could see for the 2015 SOU, that for the topics where *design* is among the 10 most relevant terms, so is *arkitektur*, and vice versa. For the majority of topics where this happens, *form* is also among the 10 most relevant terms.
In addition to the topic modelling of the SOUs, we trained topic models also on the responses to the 2015 SOU. This was done to enable studies of the topic distributions on different categories of responding organisations. For this task, we used the BERTopic library (Grootendorst, 2022) that leverages the recent years’ rise of pre-trained transformer-based language models and is able to produce topic models based on the semantic structure (rather than only the word frequencies) of a collection of documents. The library utilizes the pre-trained language model (in our case, we used a Swedish sentence-transformer model (Rekathati, 2021)) to create document embeddings, cluster the embeddings, and through a class-based TF-IDF procedure generate topics.

The topic model was trained from all the SOU 2015 responses in our dataset. Within the BERTopic-framework we used the default UMAP model for dimensionality reduction and HDBSCAN for clustering (both with default parameters). The resulting model consists of 106 topics. Since all responses were assigned a category of origin, we could utilize the support BERTopic provide to visualize topics per predefined class.

In Figure 3, the topic most heavily related to the term design, including the word design itself and compounds such as designmetodik, ‘design methodology’, designkompetens, ‘design competence’, etc, are displayed to have the most prevalence in responses from respondents assigned to the legal status Interest organizations and Consultants. This design topic was highlighted only by organisations from 8 of the 17 legal statuses. From the wider range of actors, this topic did not emerge at all.

A topic heavily related to the term arkitektur, including words like bostäder, ‘residences’, människor, ‘humans’, and förtätning, ‘urban consolidation’, can be observed to just like design have a high presence in responses from Interest organizations as shown in Figure 4. This topic, however, is also often located in responses from Municipality, University, and Government Agency actors. Many categories of actors

Figure 3: Relative frequency of a topic related to the term design across responses from different category classes.
find it important to mention this topic in their responses, and trivial visual inspection shows that the ones highlighting it the most are the urban planning and commissioning actors as well as part of the businesses engaged. However, it is not possible from this analysis to see whether they agree with each other, whether they agree with the SOU or whether they disagree with the SOU.

4.4 Sentiment Analyses

Sentiment analysis was applied to give another perspective on the reports. In particular, we were interested to see whether there is a change in the way the relevant terms are presented in the two reports.

For sentiment analysis we used Vader\(^7\) (Hutto and Gilbert, 2014) and the Swedish SenSALDO 0.2 sentiment lexicon (Rouces et al., 2019). The lexicon in English Vader comprises 5500 lexical entries with sentiment scores between +5 and -5. There is a Swedish version with a lexicon comprising 2067 lexical entries and sentiment scores +3 and -3, but less granular (Borg and Boldt, 2020). SensSaldo uses the three sentiment scores -1, 0 and +1. What makes SenSALDO unique in a Swedish context is that it assigns different sentiment values to different senses of a word, for instance, the Swedish word *fara* can mean ‘danger’ or ‘go (away)’ where the former has a negative sentiment and the latter is neutral. SenSALDO comprises 12287 lexical entries where 8893 are unique words. Word sense disambiguation with the SenSALDO 0.2 lexicon is made possible by using the Sparv pipeline. Vader also uses booster words, such as *amazingly*, to further refine the sentiment analysis. The booster dictionary used in the analyses is a slightly enhanced version of the dictionary used for sentiment analysis of e-mail conversations (Borg\(^7\)

\(^7\)https://github.com/cjhutto/vaderSentiment
and Boldt, 2020) and comprises 89 items.

Vader produces a compound score for each sentence, by summing the valence scores of the words according to their identified sense and normalising this sum to be between -1 and +1. It is also useful to calculate the amount of positive, negative or neutral sentences. For this, we use the recommendations that a sentence has positive sentiment if the compound score is \( \geq 0.05 \), neutral if the compound score is \( > -0.05 \) and \( < 0.05 \) and negative if it is \( \leq -0.05 \).

Generally speaking, we find the sentiment score produced by Vader intuitively correct, although it has some problems with negations. A typical sentence with a positive sentiment from the responses, with a compound score of 0.8402 is: “Med bättre kunskap och medvetenhet om vad god arkformdes innebär för människors välbefinnande kan vi skapa processer som långsiktigt främjar en god samhällsekonomi och goda livsmiljöer för alla” ‘With better knowledge and awareness of what good arkformdes means for people’s well-being, we can create processes that promote a good social economy and good living environments for everyone in the long term’.

A negative sentence with a compound score of -0.6124 is “Kritiken har i hög grad skjutit in sig på brister i ledningen av verksamheten, men i själva verket har nog uppgiften att vidga tidigare Arkitektmuseets uppgifter till att även omfatta design varit olämplig” ‘The criticism has largely focused on shortcomings in the management of the business, but in fact the task of expanding the previous tasks of the Museum of Architecture to also include design has probably been inappropriate’.

And, finally, with sentiment score 0, a typical neutral sentence is “Ett sådant exempel är de strukturer som förekommer i södra Sverige, med samarbete mellan bland andra Region Skåne, Malmö Stad, Form/Design Center, regionala branschplattformar, högskolor och universitet” ‘One such example is the structures that exist in southern Sweden, with collaboration between, among others, Region Skåne, Malmö City, Form/Design Center, regional industry platforms, colleges and universities’.

<table>
<thead>
<tr>
<th>SOU</th>
<th>Sentences</th>
<th>Negative Sentences</th>
<th>Positive Sentences</th>
<th>Neutral Sentences</th>
<th>Mean sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>2161</td>
<td>118 (6%)</td>
<td>820 (38%)</td>
<td>1223 (56%)</td>
<td>0.112*</td>
</tr>
<tr>
<td>2015</td>
<td>1581</td>
<td>87 (6%)</td>
<td>722 (49%)</td>
<td>722 (45%)</td>
<td>0.168*</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics. *Significant, p < 0.01

<table>
<thead>
<tr>
<th>SOU</th>
<th>Form Sentences</th>
<th>Sentiment</th>
<th>Formgivning Sentences</th>
<th>Sentiment</th>
<th>Arkitektur Sentences</th>
<th>Sentiment</th>
<th>Design Sentences</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>180</td>
<td>0.160*</td>
<td>139</td>
<td>0.125</td>
<td>43</td>
<td>0.176</td>
<td>338</td>
<td>0.141</td>
</tr>
<tr>
<td>2015</td>
<td>301</td>
<td>0.275*</td>
<td>26</td>
<td>0.254</td>
<td>318</td>
<td>0.288</td>
<td>328</td>
<td>0.248</td>
</tr>
</tbody>
</table>

Table 4: Concept-based sentiment for the SOUs from 1999 and 2015 in original versions. The number of sentences and mean concept sentence sentiment. *Significant, p < 0.01

The results from analysing the two SOUs are depicted in Table 3. In both SOUs the amount of sentences having a negative sentiment is small, roughly 6% each year. The main difference is that the number of positive sentences is higher in 2015 than in 1999, and, correspondingly, the amount of neutral sentences is lower in 2015 compared to 1999. This can be seen in the mean sentiment. For the 1999 SOU, it is 0.112 and for 2015 it is 0.168. The difference is significant\(^8\), p < 0.01\(^9\). Thus, the 2015 SOU uses overall a more positive tone.

We have also investigated the sentiment for each of the concepts in focus arkitektur, design, form, and formgivning. For each concept, sentiment is computed if the concept occurs in the sentence. The results are presented in Table 4 showing that the text in the 2015 SOU has a more positive attitude towards the concepts form, arkitektur and design. The difference in sentiment for form between 1999 and 2015 is significant\(^10\). The difference in sentiment for design between 1999 and 2015 is significant\(^11\), and the

\(^8\)Welch’s t-test = 7.2511, p = 0.0000.
\(^9\)For all further significance tests we use p < 0.01 to denote a significant difference.
\(^10\)Welch’s t-test= 4.8204, p = 0.000
\(^11\)Welch’s t-test = 5.7667, p = 0.000
The difference for *arkitektur* is significant\(^{12}\). The difference for *formgivning* is not significant for \( p < 0.01 \), but \( p = 0.0230 \) so there is a tendency.

<table>
<thead>
<tr>
<th>SOU</th>
<th>Form</th>
<th>Formgivning</th>
<th>Arkitektur</th>
<th>Design</th>
<th>triad</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sents</td>
<td>Sentiment</td>
<td>Sents</td>
<td>Sentiment</td>
<td>Sents</td>
</tr>
<tr>
<td>1999</td>
<td>180</td>
<td>0.160</td>
<td>134</td>
<td>0.125</td>
<td>38</td>
</tr>
<tr>
<td>2015</td>
<td>117</td>
<td>0.239</td>
<td>18</td>
<td>0.172</td>
<td>126</td>
</tr>
</tbody>
</table>

Table 5: Concept-based sentiment for the SOUs from 1999 and 2015 in retokenized versions. The triad is a separate concept. The number of sentences and mean concept sentence sentiment.

If we consider the triad *arkitektur, form- och design* and use the retokenized corpus to filter out all sentences containing it, see Table 5 for descriptive statistics, there are no significant differences. The triad is not used much in 1999, only 5 occurrences, so we also compared the triad to the other concepts for 2015, last row in Table 5, and then it turns out that only the difference in sentiment for *design*, 0.168, compared to the triad, 0.304, is significant, \( p < 0.01 \). That is, the triad is presented with a more positive sentiment than *design* in the 2015 SOU.

Table 6: Concept-based sentiment for the SOU 2015 filtered for the triad or not. The number of sentences and mean concept sentence sentiment. *Significant, \( p < 0.01 \)

In Table 6 we compare the last rows of Table 4 and Table 5 without the triad column to see whether there are sentiment differences for the four concepts considered. Again the only significant difference is for *design*\(^{13}\).

Table 7: Concept-based sentiment for the 2015 SOU and the responses with the triad as a separate concept. The number of sentences and mean concept sentence sentiment. *Significant, \( p < 0.01 \)

The sentiment analyses of the responses to the 2015 SOU are presented in Table 7. The difference for the concept *arkitektur* in the SOU, 0.266, and the responses, 0.180, is significant\(^{14}\), and the difference for the triad SOU = 0.304, responses = 0.224, is significant\(^{15}\), i.e. the concepts are used more positively in the SOUs compared to the responses.

5 Conclusions and Reflections

By using a variety of methods and SweCLARIN resources we were able to present textual analyses of the material from different perspectives. The tools and language resources available in the SweCLARIN infrastructure for analysis of Swedish texts enable comparisons of language use also over such short time spans as 20 years. In particular, we exploited the ability of the Swedish SenSALDO lexicon to identify word senses for sentiment analysis, and the Culturomics Gigaword Corpus for comparing official government reports with general language. Most of our analyses, the sentiment analysis, the topic modelling and the frequency calculations, utilized texts parsed using the SweCLARIN Sparv pipeline.

Although the SweCLARIN resources are in most cases straightforward to use, some fine-tuning of Sparv was needed. It would not have been possible to do the analyses without further programming, to

\(^{12}\)Welch’s t-test = 3.5494, \( p = 0.0007 \)

\(^{13}\)Welsh’s t-test = 3.2559, \( p = 0.0013 \)

\(^{14}\)Welsh’s t-test = 3.5261, \( p = 0.0006 \)

\(^{15}\)Welsh t-test = 3.7176, \( p = 0.0002 \)
prepare texts for analysis using regular expressions, and to adopt libraries, such as Vader, to the language resources. For modelling of context we used open source software available on other platforms for sharing resources such as GitHub. Simplifying somewhat we can say that SweCLARIN supplied the necessary language-specific tools and lexical resources while the language-independent modelling software was obtained elsewhere. We think that researchers who want to apply language technology tools to their problems need to be aware of several repositories and what they can offer. Guides for their use, and particularly, when you need to combine them with language-specific data and pre-processing, can be part of pedagogical material and the handbooks provided by CLARIN centers. SweCLARIN, as an example, maintains such a handbook\textsuperscript{16}.

We have analysed and compared two public government reports, both being part of a political process of policy development, suggesting how financial and structural support should be developed for the areas architecture, design and form giving. The first was published in 1999 and the second in 2015. We have also included responses to the 2015 report in the analyses. Sentiment analysis seems to be the method that provides the most reliable results in our case, while the results from topic modelling and temporal word analogies are more uncertain due to the small dataset. However, with the BERTopic library, we could relate topics to metadata of the responses.

On the one hand, we can see the word design being used with increased frequency overtaking the role of the older word formgivning. This reflects a general shift in language usage. On the other hand, when we look at the relation between the words design and arkitektur, we can see indications of semantic convergence, especially in the latter report. This is not least due to the creation of a vague super concept expressed by the coordinate structure arkitektur, form and design, which we refer to as the triad. In the former report, the triad is very uncommon. In the latter report either the triad or one of the individual terms is used, indicating that the suggestion of the report is to establish this super concept as a single area of policy. The triad, which is so frequent in the 2015 report, is significantly more positively described there, compared to form and design as individual terms, seemingly underlining a supporting policy that should take an integrative approach. Moreover, the triad is used in more positive terms than design, while the sentiment of the term arkitektur is not as influenced by the usage of the super concept. This indicates a possibility that there is bias in the report, or that there are more issues to deal with in the area of design than in architecture.

In the responses to the report from 2015, the triad is reused, and taken onboard as a concept to comment on. Sentiment analysis shows that the super concept is used more positively in the report than in the responses, indicating that there may be criticism in the responses toward the conflation of the three areas. Moreover, in the responses, few topics were related to design, and only a small number of actors were responding about design. This indicates that the majority of respondents were not reacting much to how design was handled in the report.

Overall, the analyses make it possible to identify potential aspects that could be further analysed for policy development. Structural issues, such as how certain areas are handled in relation to others, or what topics different clusters of actors are engaged in, can be identified. Also, content issues can be identified, such as how much focus different topics are given, but also more specifically how different interest areas are populated.
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The paper reports on the current status of a system for creating dictionaries within the CLaDA-BG infrastructure. The system is called CLaDA-BG-Dict. At the heart of the system lies the lexical thesaurus BTB-Wordnet around which all other language resources for Bulgarian are organized. These are various types of dictionaries (morphological, explanatory, terminological, etc.), ontologies (such as DBpedia), corpora (in-house and external). The specific features and functionalities of the system are discussed with respect to the language resource integrity. Also, the rationale behind the construction of such a system are given together with an outline of its utility for a number of NLP tasks and for various types of users. The ideas presented as well as the system itself are scalable to integrating resources also for other languages.

1 Introduction

In this paper we present the main principles and perspectives behind the CLaDA-BG Dictionary Creation System — CLaDA-BG-Dict. The ultimate goal of its implementation is to support the compilation of new dictionaries by individuals or collaborators with respect to a certain task and through the usage of all the available resources within the Bulgarian National Interdisciplinary Research e-Infrastructure for Resources and Technologies in favor of the Bulgarian Language and Cultural Heritage, part of the EU infrastructures CLARIN and DARIAH — CLaDA-BG.

We aim to provide a system that supports the whole cycle of creating various types of dictionaries. At the heart of this system lies the Bulgarian BulTreeBank WordNet (BTB-WN) — (Osenova and Simov, 2018). It has been developed as an aggregator of semantic knowledge around which other dictionaries and sources of information (including grammatical, encyclopedic, etc.) have been organized in the form of a(n) (inter)linked knowledge network.

The motivation for the development of the CLaDA-BG-Dict refers to the need for: better control on the consistency in the creation of lexical language resources; user friendly and communicative collaborative environment; better connections among the available resources. Also in the light of open data we expect that there will be more lexicographical data available for reuse in future. This would facilitate the rapid creation of specialised lexicons as well as their publishing and focused usage.

The incentive for the design and implementation of CLaDA-BG-Dict system was the development of BTB-WN. On the one hand, we were aware that there already exist software systems for the creation of other wordnets such as BulNet, GermaNet and Polish Wordnet (plWordNet). However, these systems inevitably reflect the approaches of the creators of these wordnets and thus, they do not support all the functions, needed for the work on BTB-WN. These are: extension of lexical entries structure; mapping to other resources (inflectional lexicons, explanatory dictionaries, bilingual dictionaries, Wikipedia pages, etc.); concordance for selection of examples; ticketing system for identifying and handling errors of various types and history of changes. On the other hand, the workflow on a contemporary wordnet requires
the addition of linguistic information beyond synsets, lemmas, definitions and relations. Such information includes: links to grammatical paradigms, word valencies, links to Wikipedia, mappings to other wordnets, appropriate examples, etc.

For all the reasons presented above, in this paper we present our customized solution for a resource integrating tool. The idea and implementation are scalable also to resources in other languages.

The structure of the paper is as follows: the next section provides a focused review of related works. Section 3 discusses the specifics and functionalities of CLaDA-BG-Dict system. Section 4 outlines the language resources that support dictionary creation. Section 5 concludes the paper and presents plans for future work.

2 Related Work

In our work we follow the approaches described in two existing wordnet editing systems — (Henrich and Hinrichs, 2010) and (Naskret et al., 2018). Similarly to Henrich and Hinrichs (2010) we needed to switch from a tool that supported only local editing where synsets were considered within a very limited context to a tool that supports editing of the wordnet data within a larger context. Comparably to both systems we switched from a file oriented presentation of data to a centralized database used via web to support simultaneous work of a team of experts. The most important benefit of this switch is that each member of the working team started to observe the changes made in content and structure at the time they had been made. In addition, the user of the system has the possibility to consult the resources in the database in any moment when this is necessary. Thus, the users have at their disposal a global view over the wordnet. As a consequence, when editing, they might take into account all the data in a connected way instead of partial or isolated views.

Here the following question might arise: Why to develop yet another system when there are already so many out there? We decided to implement our own system because in addition to developing our wordnet, we wanted to support and connect all the language resources we already had incorporated within it. These are: a spelling and grammar dictionary, an explanatory dictionary, bilingual dictionaries, related corpora for providing adequate examples that register various characteristics of the respective meaning. For us the mapping between the existing language resources is set as an important goal. Thus, we wanted to support such mappings as early in the process of the wordnet creation as possible.

Our aim is to extend the current system further towards a full-fledged dictionary writing system. It is envisaged to provide the necessary environment and services for the compilation of ad hoc and task-oriented dictionaries through the access to all the language data – starting from the existing dictionaries, corpora, encyclopedic knowledge, and others.

We are aware that many efforts have already been invested in dictionary creation systems from various points of view: formats and standards; approaches in the representation of the linguistic knowledge; implementation strategies, etc. Here we mention only some of the related work. One of the most influential ongoing frameworks is ELEXIS

2 After having performed an in-depth survey on the needs of lexicographers

3 — (Kallas et al., 2019), the team behind ELEXIS (p. 62) envisaged ‘two complementary sets of tools will be provided: lexicographic workflow tools and crowdsourcing and gamification tools. The first will include a user friendly open-source online dictionary writing system, with the aim to provide the central dictionary writing platform for new lexicography which also includes new possibilities of online collaboration. The other will provide tools for new techniques of dictionary creation, such as explicit or implicit crowdsourcing (gamification).’ There are two tools for dictionary creation provided by ELEXIS – OneClick Dictionary

4 and Lexonomy

5 — (Měchura, 2017). The OneClick Dictionary is a dictionary drafting module, a feature of Sketch Engine

6 which produces a machine generated dictionary draft that is later edited by lexicographers in the Lexonomy module. Functionality such as wordlists,
corpora, concordance, thesauri, etc. are also integrated in the tools. Similarly to the CLaDA-BG-Dict system, these tools are applicable also for the tasks of creating glossaries and domain-specific wordlists and dictionaries. Unfortunately, when we started the implementation of CLaDA-BG-Dict system, these tools were not available for a public use. Thus, we plan to customize and adapt them to our framework as much as possible in our future work.

Our current system supports Lexical Markup Framework (LMF) formats but not in its full capacity. LMF files can be uploaded, edited and then saved outside the system. However, not everything from LMF is supported. There is no converter from the internal files into Lemon Standard and back. At this point we rely only on the LMF-based converters. It should be noted once again that we aim to facilitate the work not only of the professional lexicographers but also of any other researcher groups and common users. Thus, we imagine helping teachers to compile a dictionary of minimum words/senses, etc. for their class; or a student to construct incrementally a learner lexicon of Bulgarian related to a language that they know, etc. Within DARIAH-ERIC a standard for representation of dictionaries has been developed — TEI-Lex0. This standard is supported also by ELEXIS. Since it has already been established as a best practice, we plan to use it as well. At the moment we support only the minimum to exchange data in BTB-WN whereas the complete set of import and export formats needs to be implemented. The main focus in implementing the system was put initially on the availability and integration of the resources. Thus, our efforts on ensuring adequate exchanging formats and adherence to the common standards come next.

Last but not least, one of the CLARIN-ERIC Resource Families are Lexica. They are 89 and most of them are monolingual. They are of various types – inflectional, morphological, valency, multiword, stopwords, sentiment, etc. Thus, they are a good source for insights in adding more types of resources and more types of analyses into the system.

3 System Specifics and Functionalities

Initially, CLaDA-BG-Dict was designed and implemented to support the verification and extension of BTB-WN. The motivation for this was that the existing version of BTB-WN was initiated in an XML format within the CLaRK System — (Simov et al., 2001). The XML format used during the creation of earlier versions of BTB-WN was not a standard one. It was designed to facilitate the editing of lexical entries for each synset. Also this XML format had to reflect the incorporation of non-standardised data such as links to Open English Wordnet (OEW), Bulgarian Wikipedia, and others. However, the creation of BTB-WN in this way revealed some shortcomings. As mentioned above, the main problem with working in CLaRK System was that the users had only a local view over the existing Bulgarian synsets because the data with BTB-WN were stored in several XML files, and searches had to be performed within each of them (or in some of them). For instance, it was not easy to observe all the synsets in which a given lemma participates, because they could be in different XML files. Thus, one of the main design solutions was to support the mapping to the OEW with the idea to enhance the multilingual applications and the transfer of information from OEW to BTB-WN. In addition, we needed some system support for the better integration of BTB-WN with other language and knowledge resources for Bulgarian.

The system is a client-server web-based editor using a thick client model. The thick client is installed on the user computer (desktop or laptop). The thick client as a user interface to the system provides a better flexibility with respect to implementing the necessary functionality. It especially facilitates the way to compose several actions during the creation and editing of new synsets, assigning shortcuts and others.

3.1 Initial Acquaintance with the System

The database is installed on a server and it is accessed online via the web. A relational database is used for storing the data. Two people are not allowed to work on the same synset at the same time. They can

https://www.w3.org/2019/09/lexicog/
https://dariah-eric.github.io/lexicalresources/pages/TEILex0/TEILex0.html
https://www.clarin.eu/resource-families/lexical-resources-lexica
http://bultreebank.org/en/clark/
work subsequently on the same synset or simultaneously on different synsets. Also, the system stores in a log file the following information: each editing step, the name of the person who edited, and at what time the edit was done. In this way we might track back states of data and repair errors if necessary. The system reflects our approach towards the next wordnet developments as well as towards the integration of various language resources within any dictionary compilations. This approach reflects the lexicon-grammar interface in a better way. In Fig. 1 a screenshot is presented, which shows a search over lemmas starting with “ка” — this search string is not a word in Bulgarian and only serves as a query which selects a range of lemmas within BTB-WN starting with it. The search string and the result from the search are displayed within the left element of the window in the figure, named Lemma list. This part of the window is separated in three parts. The upper part supports searches in the database. Searches can be performed by several criteria: by string, by POS or category, by relations or by the type of the ticket that was assigned to a synset. The list of results from the search is presented in the bottom part of the left element of the window. Each row in this table contains a lemma and the POS of the lemma. It gives information whether there is an equivalent synset in OEW, the number of tickets it has, etc. The search with the string “ка” returns more than 140 lemmas, among which “къща” kashta (‘house’). The middle part contains icons for the possible operations over lemmas in the list like - sorting, statistics and opening of a selected lemma within an editor form.

Thus, when the lemma къща is selected (as in the figure) and the editor form is opened (displayed on the right side of the window), it can be seen that there are three meanings (synsets) with the categories noun.artifact, noun.location, and noun.group which contain this lemma. The editor form is related to a given lemma (marked in the left upper corner — Lemma: къща). In this way the system allows for the simultaneous opening of several editor forms. These might be used to support the comparison of different synsets for different lemmas. Also they might facilitate the creation of relations between various synsets.

Each editor form consists of three areas: Synset area, located at the top part of the form, Lemma area, located in the middle part of the form, and Miscellaneous area at the bottom of the form. The Synset area contains information for the synsets that include the lemma related to the editor form. The information of a given synset includes: the category of the synset; the definition; the order of synsets for the lemma, the
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internal ID of the synset (unique and unchangeable within the database), the locking information, and the BTB-WN ID of the synset. Next to the table are the operations that can be performed over a given synset. These include: editing of the definition (if not locked), export of the synset in a textual form, reordering of the synsets of a lemma (see below), creation of a new synset, deletion of a synset, manipulation of relations. The Lemma area consists also of two elements – a table and a tool pane. In the table a list of lemmas in the synset is presented. Each lemma is associated with some examples for the given synset, its paradigm and internal ID. The lemmas in the same synset are ordered with respect to how well they represent the meaning of the synset. The lemma tools include manipulation of examples, editing of lemmas, editing of the paradigms, and ordering of the lemmas. The Miscellaneous area consists of several tabs presenting different parts of information like relations for the synset, hierarchy of synsets, information from associated machine readable dictionaries, tickets, and temporal notes on some information in the synsets. In the above figure – in the Miscellaneous area – a graphic representation of a hierarchy of a noun is given and also the mapping to the English synsets. The graphic of relations shows the hierarchy of the first synset – noun. artifact. It is a hyponym of building, construction, artefact, and on the highest level – of physical entity and entity.

Regarding the BTB-WN, the system provides information about a selected lemma: its meanings (synsets) and associated examples; its internal relations as well as the mappings to the OEW; it also provides the ratio among the used relations. In case of equivalent synsets between BTB-WN and OEW, the Bulgarian synset inherits all the relations from the English synsets. In cases when these equivalent synsets have also corresponding hypernyms or hyponyms, the inherited relations enrich them as well. After the relations have been inherited, the users have the possibility to change them — delete some of them when not applicable or add new ones. The system also supports definitions of new relations and some (limited) inference with reverse and transitive operations. In addition, domain and range restrictions are taken into account.

The system is equipped with a ticket module. Thus, the workflow is organized in a more structured way with respect to the various expertise and responsibilities. Lemmas can be marked in a certain way that

---

11Given that this transfer of relations is correct for the concepts represented by the synsets.
calls for the intervention of a more experienced user. Thus, a user could assign a ticket to a lemma in case of identification of some error, or suggest an edit of a particular synset. Each ticket contains two parts: a textual description of the problem, and a related topic (subject). There is a list of predefined topics for the tickets, created with respect to the workflow on BTB-WN, but other types might be added whenever needed. The list of current ticket subjects includes: Edit synset, Missing sense, Wrong hypernym, Part of speech, General remark, Wrong equivalent, Discussion, Missing relation, and Link to Wikipedia. In Fig. 2 an example is given. In this case the ticket relates to some missing senses for the selected lemma and provides suggestions for these senses. A more experienced user checks all the lemmas with such ticket subjects and approves the existing suggestions or adds the appropriate senses. The system allows for the users to search for lemmas with certain types of tickets. A result from such a search is given in left part of the figure. The search is for all lemmas that are marked with the subject for missing senses. The Link to Wikipedia subject is currently used for adding a Wikipedia link to the corresponding lemma in one of its senses. The tickets might be commented by other users (depending on their editing rights), then resolved and deleted. Information is also available about the author of the ticket, the date and the time when it was created, commented or deleted, who and when processed it.

Lemmas and synsets within the wordnets are in many-to-many relations which means that a lemma could belong to several synsets whereas a given synset could have more than one lemma. In both cases the lemmas and the synsets are not equal in their usages. Thus it is important to rank them with respect to their relevance. Currently, we rely only on the users’ intuition for this step. Thus we aim at some initial lemma ordering for each synset with more than one lemma. In some cases the ordering is performed automatically. Such cases include, for example, the synsets for professions where the masculine form precedes the feminine one. Also in case of verbal synsets with imperfective and perfective aspect lemmas, the imperfective one comes first. The user interfaces for the ranking are given in Fig. 3. On the left side, the dialog for the arrangement of synsets is given. The user has a granted access to the categories and definitions of each synset. Thus, they can make an informed decision about the ranking. On the right, a similar dialog is presented where the user can check the synsets whose lemmas need to be ordered. In both cases the user could modify the ranking values. These rankings are used in different applications as Word Sense Disambiguation, selection of appropriate lemmas in text generation, etc. Needless to say, the manual ranking is subjective and thus not reliable enough, so in future more information about relations between lemmas and senses will be added to BTB-WN.

![Figure 3: Arranging synsets in CLaDA-BG-Dict.](image)

Our system provides more functionalities than the ones, introduced above. One of them is the access to corpora and machine readable dictionaries. It will be discussed in more detail in the next section. The remaining functionalities solve some smaller tasks like shortcuts assignments, procedures for automatic relation addition and similar.

### 3.2 Integration of Corpora and Other Dictionaries

In this section two of the main sources of information used by the lexicographers in their work — corpora and dictionaries — are discussed with respect to their integration within the CLaDA-BG-Dict System. The corpora are mainly used for searching examples for the various lemma senses and for finding new or missing senses. The dictionaries are valuable sources of different kinds of lexical knowledge.

The system allows for searching and adding example sentences directly (see Fig. 4). Users can provide any corpora relevant to their work. When selecting an example, the user can pin it to the corresponding
synset and lemma while the source of the example is copied automatically. The search could be performed by lemmas or strings. In future, the search engine will support also regular expressions. The system suggests that sentences are included as examples, but if the users decide otherwise, they can include also bigger contexts from source texts. The latter is especially important for the selection of examples that do not allow ambiguous interpretations. The assignment of examples to lemmas and synsets resembles the process of text annotation with senses from BTB-WN. For that reason, there are two special cases of corpora in the system that were already assigned to lemmas and synsets: the set of definitions and the set of examples. The user has the possibility to search in them and in this way to annotate all the words within definitions and examples. The intended usage of this option is the creation of corpora annotated with senses from BTB-WN, similarly to SEMCOR (Miller et al., 1993) and Gloss corpus (Rademaker et al., 2019). In addition to being used as sources for assigning examples to the existing synsets, the corpora are extensively used also for detecting new senses that are neither in the current version of BTB-WN, nor in the dictionaries. Currently we can only rely on the sorting functionality of the concordance with respect to the found items and their contexts. After having been sorted, the examples are checked one by one. In future we plan to use similarity measures over the context in order to cluster the concordance lines.

In addition to corpora we consider the access to existing machine readable dictionaries within the CLaDA-BG-Dict System as an important resource to be consulted during the creation of BTB-WN. The system provides access to four electronic dictionaries which are aligned through the lemmas they share. When an entry contains information about several lemmas, it is aligned to the other dictionaries through each of these lemmas. In this way the information for a given lemma is accessible through each of the lemmas in any of these dictionaries. Thus, users could observe all the information coming from the various dictionaries simultaneously. The four dictionaries integrated and actively used in the CLaDA-BG-Dict include: one explanatory dictionary — (Popov, 1994), one inflectional dictionary of Bulgarian — (Popov et al., 1998), (Popov et al., 2003), and two Bulgarian-to-English dictionaries — one freely available on the web and one based on our own Bulgarian vocabulary for bilingual dictionaries. The bilingual dictionaries are particularly useful for the selection of appropriate English equivalents from the EOW as well as for providing information about the number of senses for a given lemma. The
The explanatory dictionary includes also information about idioms with the selected lemma, so they can be used as a source for creating synsets with multiword expressions. A problem which occurs during the integration of the various dictionaries is that there could be discrepancies among them of various kinds. For example, the dictionaries in the system provide as a rule different number of senses for a lemma. The reasons for this could be many but some of them are: some dictionaries include also archaic and dialectal senses and/or tend to distinguish among very similar senses, while others are more general and present only contemporary and/or gross-level senses. In addition, dictionaries are published at different times, so they show the senses typical for two or more different periods. Such contradictions between dictionaries are normal and should be expected, since all of them could follow different approaches and goals. An example of this issue from BTB-WN is the case with the noun чеша: its most frequent sense found in all dictionaries is a group of rebellions in liberation struggles, but one of the integrated in the CLaDA-BG-Dict system dictionaries includes also an archaic sense a group for common work and a rare metaphorical meaning gymnastics or other sport group. The newer and more general dictionary in the system presents only the first most frequent sense nowadays. In such case, the lexicographers should follow the corresponding guidelines for the selection of senses.

Another challenge is related to the orthography – as mentioned above, the incorporated dictionaries in CLaDA-BG-Dict are published at different periods, so some them are not complying to the current orthographic rules. At the same time, they all contain valuable information for senses, morphology, etc. and they are worth to be considered. The problem which however comes is that some lemmas would be flagged as not present in BTB-WN just because they are written differently.

Figure 5: Access to dictionaries within CLaDA-BG-Dict via an editor form.

The access to the dictionaries is provided in two ways. The first one is from the editor form. In Fig. 5 information about the lemma къща in two explanatory dictionaries (which also provide idioms with the given lemma) is observed. The search is by the lemma associated to the editor form. The information from the dictionaries is presented in a tab from the Miscellaneous area. Such a look up in dictionaries is very convenient for quick checks of the various definitions, examples, English corresponding lemmas during the editing of existing synsets in BTB-WN. The second mechanism for a look up is independent from the editor form. There is an option for each dictionary to be opened in its own form, or another option when all dictionaries are opened in one form. The availability of these independent forms allows for searches for arbitrary lemmas, related lemmas, etc. A useful mechanism for access to the dictionaries is through the so-called Wordlist form. In this form a list of lemmas provided by the user is opened. The lemmas are checked whether there are already synsets related to them in the BTB-WN. If not, the search is done by pointing to a lemma in the Wordlist form and using a search shortcut which copies the lemma.
to the dictionary form to perform the search.

Figure 6: Look up in the dictionaries within CLaDA-BG-Dict in an independent form and with links to the Wordlist.

In Fig. 6 the two forms — All dictionary and Wordlist, are represented. The search in both forms is through regular expressions. In Wordlist we see all the words matching the search query. Selecting a lemma from the list and searching in dictionaries form would provide information from all lexicons.

With relying on different Wordlists, the users could examine some sets of lemmas in BTB-WN selected by certain criteria. In our work we consider several such sets like vocabularies corresponding to Bulgarian learners’ levels like A1-A2, B1-B2, C; vocabulary for secondary school students, etc.

4 Conclusions and Future Work

As it was frequently stressed above, we aim to provide a system where the user will be able to exploit all the available dictionaries, corpora and services. At the same time (s)he will have the possibility to not only statically consult other dictionaries but also to search within corpora, make concordances, establish mappings, save and make publicly available the results of their work.

In our view the necessary minimum of functionalities of such a system would include: an editor of lexical entries that supports different structures of interrelated elements; access points to existing dictionaries and corpora; various types of searches and concordances, etc. BTB-WN has been fully developed in this system and serves as a connector to other dictionaries and corpora through its synset and lemma information.

In addition to uploading and making accessible new dictionaries, the system also supports mappings to Wikipedia via the inclusion of Wikipedia article URIs to the corresponding synsets. For now this operation works for equivalent concepts only, but more elaborated set of relations are necessary.12

Each of the included language resources inherits its structure defined in some standard (with some modification if necessary). For example, for a given lexicon included in the system the structure of the lexical entry will be presented in TEI Lex013. Some other lexicon might be presented in Lemon or LMF. Thus, the user will be able to refer to the structure of the various lexicons, to extract parts from

---

12We plan to adopt an already existing schema like SKOS, LEMON, etc.
13https://dariah-eric.github.io/lexicalresources/pages/TEILex0/TEILex0.html
the lexicon entries, to combine elements from different types of lexicons. This will allow easy ways of reusing the available data. Another benefit of the system is that it can keep track on the provenance of the work threads. Currently the system keeps information about each editing operation, but we think more elaborate model is necessary.

When the new dictionary (lexicon) is shared within the system together with the relations to other resources, the result will be a valuable resource not only for supporting the future dictionary creation, but also for automatic processing.

CLaDA-BG-Dict is an editor, which could be used for both tasks – creating lexical databases like wordnets and compling traditional types of dictionaries. But what is more – it provides possibilities of linking the available data in many ways depending on the goal. CLaDA-BG-Dict has already been successfully used for editing of more than 19 000 synsets that were created at earlier stages in an XML format, and for the addition of around 14 000 synsets together with appropriate examples. It thus provides quick access to various types of linguistic resources and information – dictionaries, corpora, concordance, etc. The resources are accessible in the system, so any kind of checks could be performed by the user in the same environment.

Our vision for future is to enhance replicability and re-usage of dictionary compilation for specific purposes as much as possible. In this way we believe that the work of dictionary creators and dictionary users will be facilitated and enriched.

Last but not least, in its beta-version now the system uses its own format for uploading corpora and other digitally-born or digitized dictionaries. However, it is planned that the system conforms to the common standards such as TEI, TEI LEX0, Lemon, etc. All the participating resources will be made available through the CLaDA-BG repository and dedicated web services.
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Abstract

This paper describes a project aimed at creating a new resource family of multilingual and multimodal resources centered around the concept of a “Linguistics of the self”, i.e. personal reflections on the role of languages in shaping one’s identity. Language portrait silhouettes, drawing bilingualism, and linguistic autobiographies are different types of resources that share this common feature. We describe the resources and the criteria for their metadata annotation, focusing in particular on linguistic autobiographies, where the writer explicitly reflects on the relationship between him/herself and language. These genres are fruitfully used in different educational settings, and research has shown that they help to uncover the social, affective, and psychological dimensions of language learning. The potential of a multilingual and multimodal collection is discussed starting from data collected in Italy and Norway.

1 CLARIN Resource Families and Linguistic Diversity

The CLARIN Resource Family (Fišer et al. 2018) is a user-friendly overview per data type of available language resources in the CLARIN infrastructure aimed at the needs of researchers from digital humanities, social sciences, and human language technologies. Resource families are provided according to modality (spoken, multimodal, computer-mediated), genre (historical, academic, literary, newspaper, etc.), different languages, and intended use (reference, L2 learners). These groupings of corpora, lexical resources and other tools are meant to facilitate comparative research: for each resource family, a brief description is provided followed by a list of the resources belonging to the family, together with the most important metadata (name, size, annotation, license, language, description and availability). Thus, resource families provide a curated view of the available CLARIN resources. Over the years, this has proven to be a highly visible initiative appreciated by a broad spectrum of CLARIN users (Leonardič and Fišer 2020) and it therefore deserves to be maintained and enlarged. In this paper, we introduce a new genre that comprises various types of productions (texts and mixed text and drawings) sharing the common feature of containing personal reflections on the role of language in shaping one’s identity. We argue that a resource family devoted to this genre could be useful for both first and second language research and pedagogy, as well as for a better understanding of the linguistic landscape in European schools and universities, as it is shown in the following section.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/

2 Self-Reflective Practices for Shaping Europe’s Multilingual Landscape

Pedagogical research has shed light on the importance of reflective practices for both teachers and students. As far as the former are concerned, reflective practices can help in reshaping their knowledge and their teaching practices (Farrell 2022). Students, too, can be encouraged to engage in self-reflection to help them focusing on the emotional and cognitive components of their attitudes toward the subjects they are studying. In language education there are several age-appropriate tasks that are typically employed in assisting students to reflect on their multilingual selves in order to develop meta-sociolinguistic competence. Among the most popular methods we can list: i) language portrait silhouettes; ii) drawing bilingualism; iii) linguistic autobiographies. Silhouettes and drawing bilingualism are discussed in §2.1, while a separate paragraph is devoted to linguistic autobiographies (§2.2).

2.1 Language Portrait Silhouette and Drawing Bilingualism

Language portrait silhouette (LPS) and drawing bilingualism (DB) are two multimodal self-reflective tasks that are suitable for early childhood and primary education because they do not require particular abilities in writing. However, LPS and DB can also be employed in other contexts such as secondary schools and universities, especially in multilingual classes where different levels of linguistic competence can be found. In LPS tasks, respondents are given a body silhouette (see fig. 1) and are asked to paint it, choosing different colors and body part for each language they want to mention (Busch 2010). They can be adopted also at a policy level: in the Autonomous multilingual Province of Bolzano in South Tyrol, LPS is an accredited part of the European Portfolio of languages. Respondents are asked to fill the silhouette with different colors, using larger spots for the most frequently used languages, and to discuss their LPS with schoolmates (Provincia Autonoma di Bolzano 2004).

![Figure 1. A template for LPS](image)

Similarly, in the drawing bilingualism task (Favaro 2013), children can freely draw themselves without having a silhouette to fill in. Children have to imagine themselves as plurilingual individuals and choose which representation of themselves can better capture their plurilingual mind. Figure 2 shows a specimen collected in an Italian secondary school: according to the image, French is the language of the ‘head’ because it has been studied at school, while Italian is the language of the ‘heart’; German is the language of the ‘hand’ since the student has to struggle with its grammar and finally English is the language of the ‘legs’, because it opens up doors in space and time.
These two tasks are commonly used across Europe (cf. for the Italian setting Manconi 2019; Biagioli 2021) as they do not require specific training; LPS can also easily be downloaded from different websites (see for example https://cluss.unistrasi.it/public/articoli/157/Silhouette%20linguistica.pdf). In these two tasks, the linguistic repertoire is truly interpreted as embodied cognition. With LPS and DB, researchers can look at linguistic repertoires from a multimodal perspective (Kress & van Leeuwen 2006): they can analyse the relation between language, colours and cultural tropes, the affiliation and emotional component of language learning, as well as the multimodal representation of language using different symbols. For teachers, LPS and DB could be used as an ice-breaker activity during the first days of school.

2.2 Linguistic Autobiographies

Unlike the two tasks explained in 2.1, linguistic autobiographies constitute a non-fictional genre where the writer explicitly reflects on the relationship between him/herself and language. Different labels have been used for describing this genre other than linguistic autobiographies, such as language memoirs (Pavlenko 2001, 2007; Kramsch 2004) or language stories (Gohard-Radenkovic, Rachedi 2009). In this self-reflective writing practice, language becomes the overarching organising principle for retracing salient moments in the writer's life. The idea behind this genre is that the acquisition and the interaction of different languages can be seen as the acquisition of selfhood (Ramsdell 2004). Linguistic autobiographies can be considered as both a research and a pedagogical tool. They are used by professors and teachers in secondary schools and university classrooms to help students in developing their metalinguistic and metapragmatic abilities; within superdiverse multilingual classrooms, linguistic autobiographies allow students to narrate their multilingual selves and they help make their languages more visible. Linguistic autobiographies can also help linguists in gaining access to language ideologies and attitudes towards language varieties: in particular, these narratives can help understand how ideologies about languages can have an impact on the linguistic behaviour of speakers.

Linguistic autobiographies are highly versatile in that they can easily be collected without requiring specific skills or academic knowledge. Several templates are available to facilitate the production of linguistic autobiographies, which offer some suggestions to think about languages and self-reflect on key points of the writers’ own life (cf. Canobbio 2006; D’Agostino 2007; Luppi, Thüne 2022). For example, one possible template requires mentioning:

1) Family members and personal data (place of birth, eventual relocations, etc.);
2) Family linguistic background: L1 of the grandparents, L1 of the parents;
3) Family linguistic situation: parents and grandparents’ linguistic preferences (they speak which language to whom and when); which languages are used for ordinary communication between family members (with children, with the rest of the family); family choices in linguistic education (which

---

1 The Council of Europe provides its own template for compiling language biographies of users’ plurilingual profiles. The scheme can be found here: https://cluss.unistrasi.it/public/articoli/157/Silhouette%20linguistica.pdf
language is taught to children); which language is spoken at home; which other varieties are used at home, and for what purposes (communicative, expressive, affective needs, identity stances, etc.);
4) Family and school attitudes and behaviours: repression of non-standard varieties; are any specific varieties preferred to other varieties? Are there any disfavoured languages? Are there any forbidden languages used in secret between friends or family members?
5) Meeting with linguistic diversity (holiday trips to different regions, community of practices, peer groups, school environment, extended family etc.). Formal and informal language learning (foreign language schools, friends from abroad etc.); are different languages used with different groups of people? Are non-standard varieties used for performing specific identities? Etc.
6) Personal evaluation of language learning in and out of school; ability to perceive different linguistic varieties, social evaluation of accents, stigma and stereotypes towards accents, varieties, languages, etc.

Here is an instance of a linguistic autobiography produced by a second-generation Italian student of Chinese origin, followed by its translation into English.

Io ho iniziato a studiare l’italiano quando andavo all’asilo e l’ho imparato insieme al cinese.
Quando andavo all’asilo soprattutto io parlavo italiano perché c’erano solo 2 o 3 compagni cinesi. A casa io parlo cinese con i miei genitori e alcune volte italiano o inglese con mia sorella, i miei genitori parlano sempre il dialetto e vuole anch’io parlare il dialetto a casa e mi dicono non devi mai dimenticare il dialetto perché questo è il nostro radice. Io vorrei migliorare il mio italiano perché questa lingua l’ho iniziato a studiare a l’asilo e per un altro motivo: io abito in Italia e userò più italiano di cinese. Io vorrei migliorare francese e tedesco più d’italiano perché queste due lingue forse le userò per lavorare².

I started studying Italian when I was in kindergarten and I learned it together with Chinese.
In kindergarten I used to speak Italian because there were only 2 or 3 Chinese classmates. At home I speak Chinese with my parents and sometimes Italian or English with my sister, my parents always speak the dialect and I want to speak the dialect too at home and they tell me you must never forget the dialect because this is our root. If I would like to improve my Italian because I started studying this language in kindergarten and for another reason: I live in Italy and I will use more Italian than Chinese. I would like to improve French and German more than Italian because I will perhaps use these two languages for work.

The template (and the terminology used) can be adapted depending on the age, educational background and other characteristics of those involved. In any case, linguistic autobiographies are deeply personal texts that outline the writers’ own thoughts and feelings, giving them the possibility for spontaneous expression.

2.3 The Societal Potential of Self-Reflective Practices in Education

All these tasks are fruitfully used in different educational settings, and research has shown that these tools help to uncover the social, affective, and psychological dimensions of language learning (Franceschini, Miemenkowski 2004; Groppaldi 2010; Cavagnoli 2020; Salvadori, Blondeau, Polimeni 2020). Language biographies are also an important element of the European Language Portfolio, as they encourage learners to write information on linguistic and cultural experiences gained in and outside formal educational contexts (Council of Europe 2001). They permit students to develop an awareness of cultural and linguistic diversity, and to learn about the social value of languages. In superdiverse settings, linguistic autobiographies help students in understanding mechanisms of stereotyping and linguistic discrimination and are considered an empowering tool. Teachers can also gain access to the students’ linguistic learning process, and they can discover students’ learning practices and reasons for studying languages, as well as their needs and expectations. For policy makers and stakeholders, self-reflective practices can help in understanding students’ motivation for language learning, thus allow-

² The linguistic autobiography reported in the paper is directly quoted from the original text, without any editing from the authors.
ing them to develop specific school curricula addressing students’ communicative needs. For those who are interested in the sociology of languages, these data can also provide unique information about informal language-learning opportunities and the different values that speakers attach to different types of multilingualism.

3 Towards a CLARIN Resource Family for Self-Reflective Practices

Language portrait silhouettes, drawing bilingualism, and linguistic autobiographies constitute different genres of great scholarly significance and with high potential of impacting education. The genres above can all be considered self-reflective practices, with language(s) being the overarching characterizing principle. For this reason, we believe that a multilingual and multimodal resource family that collects LPS, DB and linguistic autobiographies produced by L1 and L2 speakers of different languages in different countries is an important contribution to the scholarly community gathered around CLARIN. This new resource family will thus deal with peculiar genres with specific formal and content characteristics, and it is also open to hosting other genres and text types, such as oral interviews and personal narratives. From our point of view, it is desirable that all textual and non-textual products sharing the trait of personal metalinguistic reflection can be collected, and that their collection is carried out in ways that allow scholars to easily compare them and practitioners to use them immediately. The new resource family, called “Linguistics of the Self”, will thus offer the possibility for scholars to access all these kinds of data, and to contribute with their own data. In this section we report about the principles and criteria that we will follow in building the resources and making them available as a CLARIN resource family. We will provide examples from the corpus of linguistic autobiographies, which so far represents the largest component of the family.

3.1 Adding Linguistic Autobiographies to CLARIN

The University of Siena corpus of linguistic autobiographies will be the core of this new multilingual and multimodal resource family. At present, this resource consists of about 300 linguistic autobiographies collected during university courses in linguistics (educational linguistics and sociolinguistics), about 50 autobiographies written by secondary school students, and about 40 produced by secondary school teachers. An example is available by Figure 3. In addition to the core, the resource will also include autobiographies collected in Norway. A small pilot collection has been carried out at the University of Bergen, in Norway, and has produced texts in different languages, including English and Spanish (see Fig. 4). The collected texts will be digitized, and data processing will be carried out for anonymization, automatic linguistic analysis with the Profiling-UD tool (see Brunato et al. 2020) and metadata description, on the basis of a shared procedure. A strong requirement that constrains how the corpus is going to be structured is that it should be easy to update, so that the corpus can be integrated with new linguistic autobiographies. Indeed, linguistic autobiographies, as well as LPS and DB, are commonly produced and collected by others, in addition to the original creators of the resource. Possible potential contributors are schoolteachers who collect this type of data according to the procedure that we suggest, but also other university professors. Linguistic autobiographies are currently being collected as part of teaching activities at several Italian universities (University of Pavia, Macerata, Roma Tre, among others), especially in educational linguistics and sociolinguistics courses. Even if this resource is not particularly large in number, compared to other CLARIN resources, one of its main strengths is its transversality, in that it can be used in any higher education degree. This will allow the resource to grow steadily each year.

In this respect, we have identified the structure of the ParlaMint project (Erjavec et al. 2022), where each file of the corpus represents a single transcript session, as the most appropriate for our needs.

---

3 At the University of Siena, approximately 60 autobiographies per academic year are collected. In particular, the collection is an integral part of the course in Sociolinguistics: autobiographies are collected at the beginning and the end of the course and function as a tool both to introduce some key notions from sociolinguistics and to allow individual reflection by students at the end of the course, once analytical skills and terminology have been acquired.
This will allow the corpus to grow constantly, with new autobiographies being periodically added to the original collection.

Figure 3. A hand-written linguistic autobiography from the University of Siena corpus

Figure 4. A linguistic autobiography collected at the University of Bergen

This new CLARIN resource is designed to be comparable with other types of resources, such as LPS and DB, that share some of the features of linguistic autobiographies. Additionally, linguistic autobiographies could share some features with already existing or future resources, such as focus groups on language attitudes, qualitative interviews and oral narratives in which the interviewee describes his/her relationship with his/her mother tongue(s), language acquisition, etc.

This approach derives from the fact of having devised our resource as a member of a resource family from the outset, and it has important consequences for the choice of metadata (see §3.2). Furthermore, it is important to us that the new resource can easily be compared with similar resources that are...
already part of CLARIN collections. For example, by searching the corpus according to speakers’ L1, it will be possible to compare the biographies of speakers with the same L1 across different countries, educational settings, etc. This possibility may be used for various purposes, e.g. for a comparative analysis of the effects of language contact in different settings and with different L2s. Therefore, we foresee that rich metadatation will be added to the corpus of linguistic autobiographies: all the valuable sociodemographic data, the language used and all the languages and varieties mentioned in the autobiographies will have to be made explicit. This will greatly enhance the usability and comparability of the resource (see below).

3.2 Criteria for Metadata Selection for a Multilingual and Multimodal Resource Family on the “Linguistics of the Self”

The choice of metadata is a crucial issue in building resource families (Leonardič and Fišer 2020), and it is therefore of paramount importance. When a resource family is created from already available resources, it is often the case that the curated resources have different depths and breadths of metadata description, which in turn has consequences for their final usability. In our case, where the individual resources are going to be created and described having in mind their role as members of a wider resource family, it is of utmost importance that all the different genres are described in such a way that their collection under a resource family is straightforward and allows for their maximum comparability. Here we introduce some of the criteria that will guide us in the selection and adoption of metadata for the resources composing the family.

We believe that a metadata description that is oriented to making a resource fit in a resource family must satisfy two interacting main requirements: a) exhaustiveness and b) comparability.

Exhaustive metadata description is important not only for the sake of describing any given individual resource accurately, but also in order to maximise its traceability and the possibility for it to be discovered and included in future collections. All aspects belonging to the “linguistics of the self” will need to be highlighted accordingly: the self-descriptive aspect, the modality of the task (spontaneous drawing, written autobiography, oral interview, etc.), all the languages that are mentioned and the language in which a given text is produced, whether the language is an L1 or L2 for the author, in addition to more customary socio-demographic factors such as sex, age and provenance. Metadata description will also take into account other important aspects, namely school grade (resources collected in primary or secondary schools, or universities) and metalinguistic competence (autobiographies collected before and after linguistic courses).

Making this information explicit will make it possible, for instance, for a scholar interested in studying the attitudes of students towards English as a second language to select all autobiographies written in different languages and mentioning English as a second language.

A TEI Header will be developed to encode this information. Each autobiography will then be annotated according to the TEI header scheme. The TEI Header scheme will be made available to download, in order to facilitate the annotation of similar resources already owned by other scholars.

In order to ensure the highest possible degree of comparability with other resources, either already present in the CLARIN ecosystem or to be added in the future, metadata description for the new resources will have to take into account the metadata sets used for describing resources that are partially overlapping for content and/or genre with linguistic autobiographies. From a first analysis of the VLO we have identified oral interviews, general autobiographies and personal narratives as the most similar genres already represented in CLARIN collections. The metadata used for describing these resources will be studied and analyzed to identify which elements of their description can be included in metadata description for linguistic autobiographies and linguistic silhouettes.

Since these are very peculiar genres not currently available in CLARIN, none of the available profiles for describing the resource is entirely suitable. The VLO repository, for instance, already offers a selection of linguistic autobiographies collected in two (non-exclusively) Italian-speaking settings, namely Language Biographies from South Tyrol and from Basel. However, these two corpora consist of audio interviews, together with their transcriptions. Written linguistic autobiographies, on the other hand, show some peculiar features such as a) written modality vs. mainly oral modality, and b) their strong emphasis on the linguistic component: language is the key around which the narrative is built.
and articulated, and the recollection of one’s life follows a linguistic path, while, in general, oral narratives focus on the main events in the lives of speakers.

3.3 Working Agenda

Available CMDI profiles will be studied and, if necessary, an ad hoc profile will be created to adequately describe the new resources. In addition to the metadata definition, legal and ethical issues will be addressed for personal data protection, in order to clarify i) the legal basis for future fieldwork collection, especially in the case of children/minors; ii) the procedure for obtaining consent for texts already collected – also before the introduction of GDPR; iii) anonymization strategies, especially in cases where explicit consent is absent.

In addition to the resource, support material for the collection of new resources will then be made available: three scripts (in English, Italian, and Norwegian) to guide the researcher/teacher in the elicitation of the texts (linguistic autobiographies, LPS, DB); guidelines for anonymizing the texts; and a template for their representation in TEI format. The script for the collection of autobiographies will only contain minimal information, such as the one mentioned in 2.2. For LPS, the silhouette will be provided, together with general instructions in three languages. The proposed family will thus provide a consistent and shared framework for the collection and curation of texts and multimodal products that are remarkably peculiar and therefore highly subject to the risks incurred by any data-scarce collection, such as inconsistency of structure, format, and level of analysis. The common template for metadata description of the different resources belonging to the family and the protocol for elicitation of the interviews will prove useful for ensuring coherence and comparability across different initiatives and will greatly help researchers and teachers by providing them with an established format.

Alongside this investigation, we will implement specific activities to promote linguistic autobiographies as an educational tool, also in order to discover any uses already in place but unknown to us. We are confident that in some of the countries involved in the CLARIN network, linguistic autobiographies are already used in school and university settings. In this respect, ILC-CNR and the University of Siena have now the advantage of being involved in the CIRCE Erasmus+ project (2023-25) aimed at studying accent discrimination in education. The school environment is a hotspot for investigating this issue: students are exposed to different accents and form and reinforce their attitudes and beliefs towards them also on the basis of peer pressure. Teachers are also confronted daily with regional and non-native accents of the national language, and may unconsciously succumb to prejudice and negative evaluations of non-standard varieties. In the project, a specific task will be devoted to training school teachers in using linguistic autobiographies in their classes. These autobiographies will then be FAIRfied and will be added to the CLARIN resource family. This will permit to collect at least 200 multilingual autobiographies in different school settings and in different countries (in a digital format).

We thus wish to help uncover any already existing material and encourage the production of new material. A multilingual collection of such written material will indeed offer an invaluable picture from several perspectives. Firstly, it can be used as teaching material, from school classes of any grade to university courses, in order to raise awareness of heritage languages, accentism and glottophobia. Secondly, it can help teachers to better understand the most used and known languages in their classrooms. And thirdly, this collection represents a useful tool to verify – among pupils, students and teachers – the pervasiveness of the concept of linguistic error and deviation in describing linguistic repertoires.

Comparable corpora of linguistic autobiographies will also provide valuable quantitative and qualitative data to researchers interested in a variety of topics – such as language attitudes, language and migration, multilingualism and language contact. Finally, this new resource can help policymakers in designing linguistic policies that are more consistent with the different linguistic landscapes existing in different European schools and universities.
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Abstract

We present the process of publishing resources in Kielipankki, the Language Bank of Finland. Our pipeline includes all the steps that are needed to publish a resource: from finding and receiving the original data until making the data available via different platforms, e.g., the Korp concordance tool or the download service. Our goal is to standardize the publishing process by creating an ordered checklist of tasks with the corresponding documentation and by developing conversion scripts and processing tools that can be shared and applied on different resources.

1 Introduction

The Language Bank of Finland (Kielipankki, “The Language Bank”) is a collection of services for researchers using language resources in digital humanities and social sciences. The Language Bank is coordinated by FIN-CLARIN, a Finnish consortium of universities and research organizations. The general goal of the Language Bank is to make corpora and related tools available to users. Various types of resources can be deposited in the Language Bank, including text and speech corpora, lexicons and terminologies, and many kinds of data sets produced by research projects.

The Language Bank supports public, academic as well as restricted license categories and offers multiple services for providing access to different resource variants. Since the publication framework is complex and not yet sufficiently automatic, depositors cannot upload their resources to the Language Bank and publish them there directly. However, the Language Bank helps and supports the depositors in clearing the licenses and in converting, annotating and describing their data. Thus, unlike other CLARIN centres, the Language Bank participates to some extent in most of the steps in the process where a researcher or a research group deposits a resource with the Language Bank for redistribution. There are both advantages and disadvantages to this approach, which will be discussed in this article.

Ideally, all resources published via CLARIN services should meet the FAIR standards: they should be findable, accessible, interoperable as well as reusable¹. By creating a shared and well-documented workflow and by using common tools, we aim to ensure that all resources and their future versions are processed, published and maintained in a consistent, transparent and interoperable way.

2 The Publication Framework

An overview of the publication framework of the Language Bank is shown in figure 1. The process is started by entering the new resource to the publishing pipeline (cf., the left column of the figure). The

¹ https://www.clarin.eu/fair
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data is then described and prepared for the different means and formats of publication (the middle column). In order to make it easy for users to locate and to use the corpora they need, various pages are created on the website of the Language Bank (“the portal”) with additional information about the available resources (the right side of the figure).

2.1 Means of Publication

The resources published in the Language Bank of Finland may be available via the online concordance tool Korp, developed by Språkbanken, the Swedish Language Bank (see Borin et al., 2012), and adapted for the Language Bank of Finland². Korp is a web-based tool that allows the user to search for keywords and more complex constructs in text corpora that are typically enriched with grammatical and other types of annotations. In Korp, it is possible to generate concordances, to compute statistics based on various attributes in the corpora, and to download the results. Korp is well supported and it is used in several CLARIN centres.

Resources can also be downloaded via the download service³ of the Language Bank. In the download service, we usually provide the original source data as well as the converted data in VRT (VeRticalized Text) format as extracted from Korp. Several variants can be offered of the same resource. For the users’ convenience, copies of selected versions of the downloadable corpora are also accessible in the computing environment at CSC – IT Center for Science⁴. This makes it easier for users to process the content since they do not have to download and unzip large packages, and the required software can be made readily available on the server.

Lexical resources can be made available via Sanat⁵, a WikiMedia-based platform. However, Sanat is currently not part of our official pipeline, since the content is maintained in a community-driven fashion by individual research groups.

The Korp version in the Language Bank supports video and audio playback to a limited extent. In case a speech corpus includes transcripts of the original recordings, the transcripts can be used to create

---

² https://www.kielipankki.fi/korp/
³ https://www.kielipankki.fi/download/
⁴ https://www.csc.fi
⁵ https://sanat.csc.fi
a text version of the corpus. The texts can be equipped with links to the corresponding media files, helping the user to locate the original recordings when needed. In case the transcribed text has been manually or automatically aligned with the original recordings, the words and sentences in the transcripts can be annotated with time stamps. The timing information then allows the Korp interface to play the corresponding portion of the media to the user when requested. Korp does not include features for analysing speech signals or video content. However, Korp can be used to provide basic access to transcribed speech corpora.

For storing the internal backup copies of each resource, we use IDA⁶, a research data storage service organized by the Ministry of Education and Culture in Finland. IDA is offered free of charge to Finnish universities, universities of applied sciences and state research institutes. The service allows researchers and teams not only to save, organize and share their research datasets but also to freeze the data, i.e., to describe datasets and to store them in an immutable state for long-term archiving.

2.2 Access Rights

The Language Bank aims to provide resources as openly as possible. Many resources can be made publicly available (CLARIN PUB license category). However, access restrictions may be necessary in case the resource includes, e.g., copyrighted content or personal data that should be protected.

Some resources are licensed for academic use only (ACA), and they may be accessed by signing in with credentials issued by the user’s home institution. Furthermore, the Language Bank is able to distribute resources under restricted licenses (RES), in which case users can apply for individual access rights in the Language Bank Rights (LBR) service⁷. LBR currently supports federated login and user identities via CLARIN⁸ or Eduuni⁹. The Language Bank uses the common CLARIN licensing framework, with some local adjustments¹⁰. Unless the original material has been previously available under a public license, the licenses of individual resources in the Language Bank are based on agreements with the rightholders and, in the case of resources that contain personal data, with the data controllers.

In some cases, it is possible to offer several variants of the same resource under different licenses. For instance, since speakers might be identifiable based on their voice, audio speech recordings often need to be protected, e.g., by restricting access to them. However, it may be possible to make the anonymized or pseudonymized transcripts available under a less restricted license for specific purposes where access to the audio is not needed.

The Language Bank Rights system is based on REMS (Resource Entitlement Management System)¹¹, an open-source electronic tool developed by CSC for the management of access rights to research data. Researchers can log into the system by using the user credentials provided by their home organisation. The researcher selects a resource for which access rights are applied, fills in an electronic application form, and agrees to the terms of use for the dataset in question. The application can then be circulated via LBR to the rightholder’s representative for approval. LBR can also be used, e.g., for contacting the supervisor of a student applicant in case their endorsement is required before access can be granted to a specific resource. From LBR, it is also possible to obtain reports on applications and approved access rights.

2.3 Documentation

While developing our publishing processes, we have paid attention to the systematic documentation of the resources as well as to improving their findability. Corpora can be found either on the list of published resources or on the list of forthcoming resources in the portal.

Over time, several versions and variants have been published of individual resources on different platforms. To help the users find out which version is the most relevant one for them, we use the so-called resource group pages for documenting all the versions and variants of a given resource as a group. The resource group pages may include additional resource-specific instructions that cannot be included

---

⁶ https://ida.fairdata.fi
⁷ https://lbr.csc.fi
⁸ https://www.clarin.eu/content/clarin-identity-provider
⁹ https://info.eduuni.fi/en/services/eduuni-id
¹⁰ https://www.kielipankki.fi/support/clarin-eula/
¹¹ https://www.csc.fi/rems-kayttovaltuuksien-hallintajarjestelma
in the individual metadata records (especially when there are many versions). The resource group page of a given resource lists all available versions of the resource, including links to their metadata records, their access locations, and further information. A link to the resource group page can be found in the metadata record of each version of the resource.

Following the example of CLARIN Resource Families\(^{12}\), we also offer a portal page where the resource groups in the Language Bank are categorized under CLARIN-style families.

3 Challenges and Goals

While implementing and developing our publishing pipeline, we aim to meet the needs of the users as well as to improve our internal workflows. Resources should be offered in consistent and interoperable formats and they should be easy to find and to process by researchers and research groups.

More than 250 resources are currently available via the Language Bank of Finland. About 100 resources are listed as forthcoming, and more are added every month. Before implementing the publishing pipeline, each team member involved in the process of publishing resources had their own workflows and scripts for converting data. This often resulted in slight inconsistencies in the published resources. In addition, it was not easy to monitor the state of each resource within the publication process. Certain tasks, such as parsing the data for publication in Korp, were carried out by only one person in the team, making processes very dependent on this person's availability and time.

The process of publishing an individual corpus usually involves 3–4 people in the Language Bank. In case of an exceptionally simple and well-described dataset with no licensing issues, it does not take more than one or two working days to publish the source data for download. If intense license discussions and several different means of publication are required, the process can take up to 60 working days.

Our aim is to perform faster. Ideally, the process should enable us to publish resources within a shorter time frame and to reduce the amount of time that a certain resource ends up waiting in the pipeline for the next processing steps. To make the workflow more efficient, it is important to be able to monitor the status of a resource during the publishing process and to share tasks and knowledge within the team. For this purpose, we have collected a list of the specific tasks that are addressed during the publication process of most resources.

4 Tasks within the Publishing Pipeline

For each new resource, we maintain a checklist\(^{13}\) of the tasks in the shared pipeline that are relevant for the resource in question. The list is used for keeping track of the status of the resource during the publishing process. Some tasks on the list are mandatory for all types of resources, whereas others are applicable to specific types only. According to the type of the task, which can be for example administrative or technical, work can be assigned to a person with the required skills.

The tasks can be classified into different groups, as shown in figure 2, starting at entering the new resource and clearing the license, and finishing at publishing the resource in the different channels and formats. Grouping the tasks thematically as well as chronologically helps us keep track of the status of each resource and to make the checklist of tasks clearly laid out. It is to be noted, however, that the order of the events in the publication pipeline is not a strict timeline but rather a dependency structure. For instance, data acquisition and processing may in some cases start before the deposition license agreement with the data provider is signed, whereas the corpus cannot be published unless the license is cleared.

A ticketing system helps in managing and monitoring the publication processes of individual resources. For this purpose, we use Atlassian JIRA. Currently we are looking for a more convenient way

---

\(^{12}\) https://www.clarin.eu/resource-families

\(^{13}\) http://urn.fi/urn:nbn:fi:lb-2023032703
of implementing the list of tasks to the pipeline, so that tasks could be automatically created for each incoming resource and made more accessible to the team.

4.1 Entering a New Resource to the Pipeline of the Language Bank of Finland

When a researcher or a research group creates a new resource that they wish to make available to other researchers or publicly, they are first asked to submit the most important details regarding the resource by filling in an e-form\textsuperscript{14}. The Language Bank then creates a preliminary metadata record on the local META-SHARE repository\textsuperscript{15}, where the metadata of all resources available via the Language Bank are currently maintained. The preliminary metadata are checked together with the depositor. The details can be updated and amended later. In order to make sure that the metadata records meet our quality standards and remain consistent, the editing rights to the metadata records are restricted to a few people with the required expertise.

The metadata records in the META-SHARE node of the Language Bank are harvested by our OAI-PMH (Open Archives Initiative Protocol for Metadata Harvesting) metadata provider that transforms the native META-SHARE records to CLARIN’s CMDI format. The metadata are then available to external services, such as the Virtual Language Observatory\textsuperscript{16} maintained by CLARIN. Our local provider validates the records before and after the transformation, using the corresponding XML schemas, to avoid providing malformed metadata and to inform our metadata maintainers about faulty records. The XSLT script transforming the data to the CMDI format was provided by the implementors of the META-SHARE format.

\textsuperscript{14} http://urn.fi/urn:nbn:fi:lb-2021121422
\textsuperscript{15} https://metashare.csc.fi
\textsuperscript{16} https://vlo.clarin.eu
For publications, researchers may need a persistent reference to their resource before it is made available by the Language Bank. Since unofficial links should be avoided in citations, the Language Bank assigns a persistent identifier (PID) to the metadata record as soon as the resource exists and has been sufficiently well described. Each version of the resource gets a metadata record and a PID of its own. For instance, the downloadable source version will have a different PID from the Korp version of the resource. The metadata PID is the citable and primary identifier of the resource version. For internal use, we also assign PIDs to the access location, to the license pages and to the resource group pages. The Language Bank uses the URN system for generating PIDs. For details on how the Language Bank uses PIDs, see Matthiesen and Dieckmann, 2019.

At this point, the resource is added to the list of forthcoming resources on the website of the Language Bank. The reference instructions will then be automatically generated and displayed on demand. A link to the reference instruction is included in the META-SHARE record of the resource and in the resource group page. The reference instruction (for an example, see figure 3) currently provides the user of a resource with the names of the author(s) listed in the order required by the rightholder in the deposition agreement, the publication year of the dataset, the full title of the corpus, the type of the dataset (e.g., [text corpus]), the name of the centre or repository that is maintaining the resource for access (The Language Bank), and, lastly, the citable PID of the resource in question.

In addition to the full title, each version of a resource is also labelled with a short name that is included in the corresponding metadata record. The short name typically consists of a stem, derived from the official name or acronym of the corpus, an optional version number, and a suffix that carries information about the type of the resource variant (cf. figure 4). The short names can be used as keys for keeping the resource versions distinct from each other within various services, e.g., in the names of portal pages and in the file and folder names of downloadable corpora. The short names are also used as keys for generating the citation instructions in the web portal. As shown in the examples in figure 4, the members

Figure 3. An example of reference instructions

Selected papers from the CLARIN Annual Conference 2022
of the Wanca resource group can be conveniently kept together since the stem ‘wanca’ is systematically included in the short names of the different versions and variants of the resource.

4.2 Clearing the License for the Resource and Acquiring the Source Data

Unless the resource has previously been published under an open license, the Language Bank and the depositor negotiate on the license for distributing the resource. In case there are no legal reasons for restricting the use of the resource to specific purposes, users or user groups, it is preferable to select an open license. However, language resources may contain for instance copyrighted text, and it is necessary to ensure that the depositor has sufficient rights to share the material via the Language Bank. Moreover, the resource (or at least certain parts of it) may include personal data, which must be considered so that the appropriate safeguards can be applied when the material is stored and processed by the Language Bank and by the end-users in their own research projects.

In case the resource contains copyrighted content, additional steps may be needed to obtain permissions from the copyright holders. These permissions are usually requested by the researcher who wishes to deposit the resource, but the Language Bank can offer support for formulating the requests.

If the resource includes personal data, the data controller, responsible for the original purpose of processing the data, is involved in the deposition agreement. In this case, the end-user license will include the condition +PRIV, and all users who access the resource via the Language Bank will be required to comply with the resource-specific data protection terms and conditions.

The Language Bank uses a generic deposition license agreement template\textsuperscript{17}. In order to discuss the details, a meeting with the depositor is often needed. When an agreement is reached, the end-user license is published in the portal. Using PIDs, the metadata record will refer to the license page and vice versa.

After receiving the source data from the resource depositor, the data are checked for format and validity, and a description of the contents is added for internal use. A backup copy of the data is stored in IDA.

4.3 Publishing the Source Data in Download

Since the data conversion process tends to take time, the first version of a corpus to be published in the Language Bank is usually the source data that is made available for download. In this version, the original content is not modified. However, the metadata and license information must be available and up to date.

A PID is added to the metadata record, and a resource group page, which also gets a PID, is created and linked with the corresponding metadata. The source version of the resource, and possibly some other foreseen versions of the resource, are added to the list of forthcoming resources in the portal, to keep the corpus owners and the potentially interested researchers informed. The attribution details are added to the metadata record. Furthermore, PIDs are assigned to the license page and the download location.

\textsuperscript{17}https://www.kielipankki.fi/support/dela/

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Abbreviation} & \textbf{Name and metadata} \\
\hline
wanca2016-korp & Wanca 2016, Korp Version \\
\hline
wanca2016-src & Wanca 2016, source \\
\hline
wanca2016-vrt & Wanca 2016, VRT \\
\hline
\end{tabular}
\caption{Examples of the short names of three resource variants within the resource group ‘wanca’}
\end{table}
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To prepare the resource for download, the source data is packaged into one or more zip files as agreed with the corpus depositor, including a README text file that contains basic information on the resource and a LICENSE text file offering information on the access rights for this resource. In case the license of the resource is in the RES category, a record is created on the LBR system in order to be able to control access to the download location. Similarly, if the license is ACA, academic user login will be required to download the resource. After a successful check of the quality and accessibility of the uploaded zip packages, the metadata record and the resource group page can be updated with the access location PID.

To finalize the publishing of a resource, it is moved from the list of forthcoming resources to the list of published resources in the portal. A news item is published in the portal to inform interested researchers about the new resource. The depositor is informed about the publication as well. The download package is uploaded to be stored in IDA, and in selected cases, for example when wide use of a large resource is anticipated, the unpacked source data is also made available in CSC’s computing environment.

4.4 Publishing the Data in Korp

Our goal is to make data accessible to the user in a uniform format, converted from various source formats. For this purpose, we use VRT, which is the input format for the IMS Open Corpus Workbench (CWB) software (Evert and Hardie, 2011) underlying Korp. The data is first tokenized, and annotations are inserted in order to include any descriptive information available in the source data, such as the dates, locations and authors of the individual texts. The data is then lemmatized, tagged with parts of speech and/or parsed, depending on the automatic annotation tools available for the language in question. The data can also be extended with additional annotations, such as name annotations, sentiment annotations and identified languages.

The first steps of publishing the Korp version of the resource are similar to those of the downloadable versions. A metadata record for the Korp version is created or updated and PIDs are assigned to the metadata record and to the access location. In case the license of the resource is RES, an LBR record is created.

The format of the original data tends to vary between corpora. It can be for example plain text, PDF, RTF, or an XML format such as TEI. For Korp, PDF documents are first converted into text files. Unless the source data is already tokenized, the first aim is to convert this data to a simple, XML-style format which must be UTF-8-encoded Unicode. An example of this format, which we call HRT (Horiztonal Text), is shown in figure 5. The conversion is carried out with tailor-made scripts and it can often be the most time-consuming step, depending on the format of the original data. The basic idea is to segment the content of the original files so that the plain text is inside text and paragraph tags, which can include descriptive attributes. These files with a relatively simple structure are then used as input for further processing tools. The next step is the tokenizing process where the paragraphs are segmented into sentence elements and tokens. The output format of the tokenizer is VRT, which we have extended with a comment that provides names for the otherwise positional attributes of tokens. An example of the VRT format can be seen in figure 6.

It is possible for the Language Bank to apply further tools on the VRT data to add any desired annotations, while preserving the sentence and token boundaries and previous annotations. For instance, information about the languages used in the text can be added by running a language identifier such as HeLi-OTS (Jauhiainen and Jauhiainen, 2022) that includes language models for 200 languages.

For Finnish and other languages with a parser and named-entity recognizer available, the parsing process is carried out on the validated VRT data. For years, we have been using an early version of the Turku dependency parser for Finnish, developed by the Turku NLP group and adapted for VRT. We are currently adopting their new neural parser along with the Universal Dependencies annotation model.

A single script calling several other scripts handles the processing of VRT files to create a Korp corpus package containing the CWB data files and the Korp MySQL database import files. The resulting package is then installed on the Korp server, and a Korp corpus configuration is added with the information on the corpus and its annotations (attributes). The corpus configuration determines where and how the corpus is shown in Korp. The configuration is first added to a test instance of Korp. When

---

18 http://turkunlp.org/Turku-neural-parser-pipeline/
the test instance meets the expectations, the configuration is copied to the production Korp, where the corpus is published as a beta version.

The new corpus is announced in the Korp news desk as well as in the portal. The beta status is removed after two weeks unless requests for changes are received during this period. Finally, a copy of the Korp corpus package is stored in IDA.

Although this approach is time-consuming, it has been designed so as to ensure the consistency and interoperability of the published resources. It is important to preserve as much of the information in the original data as possible, be it structural information or metadata at various structural levels of the data. We are able to reach this goal by using tailor-made scripts for converting the source data to HRT.

All the generic and tailor-made scripts used for processing corpora are published openly on GitHub.

4.5 Publishing the VRT data in Download

After publishing a resource in Korp, the VRT data is usually extracted from Korp and published in the download service, in order to provide consistent versions of the data via both channels. The VRT version of a resource is published in the download service in the same way as the source data. For the VRT version, a separate metadata record is created, and the corpus version is added to the resource group page.

We decided to make the VRT versions of the data available for the users, since we believe that VRT can be useful for further processing. The VRT format is simple and human readable and easy to process and to transform. It is a combination of one-word-per-line (vertical) format and simple XML markup. In the future, we also intend to offer tools for easy conversion from VRT to other formats.

4.6 Testing and quality control

When a corpus is ready to be published in a given means of publication, the final step before the actual publishing is quality control, i.e., a testing procedure is required. Ideally, the testing should be carried out by a member of the team not involved in the processing of the resource in question. Testing procedures are tailored for download and Korp separately. They also differ between (versions of) resources with different access rights. The accessibility on the different platforms is tested, and it has to be made sure that ACA and RES restrictions work as expected.

Our testing procedures are still under development. Our aim is to have a catalogue of test cases available, covering what should be tested from the user’s perspective as well as taking internal needs like archiving and documentation into account. A comprehensive checklist covering all the various cases together with clear guidance and possibly screenshots should enable every member of the team to take

19 http://urn.fi/urn:nbn:fi:lb-2023032701
20 http://urn.fi/urn:nbn:fi:lb-2023020121

Figure 5. An example of the HRT format
care of the quality control. Also validation scripts can help, where feasible, as they produce meaningful reports and are usually easy to run.

5 General Discussion

While using and developing further our publishing pipeline for a few years now, we have discovered advantages and disadvantages in our approach. Especially the time and effort required from our side to publish a resource can be seen as problematic in this respect.

After introducing the resource group pages, the resource families page, license pages for public resources, pages for the resource-specific data protection terms and conditions, etc., the number of administrative tasks has increased to some extent. The actual working time spent on publishing one version of a resource might not have changed significantly. However, the waiting time within the pipeline has diminished, since all team members can at least in principle perform the required tasks, due to the shared scripts and documentation. It is now much easier for us to manage the tasks and to monitor the publishing process for each resource. The quality of the published packages and the findability of the corpora has also improved.

We aim to offer resources in uniform formats, to preserve the information in the original data to a maximal extent, to make resources available while respecting the potential restrictions regarding access rights, and to ensure the quality, findability and accessibility of the published resources. These goals may justify the current active role of the Language Bank in the publication workflow. Nevertheless, by developing our processes and by making them more automatic, it will be possible for the resource creators to participate more and more actively in the publication of their data.

The main focus of the publishing pipeline is currently on processing text corpora via Korp and on creating download packages. Ever since the former LAT system was taken out of use in the Language Bank at the end of year 2020, we have been looking for a suitable replacement service that would enable users to query, to browse and to access speech and sign language corpora that may include audio and/or video files as well as time-aligned annotations in multiple annotation tiers. Currently, most of the speech and sign language corpora available in the Language Bank are offered via the download service only, and the users are instructed to use locally installable GUI tools for querying the annotations and for analysing the multimedia content, e.g., ELAN\textsuperscript{21} (MPI in Nijmegen) for audio and video, or Praat\textsuperscript{22}.

\textsuperscript{21}https://archive.mpi.nl/tla/elan
\textsuperscript{22}http://www.praat.org/

Figure 6. An example of the VRT format
(Boersma and Weenink, 2023) for audio and digital signal processing. It is hoped that new solutions can be developed so as to provide a higher level of service to audio and video corpora in the future.

The Language Bank is currently working towards building a centralized database that includes all the public as well as internal metadata of each resource, their status in the pipeline and the license details. We intend to use the database for generating and maintaining the public metadata records, the README documents included in the download packages, the license pages, the resource group pages, the listings of currently available and forthcoming corpora, etc. The database could also be plugged in with the PID generator and be used to automatically provide the citation instructions. By storing and maintaining all the resource information in one place, we would be able to reduce the need for manually copying and pasting data between a number of documents and web pages. Moreover, the users could be allowed to submit preliminary information directly to the database. The resource database will help us minimize human errors and administrative delays in the resource publication process.

We believe that the different CLARIN centres should be able to collaborate with each other in developing their technical as well as administrative practices. In order to gain a better understanding of what sort of expertise is already available within CLARIN, an overview of the main services, platforms and means of user support that are offered by each CLARIN centre would be useful. We are planning to conduct a survey in collaboration with the Standing Committee for CLARIN Technical Centres and the CLARIN User Involvement Committee.

6 Conclusions

Currently, the Language Bank of Finland provides researchers with access to over 250 resources, and many more are forthcoming. The licensing and publishing process of each resource takes time and effort and requires various kinds of expertise. Based on our experience, we have identified a number of tasks that are relevant when publishing most types of resources, resulting in a checklist and modular documentation23 offering instructions for the individual tasks. Although this pipeline is still under development, the general workflow has already proven useful for managing and monitoring the publication process more efficiently.

We aim to automate and document our processes even further to enable resource depositors to take a more active role in preparing their data. The pipeline should also be extended in order to make it more convenient for users to discover and to share tools via the Language Bank. We believe that by comparing and sharing good practices with other CLARIN centres, it is possible to support researchers even better.
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Abstract

This paper discusses the encoding, validation and development of language resources in  
the completed ParlaMint I and on-going ParlaMint II CLARIN projects, which centre  
on the collaborative development of a large set of interoperable corpora of parliamentary  
proceedings. It focuses on the encoding of ParlaMint corpora, the GitHub development  
platform, and the evaluation of their use by project partners. We introduce the use of TEI  
for the encoding guidelines and validation schemas. We motivate and explain the use of  
Git and GitHub to develop and maintain the encoding schemas, validation and conversion  
scripts and samples of the corpora. The paper also presents the results of a survey on the  
use of TEI and Git in the ParlaMint projects among the project participants. Overall,  
participants were mostly positive about their experience with TEI and Git, although some  
difficulties were reported. These will serve as a basis for further TEI and Git optimisation  
in ParlaMint.

1 Introduction

ParlaMint is a CLARIN ERIC supported project\(^1\) which, among other tasks, aims to produce  
a set of comparable and richly annotated corpora, involving a joint effort of a large number of  
partners. The concluded ParlaMint I project (2020–2021) already developed corpora containing  
transcriptions of the sessions of 17 European national parliaments in the time-span 2015–2021  
(Erjavec et al., 2022). These corpora are about half a billion words in size, contain rich metadata  
on 11 thousand speakers, and are linguistically annotated. The on-going ParlaMint II project  
(2022–2023) plans to extend existing corpora with newer data and add corpora for 14 new,  
also regional, European parliaments. It will also enhance the corpora by providing machine  
translations to English, and, for a selected subset of corpora, add speech data, as well as work  
on the wider use of the corpora.

With a largely bottom-up project involving many partners, parliamentary systems and different  
sources but aiming to produce a large set of highly comparable corpora, it is important to  
have robust encoding guidelines, automated validation and a scalable and flexible data workflow.  
ParlaMint I was already using TEI and Git to achieve these goals, and the first tasks in  
ParlaMint II were to reevaluate and extend these aspects of the project.

\(^1\)This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details:  
http://creativecommons.org/licenses/by/4.0/
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The paper discusses the project’s use of TEI, including developing the encoding guidelines, the formal XML schema, and the validation and conversion scripts (Section 2); the use of Git and GitHub as an open and controlled development environment (Section 3); the results and analysis of a survey conducted among the partners in ParlaMint II on their familiarity, use, and suggestions as to the use of TEI and Git (Section 4), ending with a summary and directions for further work (Section 5).

2 Encoding the ParlaMint Corpora

The definition of a common encoding for parliamentary corpora has a long history in the context of CLARIN, starting with the CLARIN Travelling Campus “Talk of Europe” where, in 2014 and 2015, three hackathons were organised using European Parliament proceedings curated as linked open data. In addition, interdisciplinary workshops on working with parliamentary records and co-located with the LREC conference were organised (2018, 2020, 2022) under the guidance of CLARIN. Finally, the Parla-CLARIN recommendations for encoding parliamentary corpora (Erjavec and Pančur, 2021)\(^2\) were proposed at the “CLARIN ParlaFormat Workshop” in 2019.

Parla-CLARIN is a customisation of the TEI Guidelines (TEI Consortium, 2022)\(^3\). A TEI customisation is specified in a TEI ODD (One Document Does it All)\(^4\) document, which serves a double function: it contains the prose guidelines, as well as the formal schema of the customisation, using the TEI ODD schema specification language. With the TEI XSLT stylesheets the prose guidelines can be converted to HTML for reading, while the ODD schema specification is converted into one of the standard XML schema languages, such as the ISO standard RelaxNG, and such an XML schema is then used for formal validation of the corpora. The design of the Parla-CLARIN recommendation was inspired by previous similar efforts, in particular the TEI Lex-0 encoding recommendations for dictionaries (Tasovac et al., 2018)\(^5\) and the TEI schema for the multilingual ELTeC corpus containing 100 historical novels for a number of languages (Burnard et al., 2021; Schöch et al., 2021)\(^6\).

Although the ParlaMint corpora conform to the Parla-CLARIN schema, we required, in order to ensure interoperability, a much more constrained encoding than the quite general one of Parla-CLARIN. To this end, we have, in ParlaMint I, developed a bespoke RelaxNG schema without using the ODD mechanism. The advantage of this approach is that the schema expresses exactly the kinds of constraints that we wished to make, while the disadvantage is that there were no guidelines accompanying the schema, which is, formally, not even TEI, exactly because the schema was not derived from a TEI ODD. For these reasons, we developed, in ParlaMint II, a ParlaMint ODD, which contains the prose guidelines and as well as the formal schema. The ODD schema allows only the elements and attributes that we wish to have in ParlaMint, however, still with richer content models than those required, as it is quite difficult (short of completely re-specifying the content models of all the elements, or introducing a special namespace) to forbid the multitude of element nestings otherwise allowed by TEI. We have also worked on the documentation of individual elements and attributes in the ODD schema, i.e. changing the default glosses and examples of use of the elements as they appear in the TEI to ParlaMint specific ones.

The ParlaMint schema (either the bespoke or the ODD-derived RelaxNG) is only the first step in the validation of the ParlaMint corpora. We have also developed an XSLT script that performs validation regarding the textual content of some elements and checks that redundant metadata (i.e. metadata which is encoded in several places in the corpora but which makes it easier to inspect or process the corpora further) is not contradictory. Another script checks that all cross-references are resolvable, i.e. that a corpus does not contain broken internal links.

\(^2\)https://clarin-eric.github.io/parla-clarin/
\(^3\)https://tei-c.org/guidelines/P5/
\(^4\)https://tei-c.org/guidelines/customization/getting-started-with-p5-odds/
\(^5\)https://dariah-eric.github.io/lexicalresources/pages/TEILex0/TEILex0.html
\(^6\)https://github.com/COST-ELTeC
Furthermore, as the corpora are converted to other formats, such conversions can also expose various errors in the corpus. One of the downstream formats is CoNLL-U, and the Universal Dependencies validation tool\(^7\) is used to check the validity of the linguistic analyses. The corpora converted to vertical files are mounted on CLARIN.SI concordancers, where the conversion from TEI, the corpus compilation log, and an analysis of corpora on the concordancers can also reveal problems.

The mark-up of a ParlaMint corpus is rather complex compared to most linguistically annotated corpora, first because of extensive metadata about the speakers and the political organisations (e.g., lower/upper house, political party), with temporal attributes attached to the metadata. We have also tried to retain many aspects of the original transcripts, in particular transcribers’ comments, which are encoded in several ways, depending on their content. However, this complex encoding is explained and exemplified in the ParlaMint encoding guides and samples from existing corpora are directly viewable via GitHub, all with the intention of making it easier to come to grips with the encoding system.

3 Using Git and GitHub

Git has become the revision control system of choice for many software development projects, and has also proved its worth in the (collaborative) development of language resources, with the most prominent example being the Universal Dependencies treebanks and annotation guidelines (de Marneffe et al., 2021)\(^8\). It has also been used for the development of TEI customisations, e.g. the already mentioned TEI Lex-0 and ELTeC, for the latter used not only of the schema, but of the corpora as well.

Apart from support for collaborative development with transparent versioning and attribution, and simple comparisons of files, Git hosting platforms, such as GitHub, support social media aspects of development, in particular posting and discussing issues, commenting on commits or pull requests, and a Wiki space. It is also possible to directly publish the documentation of a project using GitHub Pages. Finally, running scripts at a particular point in the Git workflow is supported by GitHub Actions. All these features lead to a more controlled and better documented development process.

We had already used GitHub for the development and publishing of the Parla-CLARIN schema, where the TEI ODD is maintained on GitHub\(^9\), the guidelines are published as GitHub pages\(^10\), and technical instructions for using or further developing the schema are available on the GitHub Wiki\(^11\). In ParlaMint I, as well, the project development was to a large extent done on GitHub\(^12\). The Git repository contained the latest RelaxNG schemas for the corpora and the complete validation or transformations scripts, written mostly in XSLT (and some Perl). Problems with the proposed encoding schema were often discussed through GitHub issues, while problems with individual corpora were communicated mostly by email.

Git(Hub) is, of course, not the only revision control platform available, so the question is, why we have chosen to use exactly this option. The reasons are, to a large extent, pragmatic in nature. We are familiar with GitHub, so it is easier to use the platform we know; in ParlaMint I we already used various GitHub’s features, so it also made sense to use the same platform in ParlaMint II, because the ParlaMint I partners were already familiar with the platform and established workflow there; finally, GitHub is owned by a very large company, so we can be reasonably sure it will be maintained in the foreseeable future.

But while Git(Hub) is well suited for developing, storing and publishing software tools, schemas, and even quite large hand-annotated corpora, the complete ParlaMint corpora are, in

\(^7\)https://github.com/UniversalDependencies/tools
\(^8\)https://universaldependencies.org/
\(^9\)https://github.com/clarin-eric/parla-clarin/
\(^10\)https://clarin-eric.github.io/parla-clarin/
\(^11\)https://github.com/clarin-eric/parla-clarin/wiki
\(^12\)https://github.com/clarin-eric/ParlaMint
practice, somewhat large to be stored in Git, and, even more so, GitHub. Apart from the sheer size of the corpora (over 240 GB for ParlaMint I) and large number of files (almost 160,000), this is also due to the fact that, say, a new round of automatic annotation changes almost all files, making such a commit a very slow process: an experiment with complete ParlaMint I corpora showed the initial staging and commit to take approximately 4 hours.

It should also be noted that we also use GitHub’s social network features, so it is very helpful to be able to view the content of files as rendered in a web browser directly from GitHub. While we haven’t found the exact file size limit in GitHub’s documentation, our experience shows that it is possible to only view rendered files that are smaller than 2 MB. Another reason for working with a smaller portion of corpora is that annotating one corpus can take a few days, and the errors usually appear in most files so a small sample is sufficient for debugging and discussing doubts in encoding. Therefore we here opted for a compromise, namely, we developed a script that extracts only small samples from individual corpora, and maintain only these samples, also in derived formats, on GitHub. The script reduces the number of files as well as the amount of XML content in particular files so these samples can be directly viewed on GitHub. This gives an impression of how the corpora are structured and makes development more manageable because it is possible to refer to particular parts of files in issues.

The complete set of corpora is then made available only for a major release and deposited in the CLARIN.SI repository.

In ParlaMint II, the first step was to update the Parla-CLARIN GitHub to reflect the ParlaMint best practice, while the ParlaMint GitHub was extended with pages which are used to publish the ParlaMint encoding guidelines. Apart from submitting the complete corpora, all the communication was done through GitHub issues, rather than via email, so that problems are documented, can be discussed and the solution linked to a commit.

At the time of writing, over 300 issues, with over 1,700 posts have been opened, with the majority already resolved. 52 different GitHub users contributed to creating an issue, pull request or responding to either. The most discussion was, unsurprisingly, on issues related to problems when merging the pull requests submitting samples for new corpora, with one having almost 70 comments and replies.

As we cooperate with many partners that are supposed to add their sample data with pull requests, a validation procedure for newly inserted data using GitHub Actions has also been developed. Furthermore, when a pull request with valid data is merged into the correct branch, the TEI files are sampled, and derived formats are added to the repository. This approach has several benefits: there is no need for the partners to carefully sample the data themselves, they do not need to compile the derived formats, and we can be sure that the derived files are always up to date with corresponding TEI files.

For local validation and conversion of the complete corpora either by a partner or centrally, we have developed a validation procedure that uses the Unix make tool. The Makefile is self-documenting for easier use, i.e. running make without arguments prints a list of the available targets, which e.g. check installed prerequisites, validate the corpus against the ParlaMint and Parla-CLARIN schemas, perform advanced content validation, and convert a corpus to derived formats. Finally, the Perl wrapper program is used to prepare a ParlaMint corpus for distribution: it finalizes the corpus header, runs all the validation steps, converts the corpus to derived encodings and packs the corpus, both as a “plain text” corpus and as a linguistically annotated one.
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13https://clarin-eric.github.io/ParlaMint/
14https://docs.github.com/en/actions
15https://www.gnu.org/software/make/
4 The Survey on TEI and Git

Since the development of the ParlaMint corpora involved numerous partners with varying degrees of familiarity with TEI and Git, we decided to solicit their feedback to assess the development pipeline and identify opportunities to further improve the workflow. To this end, we designed a questionnaire that included three main sections: an introductory section to identify the key characteristics of our project partners, a section on TEI encoding with questions about the encoding process and experiences with TEI, and finally a section on Git and GitHub that included questions about their familiarity with Git and GitHub. The survey ran from January 3 to January 20, 2023.

The analysis of the survey results is presented separately for TEI and Git. In both cases, we first present the results of the survey, based on which we conducted further analysis to explore various relationships between participants (and their research backgrounds) and their experiences with TEI before and after project work on ParlaMint.

Most responses were submitted by DK, SI (each 4 completed surveys) and IT (3 surveys), while AT, BA, GR, HR, HU, PL, RS, UA shared 2 completed surveys per country. We also received responses (1 completed survey per country) from BE, BG, EE, ES-PV, FR, IS, LV, NL, NO, PT, RO, SE, TR, giving us a total of 35 responses from 24 countries of 31 ParlaMint partner countries and regions, i.e. a response rate of 77%. 26 surveys were fully completed (0.75%) and 9 were partially completed (0.25%), with “partially completed” being those surveys where at least one question was answered.

Of the respondents, just over half (54%) were part of the ParlaMint I phase of the project. Most participants held the following three roles in the project: TEI encoding, preparation and submission of corpus samples, and preparation and submission of the entire corpus (all 17%). Most participants have a background in Natural Language Processing (NLP) (57%), followed by Computer Science (CS) (46%), Digital Humanities (DH), and Humanities (H) (31% each). In addition, three other participants chose “other” background, with the explanation that they come from the fields of Linguistics, Machine Learning, and Physics. It should be noted that the question allowed multiple responses and that there are few participants who have only one particular background. The distribution of participants’ research backgrounds is shown in

---

\[16\] ParlaMint II also includes corpora for regional (autonomous community) parliaments, namely for Catalonia (ES-CT), Galicia (ES-GA), and Basque Country (ES-PV).

---
Figure 1 – the most common combination among participants with more than one background was a combination of NLP and Computer Science (9 participants), other combinations (such as NLP and Digital Humanities, NLP and Humanities, or Digital Humanities and Humanities) were less common. In four cases, participants chose a combination of three backgrounds; two cases for a combination of NLP, Computer Science and Digital Humanities; the other two cases for a combination of NLP, Digital Humanities and Humanities.

4.1 TEI

The questionnaire included questions about TEI encoding, participants’ familiarity with TEI before starting the project, their experience with TEI during the project, and their plans to use TEI in the future. In general, 44% of participants were already at least somewhat familiar with the TEI P5 guidelines used in the encoding procedure, followed by 37% of participants who were not familiar with TEI at all. Of these participants, more than half (64%) did not require external sources to become familiar with TEI before they began working on ParlaMint projects (and only followed the guidelines “The structure and encoding of ParlaMint corpora”). In addition, 20% of the participants were very familiar with TEI.

Regarding the experience with TEI prior to ParlaMint, almost half of the participants were already using TEI encoding for their work (48%), while 22% were only using TEI-inspired encoding and 30% had never used TEI. Concerning the experience with TEI encoding in the ParlaMint project, we asked participants to rate various statements about TEI participation in the project and to assess the extent to which they agreed or disagreed with them (rated on a scale of “strongly disagree” (1) to “strongly agree” (5)). Sentiment towards TEI encoding ranged from neutral to mostly positive. Figure 2 shows the results and averaged values of the responses to each individual statement.

Figure 2: Averaged values of the responses to statements related to the partners’ experience with TEI. The values ranged on the scale of “strongly disagree (1)” to “strongly agree” (5), with (3) indicating a “neutral” position.

The highest rated statement was “TEI encoding is an efficient way to represent text in digital form” and “The knowledge about TEI encoding that I gained from the ParlaMint project will be helpful in my future work” (both 4.1), followed by “The current version of the encoding schemes is flexible enough” and “I plan to use TEI for my future work” (both 3.8). The most neutral and lowest rated statement is “I did not experience any particular difficulties when encoding data”. This was further explored in the next question, in which we asked participants to provide additional feedback on their experiences with TEI encoding, with some expressing the complexity of TEI encoding in terms of the uniform nature of encoding very different parliamentary systems and languages. For further analysis, we examined the proportion of familiarity with TEI based on participants’ research backgrounds, as shown in Table 1.
<table>
<thead>
<tr>
<th>Response</th>
<th>abs. value</th>
<th>NLP</th>
<th>CS</th>
<th>DH</th>
<th>H</th>
<th>Other</th>
<th>Total (Distinct count)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very familiar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of col.</td>
<td>15.00</td>
<td>6.25</td>
<td>18.18</td>
<td>27.27</td>
<td>33.33</td>
<td>1</td>
<td>14.29</td>
</tr>
<tr>
<td>% of row</td>
<td>60.00</td>
<td>20.00</td>
<td>40.00</td>
<td>60.00</td>
<td>20.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>Somewhat familiar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of col.</td>
<td>40.00</td>
<td>43.75</td>
<td>45.45</td>
<td>9.09</td>
<td>33.33</td>
<td>1</td>
<td>34.29</td>
</tr>
<tr>
<td>% of row</td>
<td>66.67</td>
<td>58.33</td>
<td>41.67</td>
<td>8.33</td>
<td>8.33</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>Not at all familiar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of col.</td>
<td>25.00</td>
<td>25.00</td>
<td>18.18</td>
<td>27.27</td>
<td>33.33</td>
<td>1</td>
<td>28.57</td>
</tr>
<tr>
<td>% of row</td>
<td>50.00</td>
<td>50.00</td>
<td>25.00</td>
<td>50.00</td>
<td>0.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of col.</td>
<td>20.00</td>
<td>25.00</td>
<td>18.18</td>
<td>36.36</td>
<td>0.00</td>
<td>11</td>
<td>22.86</td>
</tr>
<tr>
<td>% of row</td>
<td>50.00</td>
<td>50.00</td>
<td>50.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>Total (responses)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of col.</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>3</td>
<td>100.00</td>
</tr>
<tr>
<td>% of row</td>
<td>57.14</td>
<td>45.71</td>
<td>31.43</td>
<td>31.43</td>
<td>8.57</td>
<td>35</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 1: Cross-tabulation of the statement “How familiar were you with TEI prior to ParlaMint?” with participants’ research background (35 participants, 61 total responses). Each cell contains the absolute value of participants from each research background and their response, the percentage that the value represents relative to all participants from a given domain, and the percentage that the value represents relative to all participants from each response.

Regarding familiarity with TEI, slightly less than half of the NLP participants were somewhat familiar with TEI, followed by participants who were not familiar with TEI at all, and finally, those that were very familiar with TEI. The distribution trend is similar for both Computer Science and Digital Humanities participants but changes for Humanities where only one participant was somewhat familiar with TEI and the others were either not or very familiar with TEI. Lastly, participants with “other” backgrounds (Linguistics, Physics, and Machine Learning) were evenly distributed (1 participant not at all familiar, 1 participant somewhat familiar, and 1 participant very familiar).

We also checked the responses to the question “The acquired knowledge about TEI will be useful for my future work” in relation to the level of familiarity prior to the ParlaMint project work. Participants who were not at all familiar with TEI at the start of the project were relatively evenly distributed on a range from “strongly agree” to “neutral”. A neutral position was also slightly stronger according to participants who were somewhat familiar with TEI, while the remaining participants voiced agreement (somewhat agree and strongly agree). Finally, more than half of the participants who were very familiar with TEI strongly agreed with the statement.

When asked if they planned to use TEI in their future work (Table 2), NLP participants expressed either strong agreement or a neutral position, and only one expressed mild disagreement. About 30% of Computer Science participants expressed a neutral position, and the others agreed or strongly agreed with the statement. Digital Humanities participants were somewhat mixed, as agreement ranged from “strongly agree” to “neutral,” with a few more choosing “strongly agree.” A similar proportion (and percentages) of agreement that TEI should be useful for their future work was also noted by participants from the Humanities. Finally, participants from “Other” backgrounds were evenly split between “strongly agree,” “somewhat agree,” and “strongly disagree.”

4.2 Git

The questionnaire also included questions about the participants’ familiarity with version control systems (VCS) prior to the start of the ParlaMint project, questions about communication and
Table 2: Cross-tabulation of the responses for the statement “I plan to use TEI in future work” on the scale of “Strongly agree” to “Strongly disagree” and participants’ research backgrounds (35 participants, 61 total responses).

<table>
<thead>
<tr>
<th>Response</th>
<th>NLP</th>
<th>CS</th>
<th>DH</th>
<th>H</th>
<th>Other (Distinct count)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>abs. value</td>
<td>% of col.</td>
<td>% of row</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>7</td>
<td>35.00</td>
<td>18.75</td>
<td>36.36</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>18.75</td>
<td>18.18</td>
<td>9.09</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>36.36</td>
<td>36.36</td>
<td>0.00</td>
<td>10.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>36.36</td>
<td>33.33</td>
<td>10.00</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>33.33</td>
<td>0.00</td>
<td>0.00</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>2</td>
<td>35.00</td>
<td>18.75</td>
<td>18.18</td>
<td>9.09</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>18.75</td>
<td>18.18</td>
<td>9.09</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>36.36</td>
<td>36.36</td>
<td>0.00</td>
<td>10.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>33.33</td>
<td>0.00</td>
<td>0.00</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Neutral</td>
<td>6</td>
<td>30.00</td>
<td>31.25</td>
<td>18.18</td>
<td>18.18</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>60.00</td>
<td>50.00</td>
<td>20.00</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>1</td>
<td>5.00</td>
<td>6.25</td>
<td>9.09</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>60.00</td>
<td>50.00</td>
<td>20.00</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No answer</td>
<td>20</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Total (responses)</td>
<td>61</td>
<td>61</td>
<td>61</td>
<td>61</td>
<td>61</td>
</tr>
</tbody>
</table>

Workflow, and a general assessment of their experience with Git in the ParlaMint project. A large proportion of participants had previous experience with VCS (28 participants, 80%), whereas 7 participants (20%) had no experience with VCS.

Of the participants who reported previous experience with VCS, when asked which VCS they had used (multiple responses, 27 participants, 56 responses counted), all but one (1 participant did not answer the question) reported experience with Git (GitHub, GitLab: 27, 100%), followed by SVN and Bitbucket (10, 37% each), CVS (6, 22%), and Mercurial (3, 27%). None of the participants reported previous experience with HelixCore or Beanstalk.

Regarding experience with Git prior to starting work on the ParlaMint project, of the participants who indicated previous experience with Git and GitHub in the previous question (27 participants in total), 13 participants (48%) described their experience level as ”intermediate”, 9 (33%) as ”beginner”, and 5 participants (19%) as ”advanced”, which compared to all survey participants (35 in total, 8 or 23% did not provide an answer) equates to 37% ”intermediate”, 26% ”beginner,” and 14% ”advanced”.

Another important aspect of the survey was the communication process, in which the use of GitHub Issues played an important role – GitHub Issues served as the main communication channel between the corpus compilation work-package leads and the project partners, and for communicating issues that partners encountered. They also served to provide information/answers to other project partners facing similar issues. Regarding the communication process with GitHub Issues, participants were mostly positive. Almost 70% used Issues as a means to communicate and discuss problems, and of those, almost all (96%) used Issues to find relevant information pertaining to their particular problem, and more than ¾ participated in discussions about problems through Issue comments.

In addition to the use of GitHub Issues, we also asked about the experience with the project
Most participants (77%) agreed that the Git requirements and workflow were clearly explained, while those who disagreed indicated that some constraints and phases of the workflow were not adequately explained (for example: “the whole process of approving the sample first was unclear to me” and “README was linked to Parla-CLARIN instead of ParlaMint, the upper limit of the sample size was not clearly stated, the paths to the Java libraries were hard-coded, some of the tests assumed Linux (as opposed to OS X), it was unclear that CoNLL-U and vertana were automatically generated”). The same percentage applied to whether they had particular difficulties submitting data samples to GitHub. The difficulties reported ranged from the size of the sample files to the distinction between the process of submitting data samples and the process of submitting full corpora. Over 80% indicated that they received sufficient and good support from the ParlaMint team. When asked if there were other GitHub features that facilitated communication and the work process, several participants mentioned the automatic validation that was started every time they pushed on an open pull request and the helpfulness of the Github Issues (as they provided information for other participants’ issues) or the helpfulness of the people who provided responses to the issues. As a final part of the Git usability assessment, we asked participants to rate their experience with Git, GitHub features, and project workflows in the form of a single multi-sentence response table on a scale of “strongly disagree” (1) to “strongly agree” (5). Figure 3 shows the averages of responses to each statement.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Average Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>I received relevant information/feedback after posting an issue</td>
<td>4.4</td>
</tr>
<tr>
<td>I plan to use Git in my future work</td>
<td>4.3</td>
</tr>
<tr>
<td>GitHub Issues eased communication and the work process on the project</td>
<td>4.3</td>
</tr>
<tr>
<td>GitHub Issues proved to be an effective means of communicating with editors and other project partners.</td>
<td>4.2</td>
</tr>
<tr>
<td>The acquired knowledge about Git will be useful for my future work</td>
<td>4.2</td>
</tr>
<tr>
<td>I was able to clearly communicate issues/ideas using Git Issues</td>
<td>4.0</td>
</tr>
<tr>
<td>The Git requirements and workflow were clearly explained in the instructions (README and CONTRIBUTING)</td>
<td>3.8</td>
</tr>
<tr>
<td>I had no particular difficulty in submitting the data sample</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Figure 3: Averaged values of the responses to statements related to the partners’ Git-related experience. The values are ranged on the scale of “strongly disagree (1)” to “strongly agree” (5), with value 3 indicating a “neutral” position.

The highest rated statement was “I received relevant information/feedback after posting an issue” (rated 4.4), followed by “I plan to use Git in my future work” and “GitHub issues eased communication and the work process in the project” (both 4.3). The responses to the statement “I did not experience any particular difficulties in submitting the data sample” were neutral (3.3). This was further illustrated by the next question, where we asked for additional comments on the workflow and submission process. There were some comments indicating that new changes to the material in GitHub (e.g., changes to the encoding process and corrections to the validation schemes) were not communicated clearly enough to participants, a video tutorial/workshop was...
suggested to facilitate the submission process, and that the GitHub Issues and responses from the team behind them were generally helpful.

We explored several relationships between participants’ responses regarding their (previous) experience with Git and whether they plan to use it in their future work. First, we examined the relationships between participants’ research backgrounds in terms of experience level or familiarity with Git, as shown in Table 3.

<table>
<thead>
<tr>
<th>Response</th>
<th>Research backgrounds</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLP</td>
<td>CS</td>
</tr>
<tr>
<td>Advanced</td>
<td>abs. value</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>% of col.</td>
<td>10.00</td>
</tr>
<tr>
<td>Intermediate</td>
<td>abs. value</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>% of col.</td>
<td>50.00</td>
</tr>
<tr>
<td>Beginner</td>
<td>abs. value</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>% of col.</td>
<td>35.00</td>
</tr>
<tr>
<td></td>
<td>% of row</td>
<td>77.78</td>
</tr>
<tr>
<td>No answer</td>
<td>abs. value</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>% of col.</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>% of row</td>
<td>12.50</td>
</tr>
<tr>
<td>Total (responses)</td>
<td>abs. value</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>% of col.</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>% of row</td>
<td>57.14</td>
</tr>
</tbody>
</table>

Table 3: Cross-tabulation of the question “What was your experience with Git (prior to ParlaMint)” and participants’ research backgrounds.

In NLP, half of the participants described their experience level as “intermediate”, followed closely by beginners and finally two participants at the “advanced” level. In Computer Science, the distribution of experience levels was much more even (5 participants at the “beginner” level, 6 at the “intermediate” level, and 4 at the “advanced” level). Of the participants with a background in the Digital Humanities, slightly less than half described their experience level as “Intermediate”, while in the Humanities, most participants were at the “beginner” level with a large number of “No answer” responses.

Following the above analysis, we also examined the relationship between participants’ opinions about whether the knowledge they gained about Git might prove useful in their future work and their level of experience prior to participating in ParlaMint.

Half of the participants from the beginner group fully agreed that the Git knowledge they acquired would be useful for their future work, while the other half consisted of two participants who tended to agree with the statement and one who slightly disagreed. The sentiment changed in the intermediate group of participants, where more than half strongly agreed with the statement, while almost 30% slightly agreed with the statement and one somewhat disagreed. On the other hand, more than half of the advanced participants held a neutral position.

Finally, we examined the relationship between participants’ responses about their intentions to use Git and their future work (agreement with the statement “I plan to use Git in my future work”) and their research background. The responses are presented in Table 4.

Regarding Git, half of NLP participants expressed strong agreement, while the others only somewhat agreed with the statement or held a neutral position; the same sentiment prevailed among participants from Computer Science and Humanities backgrounds. More than half of all participants with a background in Digital Humanities strongly agreed with the statement, only one somewhat agreed, while participants in the “other” category all expressed strong agreement.
Table 4: Cross-tabulation of the statement “I plan to use Git in my future work” and participants’ research backgrounds.

5 Conclusions

The paper attempted to show how TEI can be used to specify the encoding of complex language corpora (or other types of language resources), providing both the guidelines of those wishing to encode the corpora, as well as XML schemas that are used to formally validate their encoding. We also presented Git which is well suited for controlled and distributed development and publishing of not only the guidelines and schemas but also the language resources themselves. As mentioned, the size of the produced ParlaMint corpora makes it somewhat problematic to store them in their entirety on GitHub but this is not the case for smaller language resources, particularly manually annotated ones.

Fully mastering Git is also not a simple process, especially for the typical researcher of the target Social Sciences (SSH) community. However, with an appropriate set-up, such as we have attempted to provide for ParlaMint, we believe that with only basic knowledge, partners can successfully submit their data sample with an automatic check if they validate, while the validation of the complete corpus still relies on local processing.

The paper also presented a survey on the use of TEI and Git by the ParlaMint project partners. Overall, participants were mostly positive about their experience with TEI and Git, although some difficulties were reported, mainly related to the distinction between the submission process for the sample corpus and the full corpus, as well as some workflow limitations. The difficulties identified will serve as an opportunity to update and optimise the current project workflow. With respect to TEI, initial responses were mixed. There was agreement that TEI is an efficient way to represent text in digital form and that the lessons learned will help participants in their future work. Contrary, there was less agreement, or even neutrality, on the question of whether the current schema is flexible enough to support the encoding of unique features of the data, given that it is still a very uniform and sometimes complex way of encoding sometimes drastically different parliamentary systems. On the other hand, reactions to Git were very positive, from relevant information and feedback received via GitHub Issues, to effectiveness in the communication process, to plans to use Git in the future. There was less agreement on whether the
requirements and workflow were adequately explained, which points to the difficulties in data submission mentioned above.

The survey helped us to gain some insights into the relationships between participants’ research backgrounds, their level of experience and opinion of their TEI and Git experience in the ParlaMint project, and participants’ opinions on whether they plan on integrating them into their future work. We recognise that given the small number of participants (though still reasonably representative of the ParlaMint project group, as there are not many project participants), firm or decisive conclusions can not be drawn. Nonetheless, the results of the cross-tabulations can give us some insight into the role that research background and project work play in the likelihood that project partners would include Git and TEI in their “digital toolbox.”

The survey showed that participants with Digital Humanities, NLP, and especially Humanities backgrounds tended to be more familiar with TEI. Among participants who had less or no prior familiarity with TEI, there was high agreement that the knowledge they gained would be helpful in their future work.

In comparison, as expected, the responses on the use of Git showed that participants from the NLP and Computer Science fields already relied on and used it regularly. In contrast, participants from the Digital Humanities and especially the Humanities were either unfamiliar or not very familiar with Git at the beginning of the project work. Regarding prior familiarity with Git and agreement on whether the knowledge gained could help them in their future work, most participants agreed, with the exception of those who were already very familiar with Git, most of whom were neutral about it, likely due to the fact that the project did not provide them with any new experiences they had not had before. Finally, most participants agreed that they would like to use Git for their work in the future, and this sentiment was particularly evident in the areas of Digital Humanities and NLP.

In our future work, we plan to continue working on the ParlaMint ODD, which will be updated as we move on to new types of annotation, in particular semantic annotation, and new types of resources, in particular machine-translated corpora and speech data.

The development of the ParlaMint corpora is also currently still rather centralised. In the longer perspective, we would like to encourage anyone that would wish to produce a ParlaMint-compatible corpus to be able to do so independently, for which we have to make the set-up (even) more flexible and also provide a tutorial on how to independently produce a ParlaMint compatible corpus. It is important to note that the corpus generated and validated with the automatic validation will be ParlaMint compatible only at the schema level, as, at least so far, we have also done manual verification in order to ensure the quality of the corpus data.

We believe that both TEI and especially Git, or, in principle, some other Version Control System – and the possibilities of combining the two – are not as well known in the SSH community as they should be, and that learning about them and adopting them into the work process could go a long way in making the development of encoding guidelines and language resources a much smoother and more controlled process, also leading to better reproducibility, a point that is very relevant to the goals of the CLARIN infrastructure.
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Abstract

The Data Governance Act was proposed in late 2020 as part of the European Strategy for Data, and adopted on 30 May 2022 (as Regulation 2022/868). It will enter into application on 24 September 2023. The Data governance Act is a major development in the legal framework affecting CLARIN and the whole language community. With its new rules on the re-use of data held by the public sector bodies and on the provision of data sharing services, and especially its encouragement of data altruism, the Data Governance Act creates new opportunities and new challenges for CLARIN ERIC. This paper analyses the provisions of the Data Governance Act, and aims at initiating the debate on how they will impact CLARIN and the whole language community.

1 Introduction

The third decade of the 21st century has started with some of the most perturbing events in generations: the COVID-19 pandemic and the Russian aggression against Ukraine, which – understandably so – overshadowed all other developments. Meanwhile, however, the European Union is dynamically modernising its legal framework concerning digital data, or, as the European Commission itself would put it, “shaping Europe’s digital future”.

In recent years, the adoption of the General Data Protection Regulation (GDPR) and its entry into application have shown that the European Union is a true global “regulatory superpower”. As one of the world’s largest markets (also in terms of population, but especially in terms of purchasing power), the EU has the power to influence the policies of manufacturers of goods and providers of services worldwide, by imposing standards on goods and services that can enter its market. With the so-called “Brussels effect” (Bradford, 2020), the GDPR has become the global standard for personal data protection. This phenomenon is now likely to extend to other types of digital data, markets, and services. This is why the developments in the EU’s legal framework affecting this domain are closely followed not only in Europe, but also on other continents, as they have the potential to – literally – change the digital world.

The Data Governance Act (DGA) can be considered one step further in data governance. The DGA aims to reduce the digital divide, ensure data access neutrality, portability and interoperability, and avoid lock-in effects (Recital 2 of DGA). Its objective is also to improve the conditions for data sharing in the internal market by creating a harmonised framework for data exchanges and laying down certain basic requirements for data governance, paying specific attention to facilitating cooperation between Member
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States” (Recital 3 of DGA). These aims are underlined by the idea that “data that has been generated or collected by public sector bodies or other entities at the expense of public budgets should benefit society” (Recital 6 of DGA).

This paper will present the content of the DGA from the perspective of CLARIN ERIC and the EU language community as a whole and discuss the impact that this Regulation may have on the functioning of CLARIN ERIC in the future.

In the second section, the authors analyse the concept of data covered by DGA and its interaction with personal data and intellectual property protection. The third section explains the process that led to the adoption of the DGA, and the fourth section explains its contents.

2 Rights in Re-usable Data

Article 2 (1) of the Data Governance Act defines data as “any digital representation of acts, facts or information and any compilation of such acts, facts or information, including in the form of sound, visual or audiovisual recording”. The definition of data in DGA is wide and potentially encompasses different types of material. It is similar to definitions of research and language data and therefore entails similar challenges. For further discussion, see Kelli et al. (2020); Kelli et al. (2018).

Recital 12 of the Data Governance Act explains that the re-use2 regime applies to data that “the supply of which forms part of the public tasks of the public sector bodies”. The Chapter of the DGA on the re-use of data provides that it applies to data protected on grounds of statistical confidentiality, intellectual property right (IPR) protection and personal data (Article 3 (1)). Issues related to re-use of data containing IP and personal data are discussed below.

Data defined by the DGA could be subject to intellectual property rights (IPR). According to Recital 17 of the Data Governance Act “This Regulation should neither affect the existence or ownership of intellectual property rights of public sector bodies nor limit the exercise of those rights in any way”. At the same time, Recitals 17 and 18 of the DGA require public sector bodies to exercise their IPRs in a way that facilitates re-use.

The DGA also has more detailed instructions on dealing with IPRs within the framework of conditions for re-use. Article 5 (3) (a) (ii) provides that public sector bodies grant access for the re-use of data only where it has ensured that data has been “modified, aggregated or treated by any other method of disclosure control, in the case of commercially confidential information, including trade secrets or content protected by intellectual property rights.” At the same time, Article 5 (7) of the DGA prescribes that reuse must be in compliance with intellectual property rights.3

Suppose the described methods (i.e. modifying, aggregating) are applied to trade secrets and confidential information. In that case, it should not pose any other legal problems than to need a guarantee that secret information is not revealed. When it comes to IP-protected content (especially copyright-protected works), the situation is different. For further discussion on copyright-protected works as language data, see Kelli et al. (2022).

The challenge with modifying copyright-protected works relates to the existence of moral rights (especially the right of integrity). According to Article 6bis of the Berne Convention, the author has the right “to object to any distortion, mutilation or other modification of, or other derogatory action in relation to, the said work, which would be prejudicial to his honor or reputation”. Therefore, to avoid copyright violation, it is essential not to distort or mutilate works during the modification and aggregation process.

There are also further requirements for transmitting data protected by intellectual property rights to a re-user who intends to transfer those data to a third country (Article 5 (10)).

The DGA divides data into two main groups: personal data and non-personal data (Article 2 (3), (4)). According to Article 4 (1) of the General Data Protection Regulation, personal data means “any information relating to an identified or identifiable natural person (‘data subject’)”. Recital 4 of the Data

---

2 Article 2 (2) of the DGA defines ‘re-use’ as “the use by natural or legal persons of data held by public sector bodies, for commercial or non-commercial purposes other than the initial purpose within the public task for which the data were produced, except for the exchange of data between public sector bodies purely in pursuit of their public tasks”.

3 Recital 10 of the DGA emphasizes the same principle for trade secrets: “The re-use of data, which may contain trade secrets, should take place without prejudice to Directive (EU) 2016/943, which sets out the framework for the lawful acquisition, use or disclosure of trade secrets”.
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Governance Act emphasises that “this Regulation should not be read as creating a new legal basis for the processing of personal data for any of the regulated activities [...] In the event of a conflict between this Regulation and Union law on the protection of personal data or national law adopted in accordance with such Union law, the relevant Union or national law on the protection of personal data should prevail”. This means that processing personal data is regulated by the General Data Protection Regulation and not by the Data Governance Act. Recital 7 of the DGA repeats that legal bases for the processing of personal data is provided in the GDPR.

However, the DGA still foresees re-use of data containing personal data. Article 3 (1) (d) of the Data Governance Act expressis verbis provides that the re-use regulation “applies to data held by public sector bodies which are protected on grounds of the protection of personal data”. At the same time, Article 5 (3) (a) (i) of the DGA obliges public sector bodies to ensure protection of personal data. Therefore they may grant access or the re-use of data only where public sector bodies have anonymised personal data.

Specific conditions for re-use of data containing personal data or third-party IPRs are discussed below.

3 Toward the Data Governance Act

On 19 February 2020, just a couple of weeks before the first COVID lockdowns, the European Commission launched the European Strategy for Data (European Commission, 2020a). This was followed by a large stakeholders consultation (lasting until 31 May 2020), in which 806 contributions were received, including 98 from academic/research institutions. A series of proposals for Regulations (labelled, in the Anglo-Saxon way, “Acts”) were adopted based on this consultation, including:

- Data Governance Act (25 November 2020);
- Digital Services Act (15 December 2020);
- Digital Markets Act (15 December 2020);
- Artificial Intelligence Act (21 April 2021);
- Data Act (23 February 2022).

So far (as of February 2023), the first three of these Acts were adopted: apart from the Data Governance Act (which, after a few modifications, has become the Regulation 2022/868 of 30 May 2022), also the Digital Services Act (Regulation (EU) 2022/2065 of 19 October 2022) and the Digital Markets Act (Regulation (EU) 2022/1925 of 14 September 2022). Both the Artificial Intelligence Act and the Data Act are in advanced stages of their legislative processes.

The DGA will enter into force on 24 September 2023.

4 The Content of the Data Governance Act

As expressly stated in the explanatory memorandum accompanying the Commission’s proposal for the DGA (European Commission, 2020b), the Act draws inspiration from the principles for data management and re-use developed for research data, namely the FAIR data principles stipulating that data should, in principle, be findable, accessible, interoperable and re-usable. This principle with a particular attention to a high level of cybersecurity is emphasised in Recital 2 of DGA as well. The Act’s announced aim is to address a number of rather diverse practical issues, i.e.:

- Making public sector data available for reuse in situations where such data is subject to rights of others.
- Sharing of data among businesses, against remuneration in any form.

• Allowing personal data to be used with the help of a ‘personal data-sharing intermediary’,
designed to help individuals exercise their rights under the General Data Protection Regulation
(GDPR).
• Allowing data use on altruistic grounds.

From the perspective of the language community, the most important changes introduced by the DGA
can be summarised in four points:
• The Act enables wider re-use of ‘protected’ data held by public sector bodies;
• The Act introduces a mechanism for supervising providers of data sharing services;
• The Act promotes a new paradigm in sharing data for purposes of general interest, referred to as
‘data altruism’.
• The Act establishes a European Data Innovation Board.

Each of these points is developed in a relevant sub-section below.

4.1 Wider Re-usability of ‘Protected’ Data Held by Public Sector Bodies

Public sector bodies (i.e., according to the legal definition [Art. 2(1) of the Open Data Directive], States,
regional and local authorities, and bodies established for general interest purposes and financed by the
State or regional and local authorities) produce and collect massive amounts of data, which represent
considerable economic value. Since the collection and/or production of such data is indirectly financed
by the taxpayers, it is justifiable to make these data available for anyone, and re-usable for any purpose,
be it commercial or not. This was the general logic behind the Public Sector Information (PSI) Directive
(2003/98/EU, amended by Directive 2013/37/EU), which was recently amended by the Open Data

Under this framework, Public Sector Information seemed an interesting source of research data for
the language community; it was used as one of the main sources of data in the European Language
Resources Coordination (ELRC) initiative (Lösch et al., 2018), aimed at collecting Language Resources
for the development of automated translation solutions. The amount of public sector data collected
within the ELRC initiative (in which Kamocki, one of the co-authors of this paper, was temporarily
involved as a legal expert), was rather significantly limited by the fact that a large portion of language
data, mono- or multilingual, is effectively excluded from the scope of the rules on the re-use of PSI.
Most importantly, under PSI/Open Data Directive documents in which third parties (i.e. anyone else
than the public body holding the document) have intellectual property rights, as well as documents
containing personal data, are not considered reusable (cf. Article 1(2)(c) and (h) of the Open Data
Directive). For example, if a translator (or a translation provider) holds copyright in a document, this
document is not covered by the rules on re-use of public sector information under the Open Data
Directive. The DGA aims at mitigating this situation.

Under the DGA, public sector bodies have a general obligation to make their datasets available for
re-use, even if they contain personal data or data protected by third-party copyright. It does not mean,
evertheless, that copyright or personal data protection no longer applies to documents held by public sector
bodies; rather, these bodies are obliged to find solutions that enable re-use of concerned datasets in a
way that respects the rights of third parties. This can be achieved by sharing pre-processed data (e.g.,
anonymised, aggregated or otherwise modified, possibly also in a ‘derived text format’, cf. Article
5(3)(a) of the DGA). Another possibility is to limit access to the data to a secure processing environment
provided or controlled by the public sector body (Article 5(3)(b) and (c) of the DGA). Such secure
processing environments are already in use for the processing for research purposes of statistical
microdata held by Eurostat (on the basis of EU Regulation No 557/2013 No 557/2013), or in the Leibniz
Institute for the Social Sciences, also for the processing of statistical microdata (Kamocki et al., 2016).
It is to be expected that most public sector bodies will not be able to provide sophisticated virtual data
rooms, such as those used in some merger and acquisition transactions, but a simple dedicated room
with no Internet access, which cannot be entered with any electronic device, can probably be a sufficient
solution in most cases. Finally, if providing access to the data in secure conditions proves impossible, the public sector body should “make best efforts” to help potential re-users obtain necessary consents or permissions from rightholders (Article 5(7) of the DGA).

For making data available for reuse, public sector bodies may charge fees, but these fees should not exceed the costs incurred; they should also be transparent and non-discriminatory (Article 6 DGA). Moreover, public sector bodies may apply reduced fees, or even allow re-use free of charge, for certain categories of re-users, such as start-ups, small and medium-sized enterprises (SMEs) and educational establishments.

This may sound extremely promising in terms of opening vast amounts of data for re-use; however, the direct impact of the new rules on the research community will be limited due to the fact that, unlike the Open Data Directive, the relevant provisions of the DGA do not include data held by educational and cultural establishments in its scope (Article 3(2)(c) of the DGA). This means that ‘protected’ data held by museums, archives or libraries are not concerned by the abovementioned rules, and are not to be made available for reuse. The situation of ‘protected’ research data (for example, corpora of copyright-protected language data, or speech recordings) held by universities is in fact quite uncertain.

On the one hand, universities qualify as ‘education establishments’, and as such should be excluded from the relevant provisions of the DGA. Recital 12 of the DGA, however, suggests the contrary; it reads:

“(...) Research-performing organisations and research-funding organisations could also be organised as public sector bodies or bodies governed by public law.

This Regulation should apply to such hybrid organisations only in their capacity as research-performing organisations.”

This seems to indicate that research data held by universities are in fact concerned by the rules on re-use, which has the potential of transforming the role of CLARIN and its centres as providers of (mostly ‘protected’) research data. One could imagine that in a world where universities and public research organisations are obliged by law to make their research data available for re-use, CLARIN could effectively become an essential intermediary, a one-stop-shop for researchers EU-wide, where they can at least learn which dataset is available at what place, and what are its re-use conditions. Such an intermediary, referred to as “sectoral information point”, is mentioned in Article 8 of the DGA, the Article providing that Single Information Points shall be established in every Member State, and a Single European Information Point should be established by the Commission. These Single Information Points shall make available a searchable list of datasets available for re-use in the relevant area (together with information on their size and conditions for re-use). Some of these datasets can be available through Sectoral Information Points. Information Points should work as interfaces for re-users – they shall receive requests for re-use of datasets which are present on their lists, and transmit these requests to the public sector bodies that hold the data. In this approach, a CLARIN centre could become a Sectoral Information Point for Language Data, and maintain a list of all the relevant datasets available in their area (held by universities, but also, e.g., by ministries or local authorities). A user would consult the list, file a request for re-use with the centre, which will then transmit it to the body (e.g., a university) who holds the data, in order to enable the user to access the data through the body’s own secure processing environment. This role of a Sectoral Information Point could complement the data hosting task.

Moreover, in order to assist public sector bodies in fulfilling their obligations under the DGA (including to provide them with technical support, e.g. in the field of data anonymisation), Member States should create ‘competent bodies’ with adequate legal and technical capabilities and expertise (Article 7 of the DGA). This can be done either by establishing new bodies, or entrusting existing bodies (like, for example, National Data Protection Authorities) with these missions. This has a twofold benefit for CLARIN – firstly, CLARIN centres could share their expertise in the field of data sharing with those competent bodies, thereby contributing to making (language) data more widely accessible while also increasing the visibility of the CLARIN network. Secondly, these competent bodies will likely issue guidelines and recommendations regarding sharing of protected data, which will shed light on some of the grey areas of the field, and facilitate CLARIN’s own mission.

To sum up, the provisions of the DGA related to the re-use of ‘protected’ data held by public sector bodies (Chapter II) create many opportunities for CLARIN and the EU language community as a whole – first of all, a wealth of new data, including language data, will be made available for reuse, including for such purposes as developing language resources, and training language models. Secondly, CLARIN
could act as a Sectoral Information Point, thereby assisting researchers in accessing datasets that cannot be hosted in a CLARIN centre due to copyright- or data-protection-related constraints. Thirdly, the DGA will stimulate the development of anonymisation and pseudonymisation techniques and standards, as well as secure solutions for data sharing, which will also open new possibilities for language data. Fourthly and finally, CLARIN’s expertise in processing language data can potentially be interesting for the ‘competent bodies’, which will create new possibilities for liaising with other actors of the data economy, and increase the visibility of CLARIN and its activities.

4.2 New Framework for Data Intermediation Services

Chapter III of the DGA contains some requirements applicable to data intermediation services. These services are defined to include, among others (Article 10 of the DGA):

intermediation services between data holders and potential data users, including making available the technical or other means to enable such services; those services may include bilateral or multilateral exchanges of data or the creation of platforms or databases enabling the exchange or joint use of data, as well as the establishment of other specific infrastructure for the interconnection of data holders with data users.

The activities of CLARIN ERIC (and/or CLARIN B-centres) undoubtedly fall within the scope of this definition. However, it seems that in principle CLARIN and its centres are covered by the exception of Article 15 of the DGA, according to which:

[the relevant provisions] shall not apply to recognised data altruism organisations (see below – authors) or other not-for-profit entities insofar as their activities consist of seeking to collect data for objectives of general interest, made available by natural or legal persons on the basis of data altruism, unless those organisations and entities aim to establish commercial relationships between an undetermined number of data subjects and data holders on the one hand and data users on the other.

This suggests that Chapter III of the DGA applies only to those CLARIN centres which decided – or will decide in the future – to get involved in commercial relationships (‘with an undetermined number of partners’, i.e., probably, making data commercially available to anyone interested). Since such a turn may be considered by some centres, or even the ERIC as a whole, it is worthwhile to discuss here the impact of the DGA on commercial data sharing.

Under Articles 10 and 11, the provision of ‘data sharing services’ is subject to notification (Articles 10 and 11). This notification is to be made to a ‘competent authority’ (such authorities are to be designated by every Member State), whose task is to monitor compliance with a set of obligations listed in Article 12 of the DGA. Those include, e.g.,

- the prohibition of re-using data for other purposes than providing them to the users and the obligation to place data sharing services under a separate legal entity (Article 12(a));
- the prohibition to use metadata collected from the provision of the service for other purposes than developing the service (Article 12(c));
- the general obligation to keep the data in the format in which they were provided by the user (Article 12(d)) and
- the obligation to ensure continuity of service and access to the data in case of insolvency (Article 12(h)).

Failing to meet these conditions may result in ‘dissuasive’ financial penalties and/or cessation of the provision of the service (Article 14(4)).

This strict framework, intended to instil trust in data sharing within the European Data Spaces, may in fact dissuade CLARIN and its centres from involvement in commercial data sharing.

4.3 Promotion of Data Altruism

It has been noted that many individuals and companies are willing to ‘donate’ their data for a general interest purpose. This phenomenon is generally observed in the domain of medical research, but it can also affect other areas of research: for example, one can imagine writers or publishers who agree to have
their books and other publications analysed by scientists “for the greater good”. Chapter IV of the DGA introduces a legal framework for such ‘data donations’, which it calls ‘data altruism’.

‘Data altruism’ is defined as ‘the voluntary sharing of data on the basis of the consent of data subjects to process personal data pertaining to them, or permissions of data holders to allow the use of their non-personal data without seeking or receiving a reward (...) where they make their data available for objectives of general interest (...) [such as] scientific research purposes (...)’ (Article 2(16) of the DGA).

The data can be ‘donated’ by signing a European data altruism consent form (Article 25 of the DGA), which will be adopted by the European Commission at a later date.

The key role in this new framework is played by so-called ‘certified data altruism organisations’, trusted organisations that function as intermediaries between the data donators and the users. Their task is to ensure that the data are only used for the purposes of general interest for which they were ‘donated’.

It may seem that CLARIN could consider becoming such a ‘certified data altruism organisation’, although it is not an easy task to accomplish. In order to be certified, an organisation needs to meet objectives of general interest and operate on a non-for profit basis, independently from any for-profit entities (such as private research companies), and through a legally independent structure (Article 18 of the DGA). Moreover, it needs to respect a Rulebook which will be adopted by the European Commission at a later date (Article 22 of the DGA); the Rulebook will specify such aspects as technical requirements related to the storage of the data (regarding security and interoperability standards), or information to be provided to data donors.

Data altruism organisations which meet these requirements shall be subject to registration with a competent authority (which are to be designated by each Member State); they are bound to respect transparency requirements vis-à-vis the data holders (Article 20(1) of the DGA; e.g., a full up-to-date list of entities granted access to the data should be provided together with the purpose of processing declared by each of those entities). Furthermore, these organisations will be obliged to submit an annual activity report to the national competent authority (Article 20(2)); if applicable the report shall include a summary of results of the data use allowed by the organisation.

The mechanism of ‘data altruism consent’ could of course be extremely beneficial – it could potentially make most important legal hurdles in access to language data go away – but the status of a ‘data altruism organisation’ would require changes in how CLARIN centres operate. In particular, the data obtained through data altruism cannot be made available for re-use to everyone and for every purpose (i.e., under ‘open’ conditions), but only to researchers, possibly with an obligation to report back on the results. It remains unclear if a ‘data altruism organisation’ can also provide access to data obtained through other means than the ‘data altruism consent’, e.g. via open licences or directly from the public domain. Finally, it is not clear whether ERICs are to be granted any form of special treatment with regards to this aspect of the DGA (such as automatic recognition as ‘data altruism organisations’).

It could be envisaged to split the responsibilities between the various CLARIN entities – some of them (e.g. one per consortium,) could indeed become certified data altruism organisations, while others could operate with commercial actors as ‘regular’ data intermediaries (see above). It is also envisageable to assign the role of a certified data altruism organisation only to CLARIN ERIC, which will then grant access to the data to the CLARIN centres.

In sum, for CLARIN ERIC, ‘data altruism’ is a central element of DGA, one which will certainly have to be discussed at the highest level. Unfortunately, as for today many elements of this framework remain unclear – but it is not too early to start a debate.

4.4 Establishment of the European Data Innovation Board

Last but not least, the DGA also provides that the European Commission shall establish a European Data Innovation Board (Chapter VI of the DGA). It will consist of representatives of national competent authorities for data intermediation (see above) and for data altruism (see above), as well as, inter alia, the European Data Protection Board and the European Union Agency for Cybersecurity. In addition, the Commission will launch a call for experts to invite additional members.

The European Data Innovation Board will be divided into at least three sub-groups, one of which will be expressly devoted to standardisation, portability and interoperability of data. Apart from acting as an
advisor to the Commission, the Board will also issue guidelines for Common European Data Spaces, addressing such issues as data interoperability and cross-sectoral standardisation.

In the future, CLARIN will certainly benefit from the guidelines issued by the European Data Innovation Board, or even contribute, directly or indirectly, to their adoption.

5 Conclusion

The Data Governance Act, after its entry into application in September 2023, will be a major development in the legal framework affecting CLARIN and the whole language community. With its new rules on the re-use of data held by the public sector bodies and on the provision of data sharing services, and especially its encouragement of data altruism, the Data Governance Act creates new opportunities and new challenges for CLARIN ERIC.
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Abstract

The paper presents the work in progress for a PhD thesis about preposition incorporation in the Bulgarian BulTreeBank WordNet. Being one of the most polysemous parts of speech, prepositions are still relatively challenging for NLP and are usually missing in wordnets. A preposition semantic classification, a model for preposition synsets and synset relations are proposed. The planned applications of the prepositions and the directions for future processing are introduced.

1 Introduction

The aim of the paper is to present the work in progress for a thesis about incorporation of prepositions in the structure of BulTreeBank WordNet (BTB-WN) for Bulgarian. Prepositions are viewed as a necessary part of speech in a lexical resource like wordnet, because their integration would seriously expand its range of applications and would be beneficial for several NLP tasks (such as semantic annotation, word sense disambiguation, machine translation, parsing, knowledge extraction, word embeddings, text analysis and generation, etc.). Prepositions are governing words and present the language-specific semantics more completely, so they would contribute to better automatic translation generation and better word embeddings in Bulgarian. The processing and representation of prepositions is a challenging task mainly due to their high polysemy, so they are often missing in lexical resources.

In addition to the extension of BTB-WN the next stage of the work is going to be dedicated to neural models building and prepositions are important for this task because they have a considerable role in the semantics of the text. Algorithms will be developed for the generation of artificial texts in Bulgarian and these texts will use the semantic classification of prepositions and their relations with BTB-WN in order to produce more natural pseudo corpora. Within CLaDA-BG¹ the work will play manifold roles: 1) representation of preposition semantics; 2) supporting language model training for Bulgarian; 3) NLP applications such as word sense disambiguation. The following features will be considered: semantic classification of prepositions, the BTB-WN categories of verbs and nouns to which the prepositions refer and later the frames of the verbs and the semantic roles of the nouns from the Bulgarian OntoValence lexicon. A model for preposition synsets and relations in BTB-WN will be presented.

Explanatory dictionaries typically contain prepositions, but do not present them in a way that is satisfactory for NLP tasks. Some resources such as treebanks, parsers, etc. include prepositions, but for wordnets this part of speech is unusual. The processing of prepositions typically includes semantic and syntactic classification, thematic roles, categorisation by wordnet hierarchy structure or data from resources like valency lexicons, FrameNet², VerbNet³, PennTreebank (Marcus et al., 1994) and PropBank⁴.

In this study a semantic classification of Bulgarian prepositions is done and the classes are used as synset categories for the prepositions, like the synsets for any other part of speech have such categories.

¹https://clada-bg.eu/en/
²https://framenet.icsi.berkeley.edu/fndrupal/
³https://verbs.colorado.edu/verbnet/
⁴https://propbank.github.io/
Preposition synsets have the same structure and features as the synsets for other parts of speech in BTB-WN, however less relations are relevant for them. These synsets have definitions, examples, synonyms and antonyms if available, and the synset category shows their semantic class. This topic is going to be further explored in the future work, because some studies (Amaro, 2018; Harabagiu, 1996) show that there are more applicable relations for preposition synsets, for example hyponymy/hyperonymy and causes/is caused relations, which are typically used for nouns and verbs.

BTB-WN was created in several steps. The work on it started on the base of the Core WordNet subset\(^5\) of Princeton WordNet (PWN) (Fellbaum, 1998) which contains the 5000 most frequent English senses. Later it was expanded with content words from the BulTreeBank and a Bulgarian frequency list, and also with encyclopedic data: senses from the Bulgarian versions of Wikipedia and Wiktionary. BTB-WN was successively expanded by several initiatives, such as expansion with multi-word expressions, named entities, terms from certain domains, etc. Originally BTB-WN was mapped to the PWN, but since 2020 the mapping is transferred to the Open English WordNet (EOW) (McCrae et al., 2020), because it is being currently maintained and developed, unlike PWN. Recently several new synset relations were introduced in BTB-WN in addition to the relations from PWN and OEW, which are also used with some modifications. The latest version of BTB-WN is 4.0\(^6\). It contains more than 33 000 synsets and is available for online browsing\(^7\). Soon BTB-WN 4.0 will be freely available for downloading in WordNet-LMF XML format.

Section 2 gives an overview of relevant studies about prepositions, Section 3 presents the semantic preposition classification that is used, Section 4 contains the synset model for prepositions in BTB-WN, and Section 5 introduces the plans for future work and Section 6 concludes the paper.

2 Related Works

The processing of prepositions is a challenging task for NLP mainly because of the high polysemy of prepositions. Yet there are many studies which attempt at sense disambiguation and semantic classification of prepositions.

Typically wordnets do not contain closed-class words including prepositions (currently, the only wordnet with prepositions is the BulNet for Bulgarian but they do not have relations and hierarchy \(^8\)), but there are recent studies which show such attempts. Amaro (2018) presents an approach for incorporation of prepositions in wordnet, particularly of Portuguese prepositions for movement. The work provides tests for the establishment of several semantic relations between prepositions, following the relations for nouns, verbs, adjectives and adverbs in wordnets: synonymy, antonymy, hyponymy, hypernymy, cause and is caused by. These tests could be applied to prepositions in different languages. The approach towards prepositions in BTB-WN follows that of Amaro (2018), but with the aim to identify even more relations.

The research of Da Costa and Bond (2016) provides another proof for the benefits of enriching wordnets with different parts of speech by introducing non-referential concepts. They incorporate interjections, numeral classifiers and exclamatory pronouns in the Open Multilingual WordNet\(^9\) and establish several kinds of relations between them and the other parts of speech.

A resource fully dedicated to prepositions is the PrepNet (Saint-Dizier, 2008). It introduces a categorisation based on thematic roles particularly for French prepositions, but it is applicable also for English, Spanish and German. PrepNet distinguishes prepositions in two levels – abstract notion level and language realization level. The first one is conceptual and does not differ in languages and the second one regards the realizations in different languages.

The Preposition Project is a resource “designed to provide a comprehensive characterization of preposition senses suitable for use in natural language processing” (Litkowski and Hargraves, 2005). It uses

\(^5\)http://wordnetcode.princeton.edu/standoff-files/core-wordnet.txt
\(^7\)https://concordance.webclark.org/
\(^8\)http://dcl.bas.bg/en/resursi/wordnet/
\(^9\)https://omwn.org/
the presentations of prepositions from three different sources and compares them – the Oxford dictionary of English, tagged prepositions from FrameNet and the prepositions from an English grammar. This way every preposition sense in the Preposition Project is described by a semantic role name, syntactic and semantic properties of its complement and attachment point, link to its definition in the dictionary, syntactic function and meaning from the grammar, different prepositions with a similar semantic role, frames and frame elements from FrameNet, other syntactic forms in which the semantic role may be found and the position of the given preposition in a network of prepositions.

Lassen (2006) presents a novel approach towards an ontology-based preposition processing – 16 preposition senses are used in the study to mark the semantic relations between noun phrases and the result of that is aimed at determining conceptual distance for information retrieval purposes.

The resource of Schneider et al. (2015) based on preposition supersenses provides a general purpose classification of prepositions, aimed at automatic WSD, where every supersense has detailed explanations, dictionary senses, example sentences and mapping to other resources, all of that for the benefit of the annotators.

O’Hara and Wiebe (2003) perform a WSD of prepositions based on the semantic role annotations of the Penn TreeBank and FrameNet. They use the semantic roles as senses of the prepositions. Moreover, they enrich the standard approach of WSD for using collocations by taking into consideration also WordNet hypernyms. High-level synsets are serving as collocations in the form of semantic categories. The two resources that are used are providing data with different levels of granularity – the Penn Treebank semantic roles classification is more compact (7 types) and that of FrameNet is very fine-grained (140 classes) (the classifications are presented in Section 3). The results show that the accuracy is higher with the less fine-grained roles from PennTreebank, but in the processing of both the resources the wordnet hypernyms prove beneficial. In the later research of O’Hara and Wiebe (2009) the topic of preposition disambiguation is further explored with the addition of data from more semantic role resources.

For the aims of predicting semantic relations Srikumar and Roth (2013) use the annotated prepositions from the SemEval 2007 shared task of WSD for prepositions and semantic roles from FrameNet. Their approach includes identifying the semantic types of the prepositions’ governor and object and for that wordnet hypernyms are used. The method is very beneficial, because for polysemous prepositions, the sense prediction is only possible with information for the arguments.

Similarly, Bailey et al. (2015) exploit VerbNet frames, wordnet relations and selectional restrictions with the purpose of resolving prepositional phrase attachment.

3 Semantic Classification of Prepositions

The semantics of Bulgarian prepositions are very well explored and many classifications are available. Several of them (Stoyanov, 1983; Konstantinova, 1982; Boyadzhiev et al., 1998) were consulted for the goal to adapt a more compact general-purpose classification of prepositions for the integration in the BTB-WN. The first categorisation (Stoyanov, 1983) is the most thorough – some prepositions there have around 30 senses, because the classification separates all subsenses and provides examples for rare, archaic, dialectal, etc. usages. The classification of Boyadzhiev et al. (1998) is on the contrary very generalized – it has 13 categories and does not include examples from different speech registers. The overview of the history of classifications of Bulgarian prepositions made by Konstantinova (1982) is also taken into consideration.

The resulting adapted classification contains 15 categories of prepositions: location, time, transition, manner and instrument of action, possession, quantity, degree and exceeding of limit, purpose, origin and part of a whole, opposition, comparison, cause and object class: exchange, exclusion, opinion and thought. Some modifications differing from the above-mentioned classifications are done in order to make the groups of prepositions in BTB-WN more compact.

For example, the closely related classes manner of action (вървят в редица vˇ arvjat v reditsa “they walk in a line”) and instrument of action (ям с виллица jam s vilitsa “I eat with a fork”) here are united in one category.
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The same approach is applied to the origin (изследовател от България izследоватel ot Bălgaria “researcher from Bulgaria”) and part of a whole (филм в две части film v dve časti “movie in two parts”) classes. The approximation of time (около 9 часа около 9 часа “around 9 o’clock”) and approximation of quantity (към 3 километра kăm 3 kilomera “about 3 kilometers”) classes from Stoyanov (1983) here are generalised and included respectively in the time and quantity classes. The exceeding of limit sense (това е свръх силите ни tova e svrъх silite ni “this is beyond our powers”) is considered a part of the quantity category.

An object superclass is created to unite the expression of relations for exchange (ще го направя вместо теб “I will do it instead of you”), exclusion (не без копчета jacket without buttons”), thought (разсъждавам върху проблемата “I reflect on the problem”) and opinion (за мен това е най-доброто решение за мен това е най-добро решение “for me this is the best decision”). The prep.obj.thought class includes expression of object of thought, speech and writing. Additionally, a decision is made for the metaphorical usages of a given class to be considered part of it, not a separate group. For instance, usages like тя го чу сред всички гласове tja go ču sred vseviki glasove “she heard him among all the voices” are considered as examples of the location class.

Table 1 shows the semantic classes and synset categories of the prepositions and the preposition distribution in them.

<table>
<thead>
<tr>
<th>Semantic Class</th>
<th>Synset category</th>
<th>Prepositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>locative</td>
<td>prep.location</td>
<td>в (във), връз, всрд, въл, върху, до, за, зад, из, извън, иззад, измежду, изпод, край, към, между, на, над, накрай, наред, низ, о, около, от, отвъд, откъм, отсам, оттам, оттакът, по, под, подир, подире, покрай, помежду, посред, пред, през, при, против, право, след, спроти, сред, срещу, у</td>
</tr>
<tr>
<td>temporal</td>
<td>prep.time</td>
<td>в (във), всрд, до, за, край, към, между, на, накрай, наред, около, около, от, под, подир, подире, покрай, помежду, посред, пред, през, при, с (със) след, спроти, сред, срещу, у</td>
</tr>
<tr>
<td>manner and instrument of action</td>
<td>prep.manner</td>
<td>без, в (във), като, на, по, под, посредством, с (със), спроти, чрез</td>
</tr>
<tr>
<td>cause</td>
<td>prep.cause</td>
<td>за, заради, от, отам, по, поради, пред</td>
</tr>
<tr>
<td>purpose</td>
<td>prep.purpose</td>
<td>до, за, заради, към, поради</td>
</tr>
<tr>
<td>possession</td>
<td>prep.possession</td>
<td>на, от, с (със), у</td>
</tr>
<tr>
<td>origin and part of a whole</td>
<td>prep.origin</td>
<td>в (във), на, от</td>
</tr>
<tr>
<td>quantitative, degree and exceeding of a limit</td>
<td>prep.quantity</td>
<td>до, за, към, между, на, над, около, от, под, с (със), около, сврх</td>
</tr>
<tr>
<td>exchange</td>
<td>prep.obj.exchange</td>
<td>вместо, за, заради, наместо, срещу, спроти</td>
</tr>
<tr>
<td>exclusion</td>
<td>prep.obj.exclusion</td>
<td>без, извън, освен</td>
</tr>
<tr>
<td>opinion</td>
<td>prep.obj.opinion</td>
<td>за, спроти</td>
</tr>
<tr>
<td>thought</td>
<td>prep.obj.thought</td>
<td>върху, връз, въл, до, за, заради, към, над, около, по, спрото</td>
</tr>
<tr>
<td>transition</td>
<td>prep.transition</td>
<td>в (във), на, от</td>
</tr>
<tr>
<td>comparison</td>
<td>prep.comparison</td>
<td>като</td>
</tr>
<tr>
<td>opposition</td>
<td>prep.opposition</td>
<td>въпреки, против, право, спроти, срещу</td>
</tr>
</tbody>
</table>

Table 1: Semantic classes and synset categories of prepositions.

3.1 Parallel with Classifications for Other Languages

A comparison of the semantic classification of Bulgarian prepositions could be made with the semantic roles used in the Penn Treebank for the prepositional phrases. They determine the semantic relation which the prepositions express. In Penn Treebank there are seven types of semantic roles for prepositional phrases – beneficiary, direction, spatial extent, manner, location,
purpose/ reason and temporal. Most of them correspond to the classes of the Bulgarian classification, but with several differences: there the purpose and reason classes are united in contrast with the Bulgarian; also the location relation here is divided in more fine-grained subtypes – spatial extent and location; and the direction relation here is a separate class, but in the Bulgarian categorisation it could be either in the purpose or location classes, depending on the given instance.

As mentioned above, the thematic roles-based classification of PrepNet (Saint-Dizier, 2008) is applicable for several languages, and additionally it is observed that there is many similarities with the Bulgarian classification. It contains the following senses: localization (with subsenses source, destination, via/passage, fixed position, quantity (numerical or referential quantity, frequency and iterativity, proportion or ratio), manner (manners and attitudes, means (instrument or abstract), imitation or analogy), accompaniment (adjunction, simultaneity of events, inclusion, exclusion), choice and exchange (exchange, choice or alternative, substitution), causality (cause, goal or sequence, intention), opposition, ordering (priority, subordination, hierarchy, ranking, degree of importance) and minor groups like about, in spite of and comparison.

The generalized classifications with small number of classes, such as that of Penn Treebank, surely have benefits, as it is proved by the experiments of O’Hara and Wiebe (2003) for WSD of prepositions on the base of the semantic roles from Penn Treebank and FrameNet. The classification of FrameNet is much more fine-grained with more than 140 types of semantic roles and the results of the research show that the accuracy of the WSD is higher with the data from Penn Treebank. However, the semantic roles of FrameNet are frequently used for preposition disambiguation and processing (see Section 2).

In O’Hara and Wiebe (2003) the top 25 roles from FrameNet are sorted: speaker, message, self-mover, theme, agent, goal, path, cognizer, manner, source, content, experiencer, evaluate, judge, topic, undefined, cause, addressee, perceptual source, phenomenon, reason, area, degree, body part, protagonist. Even though in FrameNet the roles distinguish very finely the different subsenses, similar types with the Bulgarian classification could be observed: in both of them there are manner and source (in the Bulgarian it is formulated as origin class) types; the cause class in FrameNet is divided in two – cause and reason; goal is corresponding to the purpose class; degree is included in the quantity class in the Bulgarian categorisation; area in FrameNet is a subtype of the more general location class, etc.

The classification used by Lassen (2006) also has similarities with the Bulgarian one. Some of the similar classes (concerning the same senses but rather different in formulation) that they share are temporal aspects, location, position, purpose, function, cum (for accompaniment, etc.), causes, caused by, by means of, instrument, via, comprising, has part and part of. There are also several classes regarding acts and processes (agent/patient/source/result/destination of act or process), which are not available in the Bulgarian classification.

The work of Srikumar and Roth (2013) presents an inventory of 32 preposition relations, many of which match with Bulgarian classes, such as cause, location, manner, purpose, etc. However, the relations are generally more fine-grained than in our classification, for example destination and direction classes are separate, they are not considered as a part of a broader location category. Based on the preposition relations of Srikumar and Roth (2013) and the thematic roles from VerbNet, Schneider et al. (2015) introduce a classification of 73 fine-grained preposition supersenses, which form a hierarchical taxonomy.

4 Preposition Synset Model

The main intention towards the structure and relations of the preposition synsets is that they follow the model of all the other synsets in BTB-WN (for nouns, verbs, adjectives and adverbs) as much as possible,
given the differences between them.

Preposition synsets have synset category (which shows their semantic category), detailed definition, examples, synonyms if available and relations. In BTB-WN preposition synsets have the part of speech value \( p \), following the format of the Global WordNet Association\(^\text{10}\) where this value is planned for adpositions.

Currently six type of relations between preposition synsets and between a preposition synset and other parts of speech are established – *synonymy*, *antonymy*, *hyperonymy*, *hyponymy*, *similarity* and *semantic derivation*. The relations are mainly semantic, but also two derivational are used – *sem-derived-from-p* which links the preposition with the noun or adverbs that it is derived from and the opposite – *sem-derives-to-p*\(^\text{11}\). Additionally, it is planned to introduce relations between verbs and prepositions and nouns and prepositions that link combinations of these two parts of speech to express a given meaning.

Figure 1 presents an example for the model with the synset of върху върху “over, on” (prep.location) which has several synonyms, the first two being archaic (връз, въз връз, въз); one *antonymy* relation with под pod “under”; it has *derivational* relations with the noun връх vrъh “top” and the adverb свръх svrъh “above, beyond”; it has a *similar* relation with the preposition над nad “over, above” that also expresses a spatial position higher than something.

![Figure 1: Example of the preposition synset model in BTB-WN](image)

**Synonymy** is observed, for example, in the prepositions преди predi and пред pred “before” that are synonyms in their temporal sense and are united in one synset. The synset with the most synonyms – 7 – is from the *manner* class: в, на, по, под, с (със), посредством, чрез в, на, по, под, с (sъs), посредством, чрез (“in”, “on”, “under”, “with”, “through”) meaning *expression of a way, form of doing, course of something*. (see Figure 2).

The *antonymy* relation links the synsets of без bez “without” (in the sense of *expression of lack from a part of a whole*, prep.obj.exclusion) and с с “with” (*expression of a belonging part or quality of something, someone*, prep.possesion). An example for the *hyperonymy* and *hyponymy* relations could be made with the synset for в, на, у, т, на, у “in, at” (*expression of position in time, a moment when*

\(^{10}\) https://globalwordnet.github.io/schemas/

something happens, prep.time), which is the hypernym of several narrower temporal senses such as от ot “from” (expression of initial limit in time, beginning of something, prep.time), по, към, около po, kǎm, okolo “by, around” (expression of approximate time, prep.time) and a few others, that are shown in Figure 3.

Figure 3: Example of hypernymy and hyponymy relations in the CLaDA-BG Dict – the editing system for BTB-WN.

Figure 4 shows a locative sense of в v “in” (expression of location, place where something is, happens or is done, prep.location). This is the preposition synset with most numerous hyponyms so far – 10.

The similarity\textsuperscript{12} relation is established for example between до, пред, при do, pred, pri “to, in front of, 

\textsuperscript{12}Similarity relation is used in PWN to link closely related senses, originally only adjectives – https://
globalwordnet.github.io/gwadoc/#similar
Figure 4: The preposition synset with the most hyponyms in BTB-WN – в “in”

at” (expression of close proximity with something or someone in, during movement, prep.locative) and зад, след zad, sled “behind, after” (expression of close proximity with something or someone, prep.locative).
The sem-derived-from-p and sem-derives-to-p are used for cases such as след sled “after, behind” (prep.locative and prep.time) that are derived from the noun следа sleda “trace” (a visible mark left by the passage of person, animal or vehicle) (see Figure 5).

In terms of origin Bulgarian prepositions are traditionally classified in two groups: simple and compound. The compound prepositions can be derived from nouns (typically they are related with a certain case form of the noun) or from adverbs. Derivational relations which link adjectives and nouns, adverbs and verbs and, adverbs and adjectives (sem-derived-to/from) were recently introduced in BTB-WN 4.0 and are now extended also for linking prepositions with related nouns and adverbs.

62 preposition lemmas were integrated in BTB-WN, forming a total of 105 synsets. The highest polysemy is found in the prepositions на na (most frequently could be translated as “on”, “of”, “in”, etc.) with 12 synsets, followed by по po (“over”, “in”, “on”, etc.) with 11 synsets. Other prepositions with multiple senses are за za (“for”, “to”, “about”, etc.) and от ot (“from”) that are part of nine synsets each; с s (“with”) is in eight synsets and до do (“to”, “until”, etc.) and в v (“in”, “at”) are found in seven.
The category distribution of prepositions is shown in Table 1 and there it could be observed that the locative class has the most prepositions – 46 (which is not surprising, since this sense of the prepositions is considered to be their oldest and primary function), followed by time with 28 and quantity with 13 prepositions. The comparison class proves to be smallest – this sense is expressed only by one preposition: като kato “like”.

5 Future Work

The methods and experiments from related works on prepositions for NLP provide several beneficial directions for future work. Bulgarian prepositions are planned to be analysed on the base of the phrase types that they participate in. Data from a Bulgarian valency lexicon and the BulTreeBank will be derived. The research of Harabagiu (1996) could be considered for this task, because it provides approach for prepositional disambiguation with the use of information from wordnet (semantic relations, noun and verb categories, glosses) as well as the work of Anand Kumar et al. (2015) aimed at preposition disambiguation for machine translation, where hypernyms and lexicographer files (that contain information for POS, category, etc.) from the PWN are used.

The prepositional classification could be additionally validated with corpus analysis following the bottom-up approach for manual annotation of Lassen (2006) but instead of ontological types for the nouns in the phrases wordnet categories could be used, as in the approach of Srikumar and Roth (2013). This information for the different parts of speech in the prepositional phrases would be used for establishing more relations with the preposition synsets in BTB-WN.

Regarding the semantic relations in wordnet, more resources are planned to be consulted. To a greater extent than the grammars, explanatory dictionaries provide information for the dialectal, archaic and colloquial variants of prepositions. They also include information about synonymy and antonymy of prepositions, which could be used for establishing the corresponding relations in BTB-WN. This data is planned to be included in BTB-WN and thus to provide a more exhaustive presentation of prepositions. The different speech register variants of all the other parts of speech in BTB-WN are present, so the approach towards the prepositions would be correlating. Etymological dictionaries would be used for establishing more sem-derived-from/to relations with the words that prepositions are derived from.
Additionally, the more complex in structure types of prepositions are still not taken into consideration in this research, so a next task could be the processing of polyprepositional constructions and also of prepositions with grammatical functions could be explored.

6 Conclusion

The paper presents the initial stages of the attempt at integrating closed-class words, namely prepositions, in the BTB-WN. Wordnets usually do not include prepositions in their structure, however relevant studies provide evidence that this task is possible and beneficial. So far for BTB-WN are developed a semantic classification of prepositions and a synset model with several semantic relations. The paper outlines the directions for analysis and further processing of prepositions. The goal of this attempt is to improve the application of BTB-WN for semantic annotation and to use it as a resource for creating Bulgarian language models. Since prepositions express relational information, they have a key role for the semantic interpretation.
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Abstract

Metaphors are linguistic expressions using comparison with another concept to potentially improve the language expressivity. Due to relevant downstream applications, metaphor detection is an active topic of research. Most of the research is focused on English, while other languages are less covered. In our work, we focus on Slovene, presenting the first word-level metaphor detection experiments. We apply multiple transformer-based large language models on four versions of two publicly available Slovene corpora: KOMET and G-KOMET. We perform monolingual, multilingual, and cross-lingual experiments, using the VU Amsterdam metaphor corpus as an additional source of metaphor knowledge. We evaluate the models quantitatively using word-level $F_1$ score and find that (1) the most consistently well-performed model is the trilingual CroSloEngual BERT model, (2) the addition of English data in multilingual experiments does not improve the performance significantly, and (3) the cross-lingual models achieve significantly worse results than their monolingual and multilingual counterparts.

1 Introduction

A metaphor is an expression that uses a comparison with another concept for rhetorical effect. For example, instead of saying “his words offended me” we might say “his words cut deeper than a knife”, comparing the effect of offensive words to the physical pain of a knife cut. Metaphors are ubiquitous in language and add color to conversations. The ability to detect and form metaphors can be applied to creative writing, such as news headline generation or rephrasal (Stowe et al., 2021), and enables the analysis of public discourse and evolution of language (Prabhakaran et al., 2021; Zwitter Vitez et al., 2022; Kutuzov et al., 2018).

Although humans are able to detect and understand metaphors with relative ease, metaphor detection has proven to be a challenging problem for computational models (Strapparava, 2018). Most existing work on metaphor detection has dealt with broadly-spoken languages such as English. The earlier approaches relied on handcrafted features such as abstractness and concreteness features in combination with machine learning models (Turney et al., 2011). Recent work is shifting towards the use of large language models that model the word context (Choi et al., 2021).

An example of a language with less researched metaphors is Slovene, where little work has been done on metaphor detection, although annotated datasets exist (Antloga, 2020; Antloga and Donaj, 2022). The only computational approach to metaphor detection for Slovene was done by Zwitter Vitez et al. (2022). Authors detect metaphors at the sentence-level by first training a model for idiom detection and then tuning it for metaphor detection on the KOMET corpus (Antloga, 2020). The idea behind their work is that although metaphors and idioms are different concepts, both are forms of figurative language that heavily rely on a word’s context.

In our work, we approach the metaphor detection at a fine-grained (i.e. word) level and present the results of initial experiments applying state-of-the-art language models to Slovene metaphors, leveraging multiple CLARIN resources in the process. Although metaphors are multi-word units, we model their...
detection at a word level as the metaphors in the datasets are annotated at this level, following the MIPVU annotation scheme (Steen et al., 2010). In contrast to detection at the sentence level, this approach enables a clearer insight into what part of the text is metaphorical. On the other hand, such an approach runs the risk of the model only learning to detect the “easier” subset of words in a multi-word expression as the model only considers dependence between words implicitly, an aspect we discuss in our evaluation. We perform experiments on the KOMET metaphor dataset and the previously unexplored spoken language dataset G-KOMET. We test metaphor detection in a monolingual, multilingual, and cross-lingual setting, using the VU Amsterdam metaphor corpus (VUAMC) (Krennmayr and Steen, 2017) as an additional source of knowledge:

- In the monolingual experiments, we test the performance of large language models on word-level metaphor detection setting for Slovene.
- In the multilingual experiments, we test if the inclusion of English language can improve the performance on Slovene, for example by acting as a regularization mechanism.
- In the cross-lingual experiments, we test if the models are able to learn any transferable language-agnostic ideas behind metaphors on the English data and test it on the Slovene data.

We make the code to rerun our experiments publicly available. The remainder of our paper is structured as follows. In Section 2, we describe the relevant existing work on metaphor detection. In Section 3, we describe the data used in our experiments. Section 4 presents our approach for metaphor detection, while the results are contained in Section 5. We present conclusions and discuss possible future directions in Section 6.

2 Related Work

The work on metaphor detection has progressed from initial manually engineered feature-based approaches in combination with machine learning algorithms towards increasingly more automated (end-to-end) feature learning in combination with deep neural networks.

In the initial work on metaphor detection, authors have tested various features such as concreteness of words, named entity features, and part of speech tag features (Tsvetkov et al., 2013; Beigman Klebanov et al., 2014) in combination with machine learning algorithms such as logistic regression (Cox, 1958). With the introduction of word embedding algorithms, authors have discovered that the embeddings are able to replace or simplify the process of feature construction. For example, Do Dinh and Gurevych (2016) use word2vec word embeddings (Mikolov et al., 2013) in their metaphor detection system and demonstrate their feasibility on English data. In addition to word embeddings, they also use part of speech tag embeddings, replacing the manual linguistic features with automatically learned ones. Although powerful, in contrast to the inherently contextually dependent nature of metaphors, earlier proposed word embeddings such as word2vec cannot produce a contextual word representation. To amend this, researchers have incorporated the embeddings in combination with models that are capable of capturing an increasing amount of context, such as long short term memory networks (LSTMs) (Hochreiter and Schmidhuber, 1997) and convolutional neural networks (CNNs) (LeCun et al., 2010). For example, Pramanick et al. (2018) propose an approach using a bidirectional LSTM and conditional random fields (Lafferty et al., 2001) to improve the English metaphor detection performance. Lately, authors have started replacing LSTMs and CNNs with transformer models (Vaswani et al., 2017) due to their wide success on other tasks in natural language processing. Despite the powerful representation capability of transformer-based models, latest metaphor detection models continue to benefit from the inclusion of external information such as concreteness (Alnafesah et al., 2020) or the customization of architecture to account for the specifics of the metaphor detection task. For example, Choi et al. (2021) include custom components in their approach that model the process used in the annotation of metaphor datasets. They show that their system performs better than an out-of-the-box transformer model.
Most of the work is focused on processing English metaphors, and the topic has been the focus of multiple shared tasks (Leong et al., 2018; Leong et al., 2020; Saakyan et al., 2022). Some other broadly spoken languages such as Chinese and Russian have also received significant attention and customized architectures (Song et al., 2021; Lu and Wang, 2017; Badryzlova et al., 2022), while work on other languages is relatively scarce in comparison. Examples of metaphor detection systems can be found for diverse languages, such as Spanish (Sanchez-Bayona and Agerri, 2022), Greek (Florou et al., 2018), and Uyghur (Qimeng et al., 2021), although they are typically focused on a narrower domain (e.g., literary) or present initial studies on the feasibility of metaphor detection.

With our work, we expand the research on non-English metaphor detection. The only previous approach for Slovene metaphor detection is by Zwitter Vitez et al. (2022), who detect metaphors at the sentence level using the KOMET dataset. In contrast, we approach metaphor detection at a more fine-grained (word) level and test the state-of-the-art transformer models in a monolingual, multilingual and cross-lingual setting.

### 3 Metaphor Datasets

In our experiments, we use three datasets for evaluating the metaphor detection performance: KOMET (Antloga, 2020), G-KOMET (Antloga and Donaj, 2022), and VUAMC (Krennmayr and Steen, 2017). In addition to these original datasets, we create modified versions of KOMET and G-KOMET containing “semantically interesting metaphors”, i.e. metaphors containing at least one noun or verb (marked as NV in Table 1).

The datasets are annotated using the MIPVU annotation scheme (Steen et al., 2010). Using the scheme, a word is annotated as “metaphor-related” if its contextual meaning differs from its basic meaning. In Table 1, we provide basic statistics of the three datasets.

<table>
<thead>
<tr>
<th></th>
<th>KOMET</th>
<th>G-KOMET</th>
<th>VUAMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>full</td>
<td>NV</td>
<td>full</td>
</tr>
<tr>
<td># documents</td>
<td>62</td>
<td>287</td>
<td>117</td>
</tr>
<tr>
<td># sentences</td>
<td>13 963</td>
<td>5695</td>
<td>16 202</td>
</tr>
<tr>
<td># words</td>
<td>259 881</td>
<td>52 955</td>
<td>238 509</td>
</tr>
<tr>
<td># met.</td>
<td>(5.2%)</td>
<td>(1.2%)</td>
<td>(1.1%)</td>
</tr>
<tr>
<td># MRWi</td>
<td>13 191</td>
<td>2893</td>
<td>16 191</td>
</tr>
<tr>
<td># MRWd</td>
<td>364</td>
<td>205</td>
<td>33</td>
</tr>
<tr>
<td># MRWimp</td>
<td>19</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the used datasets: number of documents, sentences, words, and metaphors, as well as types of metaphors (indirect - MRWi, direct - MRWd, implied - MRWimp). The columns marked NV show statistics for the processed version of datasets where only metaphors containing a noun or verb are kept as metaphors.

**KOMET** is a Slovene metaphor corpus containing 13 963 sentences. It contains journalistic, fiction and web texts extracted from the Slovene youth literature corpus MAKs (Verdonik et al., 2020). The corpus was annotated by one annotator. Approximately 5.2% of the words are marked as metaphors in the original version and approximately 1.2% in the NV version.

**G-KOMET** is a Slovene metaphor corpus containing 5695 sentences. In contrast to KOMET, it contains transcripts of spoken language extracted from the GOS corpus (Verdonik et al., 2013). The corpus was annotated by one annotator. Approximately 1.1% of the words are marked as metaphors in the original version and approximately 0.7% in the NV version.

**VUAMC** is an English metaphor corpus containing 16 202 sentences. It contains academic, news, conversational, and fiction texts from the BNC-Baby corpus (BNC Consortium, 2007). The corpus was annotated by four annotators.
In our experiments, we are interested in detecting the following three metaphor types annotated in all used corpora.

- **Indirect metaphor (MRWi):** a metaphor where a comparison is indirectly stated. For example, in “Tim se je zlajal nanj” (“Tim barked at him”), Tim’s yelling is compared to the barking of a dog and Tim is indirectly compared to a dog.

- **Direct metaphor (MRWd):** a metaphor where a comparison is directly stated. For example, in “Tim je osel” (“Tim is a donkey”), Tim is being compared to a donkey to outline his stubbornness.

- **Implied metaphor (MRWimp):** a lexical unit that is not necessarily metaphorical by itself but refers to a previous metaphorically used word. For example, in “Naturally, to embark on such a step is not necessarily to succeed immediately in realising it”, “step” is related to a metaphor and “it” refers to “step”, so it is considered an implicit metaphor (Steen et al., 2010).

We use KOMET and G-KOMET for training and evaluation in mono-, multi-, and cross-lingual settings, while we use VUAMC for training in the multi- and cross-lingual setting. We do not evaluate the performance on English as there exist many works on the topic (Leong et al., 2020).

### 4 Metaphor Detection

![Figure 1: Schematic representation of the metaphor detection neural networks used in our experiments.](image)

Each integer-encoded subword of the input text is passed through the transformer-based language model to obtain a representation in the form of an embedding vector. Then, the embeddings are passed through the final classification layer to obtain a score of the subwords being a metaphor or non-metaphor.

We use the described datasets in a binary token classification setting, described next. The token classification procedure follows the best practice in existing literature (Devlin et al., 2019), to which we make
Figure 2: A toy example of the truncation logic in our modeling process. The input text gets tokenized into subwords and then broken up into two inputs as it is initially longer than the maximum model length (14 in this example). The second example has a partial overlap with the first example (marked with underline) of half the size of the maximum input length.

minor modifications to account for the nature of the metaphor detection task. In Figure 1, we show an example of detecting metaphors in a sentence.

The input text is first tokenized and encoded using the model-specific tokenizer, which converts the input into integer-encoded subwords. The subwords may be identical to the corresponding words or they can be smaller constituents of the words, depending on encoding of the input word in the model-specific vocabulary. The encoded text is then passed through the transformer-based model, which produces an internal representation in the form of a fixed dimensional (e.g., 768) vector for each subword. Intuitively, this representation captures the context in which a word appears. Throughout the training procedure, the representation is optimized to capture features that are useful for determining if a subword is a metaphor or not. In the final step, the token representations are passed through the feedforward neural network, which produces a score for each possible class, in our case metaphor and non-metaphor. By applying the softmax function on the scores, they can be interpreted as the probabilities of a subword being a metaphor or not. If the probability is higher than $T$, the subwords is classified as a metaphor. We determine the probability threshold $T$ on the validation set based on the $F_1$ score.

Transformer models have a limited maximum input length, i.e. the maximum number of subwords they accept as an input. The limit reflects primarily the computational constraints, more specifically the required amount of GPU memory and the maximal batch sizes used during model training. Inputs longer than the maximum length need to be handled separately. We break long input texts into multiple partially-overlapping input texts of the maximum allowed length. The size of the overlap is a hyperparameter and presents a trade-off: setting it too low drops potentially important context while setting it too high increases the amount of computation required for classification. We set it to half of the determined maximum length of a model as a sensible middle ground. In addition, we set the maximum input length high enough so that the examples do not need to be broken up frequently. The prediction for overlapping words is only taken into account once, i.e. when the overlapping segment is first observed. We show a toy example in Figure 2: the input “Tako sem se odzval, ko je bila res mera polna in so me spravile ob živce.” gets broken up into two inputs, with the second input partially overlapping the first one.

Another decision is how to classify words that the tokenizer splits into multiple subwords. For example, in Figure 1 the word “spravile” gets split into “spravi” and “le”. In the prediction phase, each subword is classified separately, so the predictions need to be aggregated to determine if a word is a metaphor. By default, we aggregate the predictions by setting the class of a word to the class of its first subword but further aggregation experiments are done in Section 5.4.

5 Evaluation

In this section, we analyze the performance of metaphor detection models on the described datasets. We describe the three evaluation settings in Section 5.1. Then we analyze the results quantitatively and
qualitatively in Sections 5.2 and 5.3. Last, we present an additional experiment analyzing the effect of subword score aggregation on the metaphor detection performance in Section 5.4.

5.1 Experimental Settings

In our experiments, we use four transformer models: monolingual SloBERTa (Ulčar and Robnik-Šikonja, 2021), trilingual CroSloEngual BERT (CSE BERT) (Ulčar and Robnik-Šikonja, 2020), and multilingual bert-base-multilingual-cased (mBERT\text{BASE}) (Devlin et al., 2019) and XLM-RoBERTa\text{BASE} (Conneau et al., 2020). SloBERTa was trained on Slovene, CSE BERT on Slovene, Croatian, and English, and mBERT\text{BASE} and XLM-R\text{BASE} were trained on 104 and 100 languages, respectively. In terms of the number of parameters, SloBERTa and CSE BERT are comparable at 110 million parameters, mBERT\text{BASE} is larger with 172 million parameters, and XLM-R\text{BASE} is the largest with 270 million parameters. As the representation of the tokens (token features), we take the hidden state of the last transformer layer. In our preliminary experiments, we have also experimented with using a learned combination of all the hidden states, but found no significant difference on the metaphor detection performance. We first test all models in a monolingual setting, i.e. training them on the Slovene training set and evaluating them on the Slovene test set. We test the multilingual models also in a multi-lingual and cross-lingual settings, i.e. training them on the combined Slovene and English training set or just the English training set, and evaluating them on the Slovene test set. As the models use different tokenization which could lead to incomparable subword-level metrics, we use the word-level $F_1$ score of the positive class (i.e. metaphor) for evaluation.

We train the models for 10 (on KOMET and VUAMC) or 20 epochs\textsuperscript{2} (on G-KOMET) and select the best model based on the validation set $F_1$ score. We use the learning rate $2e - 5$ and set the batch size to the maximum number that is possible on a 11GB GPU. We set the maximum input length of the models to the 99th percentile of the input lengths in the training set. This is different for every tokenizer-dataset pair but is typically between 80 and 100 subwords.

As we noticed a high variation in the results in our preliminary experiments, we perform the evaluation using 5-fold cross validation. The examples are split into folds on the document-level to reduce the possibility of an information leak. The folds are determined in a way that the proportion of metaphors is approximately the same in each fold. This simplification is due to the focus of the paper being the feasibility of metaphor detection on Slovene and not the ability of models to handle distribution shift. In each of the five evaluation runs, we set aside 10% of the training documents as the validation set. We split VUAMC in the same distribution-preserving fashion in the ratio 80%:20% training:test documents, although we do not evaluate models on English.

When comparing scores of different variants of a model, we use the Wilcoxon signed-rank test (Wilcoxon et al., 1970). We test the null hypothesis that the mean scores are the same using the significance level $\alpha = 0.01$.

5.2 Metaphor Word-Level Detection Results

In Table 2, we show the mean $F_1$ scores and standard deviations of the models. In one setting (SloBERTa on the G-KOMET\text{NV} dataset), the model did not converge, so we mark its performance as N/A and exclude it from further analysis. In addition to the models mentioned in the previous section, we include a na"ıve baseline which predicts the metaphor class with probability 0.5 to check if the models have learned anything beyond random guessing. We see that the models in all cases surpass this baseline.

In all three settings (monolingual, multilingual, and cross-lingual), the $F_1$ scores on the original (i.e. full sized) datasets are higher than on the NV counterparts. For example, the highest mean $F_1$ score on KOMET\text{full} is 0.607, while it is only 0.401 on KOMET\text{NV}. This implies that a noticeable portion of the score on the full version comes from correctly detecting metaphors that are not nouns or verbs, e.g., adpositions such as "na" ("on" in English). These make up a significant amount of all the annotated metaphors, but are less interesting for practical applications such as rephrasing sentences with metaphors. The differences between full and NV variants on KOMET are higher than on G-KOMET as

\textsuperscript{2}In preliminary experiments, we have found that the validation $F_1$ score kept increasing after 10 epochs, so we increased it.
the proportion of metaphors is lower in the latter, so the proportion of metaphors in the NV version is not reduced as significantly as in KOMET. We further analyze the performance of models concerning part of speech tags of metaphors in Section 5.3.

In the monolingual experiments, we see that the models achieve comparable results with minor differences. In general, the best performing model across the four datasets is CSE BERT, achieving the best mean $F_1$ score on three (KOMET\textsubscript{full}, G-KOMET\textsubscript{full}, and G-KOMET\textsubscript{NV}) and the second best mean $F_1$ score on one (KOMET\textsubscript{NV}) dataset. However, the differences in performance between the models are not statistically significant.

In the multilingual experiments, the inclusion of English training data does not have a significant effect on the model performance. Comparing the multilingual models to their monolingual counterparts shows that there are potential differences in the performance on the G-KOMET dataset, although their statistical significance cannot be confirmed due to the high deviation in model performance. The improvement is possibly a consequence of the heavily imbalanced dataset and a smaller amount of training examples: G-KOMET is five times smaller than KOMET and contains only approximately 1% of metaphors.

In the cross-lingual experiments, we see a significant drop in performance across all the datasets. The results indicate that there is a limited amount of metaphor knowledge that can be transferred from the used English source to the Slovene target datasets. This is especially clear on G-KOMET, where an additional obstacle is the specialized domain, i.e. spoken language. Due to this, the worst performing cross-lingual models closely approach the random baseline performance, although the improvement in performance over the random baseline is still statistically significant.

### 5.3 POS-Tag Analysis of the Detected Metaphors

To observe what the models successfully detect, we analyze the model predictions based on universal part of speech (UPOS) tags of metaphors. We obtain them using the Trankit (Nguyen et al., 2021) library, using the Slovenian-SSJ large model. In Figure 3, we show the proportion of correctly detected metaphors.

<table>
<thead>
<tr>
<th>Model</th>
<th>KOMET\textsubscript{full}</th>
<th>KOMET\textsubscript{NV}</th>
<th>G-KOMET\textsubscript{full}</th>
<th>G-KOMET\textsubscript{NV}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5/0.5 baseline</td>
<td>0.095 (0.008)</td>
<td>0.024 (0.003)</td>
<td>0.022 (0.003)</td>
<td>0.013 (0.001)</td>
</tr>
<tr>
<td>(monolingual)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE BERT</td>
<td>0.606 (0.069)</td>
<td>0.361 (0.031)</td>
<td>0.261 (0.021)</td>
<td>0.243 (0.040)</td>
</tr>
<tr>
<td>SloBERT\textsubscript{a}</td>
<td>0.596 (0.071)</td>
<td>0.401 (0.040)</td>
<td>0.243 (0.021)</td>
<td>N/A</td>
</tr>
<tr>
<td>XLM-R\textsubscript{BASE}</td>
<td>0.591 (0.073)</td>
<td>0.348 (0.027)</td>
<td>0.245 (0.033)</td>
<td>0.205 (0.049)</td>
</tr>
<tr>
<td>mBERT\textsubscript{BASE}</td>
<td>0.575 (0.058)</td>
<td>0.304 (0.028)</td>
<td>0.216 (0.033)</td>
<td>0.173 (0.028)</td>
</tr>
<tr>
<td>(multilingual $EN + SL$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE BERT</td>
<td>0.607 (0.068)</td>
<td>0.389 (0.031)</td>
<td>0.313 (0.039)</td>
<td>0.276 (0.038)</td>
</tr>
<tr>
<td>XLM-R\textsubscript{BASE}</td>
<td>0.599 (0.077)</td>
<td>0.354 (0.028)</td>
<td>0.282 (0.024)</td>
<td>0.283 (0.045)</td>
</tr>
<tr>
<td>mBERT\textsubscript{BASE}</td>
<td>0.573 (0.065)</td>
<td>0.320 (0.020)</td>
<td>0.223 (0.016)</td>
<td>0.237 (0.039)</td>
</tr>
<tr>
<td>(cross-lingual $EN \Rightarrow SL$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE BERT</td>
<td>0.351 (0.035)</td>
<td>0.178 (0.036)</td>
<td>0.124 (0.041)</td>
<td>0.073 (0.021)</td>
</tr>
<tr>
<td>XLM-R\textsubscript{BASE}</td>
<td>0.408 (0.046)</td>
<td>0.134 (0.021)</td>
<td>0.110 (0.010)</td>
<td>0.070 (0.010)</td>
</tr>
<tr>
<td>mBERT\textsubscript{BASE}</td>
<td>0.374 (0.041)</td>
<td>0.112 (0.012)</td>
<td>0.089 (0.009)</td>
<td>0.053 (0.008)</td>
</tr>
</tbody>
</table>

Table 2: Mean word-level $F_1$ scores of metaphor detection models measured using 5-fold cross validation. The corresponding standard deviations are shown in parentheses. N/A indicates that the model did not converge, i.e. the validation metric did not improve in the training process. We mark the highest mean $F_1$ score in bold.
for each UPOS tag for the CSE BERT model on the four datasets in the monolingual setting. We select this model as it consistently performs well, but we have noticed that the proportions are similar for other models in the monolingual and multilingual setting. On KOMET\textsubscript{full}, we observe that the model most accurately detects the adpositions (82.1\% of them), which present the majority of the annotated metaphors. On the other hand, only 35\% of nouns and 38.4\% of verbs are correctly detected. The proportion of correctly detected noun and verb metaphors increases in the more narrowly focused KOMET\textsubscript{NV} dataset. A similar conclusion can be drawn for G-KOMET, shown on Figure 3c and 3d, although adpositional metaphors do not present the majority in G-KOMET\textsubscript{full}; instead, nouns and verbs present the majority. Therefore, the increase in the detection performance for nouns and verbs is significantly less noticeable in the G-KOMET\textsubscript{NV} dataset.

![Figure 3: Proportion of metaphors correctly detected by CSE BERT in a monolingual setting, grouped by their UPOS tag.](image)

We perform the same analysis for the best performing model in the cross-lingual setting on the KOMET dataset. The results are shown on Figure 4. Interestingly, although it performs significantly
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worse in terms of $F_1$ score, this is primarily a consequence of poorly detecting the adpositional metaphors. On the other hand, the proportion of correctly detected nouns and verbs is equal or better than on KOMET$_{XY}$.

While it does improve the ability of detecting semantically interesting metaphors, ignoring non-noun and non-verbal metaphors is not the ideal solution as these may still be used in some linguistic analyses. More importantly, they can act as constituents of a metaphor composed of multiple words. For example, in the metaphor “spravile ob živce” (“to make someone lose their temper”), the word “ob” is essential for the phrase to be considered a metaphor. We note that the annotation of multi-word metaphors in existing datasets is imperfect as they are commonly annotated as multiple single-word metaphors: e.g., “spravile”, “ob”, and “živce” are labelled as three metaphors.

![Figure 4: Proportion of metaphors correctly detected by XLM-R$_{BASE}$ on KOMET$_{full}$ in a cross-lingual setting, grouped by their UPOS tag.](image)

5.4 Analysis of Subword Score Aggregation

In this additional experiment we test the effect of the strategy used to aggregate subword predictions. As the model tokenizers may break up the input word into multiple subwords, the predictions need to be aggregated to the word level. In our implementation, we use by default the prediction for the first subword as the prediction of the word - we refer to this strategy as first. However, as the subword predictions are made independently, meaning the prediction $\hat{y}_i$ is independent of $\hat{y}_{i-1}$, it is possible that subwords belonging to the same word obtain inconsistent predictions. Therefore, we test two additional aggregation strategies to check if using a different strategy leads to a significant difference in performance:

- **majority**: the prediction of a word is determined as the majority prediction of its subwords;
- **any**: the prediction of a word is metaphor if any of the subwords is a metaphor, and non-metaphor otherwise.

To avoid overfitting the test set, we compare the validation set $F_1$ scores. We test this only for the XLM-R$_{BASE}$ model as its tokenizer is designed to handle 100 languages, so the words are far more likely to get divided into subwords than in the monolingual SloBERTa or trilingual CSE BERT model.

From the results shown in Table 3, we can observe that the difference in performance across the three strategies is minimal and statistically insignificant. The results indicate that the model is likely to track the dependence between predictions in its hidden layers. As the results on XLM-R$_{BASE}$ show no difference,
we skip comparisons for other models as the corresponding tokenizers are equally or less likely to split words into subwords, so the results are unlikely to be different.

<table>
<thead>
<tr>
<th>Model</th>
<th>Strategy</th>
<th>KOMET\textsubscript{full}</th>
<th>KOMET\textsubscript{NV}</th>
<th>G-KOMET\textsubscript{full}</th>
<th>G-KOMET\textsubscript{NV}</th>
</tr>
</thead>
<tbody>
<tr>
<td>XLM-R\textsubscript{BASE}</td>
<td>first</td>
<td>0.662 (0.035)</td>
<td>0.419 (0.024)</td>
<td>0.270 (0.021)</td>
<td>0.226 (0.045)</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>0.663 (0.036)</td>
<td>0.418 (0.021)</td>
<td>0.266 (0.009)</td>
<td>0.219 (0.049)</td>
</tr>
<tr>
<td></td>
<td>any</td>
<td>0.664 (0.037)</td>
<td>0.420 (0.032)</td>
<td>0.272 (0.026)</td>
<td>0.227 (0.056)</td>
</tr>
</tbody>
</table>

Table 3: Comparison of subword prediction aggregation strategies. The prediction for a token is either the prediction for its first subword (first), the majority prediction of all its subwords (majority), or determined as the metaphor if at least one of the subwords is a metaphor, and non-metaphor otherwise (any). The scores are mean word-level $F_1$ scores measured using 5-fold cross validation. The corresponding standard deviations are shown in parentheses.

6 Conclusion

We presented the results of the first word-level metaphor detection attempt on Slovene data, analyzing the performance of the models in a monolingual, multilingual, and cross-lingual setting. Our approach considers metaphor detection as a standard token classification task with minor modifications, such as prediction aggregation and threshold optimization, to account for the specifics of the task. The results show that the models have plenty of room for improvement and perform best at detecting semantically less interesting metaphors, such as adpositions. The inclusion of English data in multilingual experiments has a minor and insignificant effect. The performance drops significantly in the cross-lingual experiments, indicating that there is a limited amount of knowledge that is transferrable from English to the Slovene datasets.

An issue in current metaphor datasets is the disjoint nature of metaphor annotations, i.e. multi-word metaphors are commonly annotated as multiple single-word metaphors which potentially limits options to improve their modeling. In future work, we plan to tackle this issue by proposing an automatic grouping mechanism which will allow modeling metaphor detection as a span extraction task instead of a token classification task.

An additional direction for future work is the introduction of new datasets as resources large enough to train neural networks are only available for a limited set of languages. The introduction of new datasets will enable detection in new domains and languages as well as potentially enable cross-lingual transfer.
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Abstract
The object of this paper is the evaluation of the Archivio Vi.Vo. architecture, developed within the CLARIN-IT consortium for the preservation and accessible consultation of historical oral archives. Following the first case study employing the Caterina Bueno archive, the goal is to now show how this innovative architecture is also suitable for conducting research investigations on the archival data and hosting a different type of archive. The real use case study presented in this contribution, aims at employing the Angela Spinelli archive for conducting a sociophonetic investigation on Tuscan vernacular.

1 Introduction
Thanks to infrastructures such as CLARIN (Common Language Resource and Technology Infrastructure) ERIC, different kinds of data and metadata can be safely stored in federated access repositories to become searchable, accessible in a digital format, standard compliant, interoperable with different tools and software and, most importantly, reusable (Krauwer and Hinrichs, 2014). To reach these goals the CLARIN consortia are committed to providing and making linguistic resources and tools available for social science research. In this regard, the Italian node CLARIN-IT recently developed the innovative Archivio Vi.Vo. architecture (Calamai et al., 2022) for the preservation, access, dissemination and reuse of historical audio archives. The architecture was conceived as a model for safeguarding the digitized content of analog carriers (preservation copies) and to make use of their recorded material (archival units). The internal structure of Archivio Vi.Vo. was specifically designed to make archival data interoperable, compliant with the CLARIN-IT infrastructure and safely deposited in the CLARIN repository. Along with reuse and dissemination, another reason for developing Archivio Vi.Vo. was the necessity to ensure the accountability of previous projects that have been dealing with the digitization and restoration of historical archives, such as Gra.fo (Calamai et al., 2013) (Calamai and Biliotti, 2017), and which risk becoming inaccessible once web portals remain unmaintained. Gra.fo was a two year project jointly conducted by the Scuola Normale di Pisa and the University of Siena (Regione Toscana PAR FAS 2007–2013) with the purpose to discover, digitize, catalogue and partially transcribe oral documents (e.g., oral biographies, ethno-texts, linguistic questionnaires, oral literature, etc.) collected within the Tuscan territory. The aim was to provide first-hand documentation of Tuscan speech varieties and Tuscan oral documents from the 1960s to the present. In the end, the project digitized nearly 3,000 hours of speech recordings stemming from around 30 oral archives collected by scholars and amateurs in the Tuscan territory.

The first Archivio Vi.Vo. case study was conducted on the Caterina Bueno archive characterized by a complex archival history and containing highly heterogeneous audio material such as ethnomusicological data (Calamai et al., 2022). The idea is now to validate the platform for hosting different types of archives, such as oral history archives, and see whether an archive collected within another field of study can still fit inside Archivio Vi.Vo. This paper presents a new case study involving the reuse of the Angela Spinelli archive by first including the data in Archivio Vi.Vo and then optimizing the exploration of

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/
its content for conducting sociophonetic residual investigation on Tuscan vernacular, directly from the platform interface. The structure of the paper is as follows. Section 2 describes the Angela Spinelli archive. Section 3 illustrates the steps for including a new archive within the Archivio Vi.Vo architecture. Section 4 presents the benefits that come from using the platform for research purposes. Finally, section 5 presents the author’s conclusions and future perspectives.

2 The Angela Spinelli Archive

The archive was collected by the historian Angela Spinelli at the beginning of the 1980s. The researcher conducted a series of face-to-face interviews with the inhabitants of small towns around the rural area of Prato along the upper Bisenzio river valley (e.g., Cantagallo, Vaiano, Montemurlo)\(^1\) to ensure the preservation of memories about the historical events happening during the post Second World War period (Spinelli, 1981). The archive is made of 59 audio cassettes (corresponding to more than 120 hours of recording) and a large set of accompanying handwritten material consisting of important research protocol information and annotations made by the researcher during her work (Figure 1). The archive was legally acquired from Angela Spinelli and digitized in 2011 within the Gra.fo project (Calamai and Biliotti, 2017). Since the archive is unfortunately currently unavailable for online consultation from the project website, the Spinelli archive was recently stored into the Archivio Vi.Vo architecture.

Angela Spinelli conducted her research under the supervision of Professor Roger Absalom (Absalom and Spinelli, 1998). Her method of investigation belongs to the field of oral history and consisted of eliciting unedited life histories of rural people born between 1880 and 1930 and belonging to different economic groups (e.g., small owners, sharecroppers, tenant farmers, charcoal burners, coal merchants, shepherds). Her research interest was the memory of everything pertaining to the aspects of the rural/material and associative life between the two world wars. Furthermore, she wanted to verify the essence of the long-term peasant mentality\(^2\), at that time, challenged by the development model of small and medium-sized industries. To do so, she analyzed the periods of crisis (war) and transition (post-war)

\(^1\)Note that at the time of the interviews the area was still pertaining to the province of Florence, whereas from 1992 it became under the Prato jurisdiction.

\(^2\)By long-term mentality she meant the type of peasant mentality for which changes are much slower than the artisanal and worker mentality which have more immediate transitions.
in which the old (rural) mentality was being tested against the new (industrial) one characterized by better job opportunities (in terms of both salary and physical efforts) (Spinelli, 1988). Another interesting aspect of the work of Angela Spinelli, is the use of keywords when interacting with the witnesses, to elicit their memory about the British Second World War refugees and other historical events.

The speakers that participated to the investigation were selected according to their age, origin and other speaker’s recommendations. The interview protocol consisted in conducting three days of interviews and one day of pause in which Angela Spinelli would “close the ring”: listen to the recordings, recapitulate her work and decide with whom and where to move forward with the interviews (Andreini and Clemente, 2007). The selected subjects could either be interviewed individually or in pairs (e.g., mother and son, husband and wife). The interviews started with the collection of personal details and information on the family and social network of the speakers as a way to put them at ease. From that point, the research would invite the speakers to discuss topics, such as: literacy, their relationship with British/American/South African allies, religion (ceremonies and pilgrimages), fascism, the female condition (working as servants, nurses, nuns), farming (the work cycles of coal, wheat, chestnuts, grape harvesting, work tools), diseases, popular culture (proverbial system, legends, superstitions), dowry and female hereditary succession, emigration, the economy, the family structure, life experiences during the first and second world war, marriage systems, land ownership, the resistance period after the Second World War, and “inurbation” phenomenon characterised by people abandoning the rural life for a better job and lifestyle in textile factories and railway construction sites in the nearby city of Prato. As shown in this section, the Spinelli archive is remarkably rich in both the number of hours of recording and the quality of oral history interviews, and it is, therefore, indeed well suited for research reuse purposes.

3 From Preservation Copy to Archival Unit in Archivio Vi.Vo.

The preservation process of a historical archive in the Archivio Vi.Vo. architecture begins with the upload of the digitized archival data in the storage server, followed by the creation of preservation copies within the platform (Calamai et al., 2022). Although the procedure for including archives in Archivio Vi.Vo. is still under development, it is possible to pre-announce that a single-sign-on (SSO) security access is currently being installed to provide different types of access to the archives inside the platform, according to the user and license.
The creation of the preservation copies consists in adding the metadata about the digitized copy of the carriers in Archivio Vi.Vo. The mandatory information is: the denomination of the preservation copy and the digitization date. The creation date is automatically detected by the system, whereas additional information, in this section, can include the names of the people responsible for digitization and of the preservation copy supervisor(s). The required technical information (regarding the original carrier) is: the signature(s) in the original archive, the owner, the container brand and model, the flange brand and model, the tape brand and model, the tape width, the carrier type, the carrier conditions before digitization, the restoration operations conducted before digitization, and additional miscellaneous information (Figure 3). At the end of this process, it is also possible to add photographic material about the carrier (Figure 4).

Figure 3: Preservation copy metadata.

The status of completion of the preservation copies is indicated by a yellow (in progress) or green (completed) dot next to each file. The process of creation can be paused and resumed until the final confirmation after which it is no longer be editable. Most importantly, the deletion of a preservation copy created in Archivio Vi.Vo. does not entail the deletion of the file from the storage server. Between the preservation copies creation and the audio files conversion into the high quality compressed FLAC format, the architecture will soon provide access to the restoration interface (Calamai et al., 2022).

In Archivio Vi.Vo., a customised set of metadata has been defined for the description of the preservation copy, inspired by other international standards for audio material description (IASA Technical Committee, 2009). The project adopted ISAD(G) and ISAAR standards for the archival units which have been interoperable with the CLARIN VLO infrastructure component which is part of CLARIN’s Component Metadata Infrastructure (CMDI) (Calamai et al., 2020).
The Archivio Vi.Vo. section that follows is called description and is dedicated for accessing the content of the preservation copies and creating the archival units. This step is necessary to make the contents of the archive searchable and reusable. As explained in (Calamai et al., 2022) selecting the clips from audio file is needed because multiple communication events (such as conferences, interviews, concerts etc.) might have been recorded on a single carrier. Conversely, a single communicative event might have been recorded on more than one carrier. The communicative events consist in the various possible contents that can be found inside the recordings. In the description interface the audio can be played following the order in which it was recorded. The selection of the clips is done selecting the boundaries of beginning and end of a communicative event either using the slider or manually entering the time length. Once the clips are correctly segmented, descriptive annotations can be added to create the regesto\(^4\) (archival record) in alignment with the audio. For example, they can correspond to the various topics covered during an interview (Figure 5).

\(^4\)Written summarization of an archival unit ((Calamai et al., 2022).
The final result consists in a data structure in which the various contents of each preservation copy are neatly segmented and described, also known archival units, and can finally be safely employed for different purposes.

4 The Case Study

There are many benefits to reusing data, such as replicating studies, validate research claims, and achieving new discoveries, even across different disciplines. In the case of legacy data\(^5\), many scholars in the social sciences domain have shown how reusing (oral) historical archives can help the validation of research claims and the investigation of past, rare or disappeared phenomena that are no longer elicitable. Some examples of reuse of historical archives collected for different research purposes in linguistic investigations are: (De Fina, 2000), (Bornat, 2003), (Van De Mieroop, 2009), (Schiffrin, 2009), (Roller, 2015), (Braber and Davies, 2016), (Renwick and Olsen, 2017) and (Nodari and Calamai, 2021).

As mentioned in section 1, employing the Archivio Vi.Vo. architecture can bring benefit to research projects on archival data. In this case the aim was to explore the content of the Angela Spinelli archive to investigate the presence of a residual phonetic phenomenon in Tuscan vernacular speech and, similarly to (Nodari and Calamai, 2021), to find correlations with social variables characterizing the speakers. The phenomenon under consideration is the phonetic reduction of the double (geminate) consonant /r:/ (rr) into a single /r/ in intervocalic contexts. The analysis is carried out on a set of words containing /r:/ in intervocalic position that also happen (but are not limited) to coincide with the keywords and topics addressed by the researcher during the interviews (e.g., terra (land) > tere, guerra (war) > guera). In past research on the description of Italian dialects along the La Spezia-Rimini isogloss, some authors reported the presence of rhotic degemination phenomena in the nearby territories investigated by Angela Spinelli (Giannelli, 1976) (Rohlfs, 1966). However, until recent times the phenomenon has been under-investigated, especially from a (socio)phonetic perspective, in the Italian and Tuscan scientific literature (Celata et al., 2019). To find evidence of rhotic degemination in a phonetic laboratory would now be impossible since this phenomenon embodies the residual vestige of a past tendency challenged by the diffusion of more standard-like pronunciations involving the maintenance of the singleton–geminate

\(^5\)“Data stored in obsolete audio media by individual researchers outside of archival sites such as libraries or data centres.” 
(Galatà and Calamai, 2019)
contrast. Hence, the necessity to look for degemination phenomena within oral history archives. As in (Nodari and Calamai, 2021), the assumption is that the consultation of past oral data collected within the area, where participants narrate emotional events, such as war or life-threatening situations and during which their speech is potentially less controlled and more spontaneous, could favor the presence of past non-standard forms. This is because during such interview settings the speakers focus more on what is being said rather than how (Labov, 1963).

Once the data were secured, the recordings identified, and described according to the various topics, with the help of the accompanying material (Monachini et al., 2021), the consultation of the interviews through the \textit{regesto} was rapid and accurate. For example, having to look for keywords such as \textit{terra} (land) and \textit{guerra} it was decided to trace back the parts of interviews where the speakers would discuss war events and land cultivation, where they would have had higher chances to appear. Then, to verify the presence of the keywords within the selected interview portions, the corresponding audio was listened to while taking notes on whether the keywords were or were not present. Subsequently, the parts of interviews containing the keywords required transcription and phonetic annotation, and were the only two operations that could not be carried out from the platform. For the purpose of the research, the transcription was carried out manually and only for the interested discourse segments, whereas the data imported in PRAAT (Boersma, 2001) was manually traced back and extracted from the original preservation copy files. Correlations between the phenomenon and social variables of the speakers were, once again, traced back by listening to the audio and consulting the \textit{regesto}. In this case, the sections to look for were those where the speakers would, for example, present themselves and talk about their family. The main advantage Archivio Vi.Vo. brought to this case study investigation was the optimization of the research protocol by reducing the time required for consultation of the data. Without the support of the architecture the whole process, involving listening to the recordings, operating the transcription and only then working on the data, would have been much more time consuming and dispersive.

Regarding the results of this research, it is important to note that the study is still ongoing and comprehensive results are not yet available. However, it could be said that historical oral archives can provide insightful perspectives for sociophonetic research. In particular, a preliminary analysis on part of the occurrences found in the Spinelli archive seems to indicate the presence of degemination in the Prato area and also suggests correlations with social and demographic variables. These findings offer a promising indication of the potential significance of this research, and highlight the importance of further investigation to fully understand the dynamics of degemination in this context. Overall, the ongoing research shows great potential for contributing to the understanding of sociophonetic variation in this area, and has the potential to yield valuable insights into past language usage and its relation to social and historical factors.

5 Discussion and Conclusion

The object of this article was to validate the Archivio Vi.Vo. architecture suitability for preserving different types of archives as well as favoring their reuse for different purposes. After the first Archivio Vi.Vo. case study involving the Caterina Bueno archive, the architecture requires validation for hosting different types of archives and support research projects. This paper presented a second case study involving the reuse of the Angela Spinelli archive to include the data in Archivio Vi.Vo and then optimize the exploration of its content for conducting sociophonetic residual investigation on Tuscan vernacular, directly from the platform interface. In addition, the data is finally be available for consultation and allows for the replication of the analysis, which is exceedingly rare in phonetics research.

What this case study shows is that the platform is, indeed, suitable for hosting a different type of (oral) archive and related accompanying material as well as help the optimization research protocols for what concerns data consultation. The main feature that emerged in this work and makes the platform a valuable research tool is its ability to provide a single environment for all the relevant archive material. This reduces the risk of material dispersion and facilitates the search for correlations between oral data and accompanying material. In the case study presented here, both of these aspects allowed for a quick and accurate retracing of the various details of different oral narratives, such as for reconstruction of the so-
cial network of different speakers. The system does not (yet) provide the ability to extract statistical data information about the data from the platform, but will be taken into consideration for further developments. However, choosing what kind of statistical variables to collect from the platform for quantitative analysis strongly depends on the research goals. In this case, one of the variables of interest was the duration (in milliseconds) of the consonants and preceding vowels that could not be directly extracted and measured directly from the architecture and required the use of PRAAT. As a first step towards linking external tools to Archivio Vi.Vo, could be the integration of already existing resources within CLARIN, such as the Transcription Portal for Interview Data (Draxler et al., 2020)) Given the benefits obtained in terms of saving time and resources with Archivio Vi.Vo, it is possible to conclude that the platform is certainly suitable for supporting research investigations dealing with oral archives, without excluding the possibility of implementing new functions in the future. As more (and different types of) archives are uploaded to the platform, in addition to allowing for more validation examples, it is expected that it will potentially give rise to the implementation of additional features that will allow the use of Archivio Vi.Vo as a research tool to be expanded even further.

Future perspectives regarding Archivio Vi.Vo concern: i) incorporating the SSO federated access to the platform, ii) completing the restoration interface, iii) implementing the possibility to export audio data directly from the platform into software for data transcription and for phonetic analysis and annotation, and iv) promote the use of the platform within the CLARIN and CLARIN-IT consortia training activities.
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Abstract

The paper will showcase the outcomes of the "It-Sr-NER: Web services for named entities recognition, linking and mapping" project for Serbian and Italian languages. The project was a collaboration between the University of Turin and the Society for Language Resources and Technologies JeRTeh, with the goal of creating the It-Sr-NER web service. This service is designed to annotate named entities such as people, places, organizations, ethnicities, events, and works of art in text, and display them on a map.

1 Introduction

The main motivation for starting "It-Sr-NER: Web services for named entities recognition, linking and mapping” project was the lack of tools and resources for annotating, researching, and analyzing bilingually aligned Italian-Serbian texts. At the same time there is a significant absence of corpus tools in the teaching of foreign languages in Serbia, as noted in recent research (Vitaz and Poletanović, 2020). However, on an individual level and through personal initiatives in the teaching of Serbian as a foreign language in Italy and the Italian language in Serbia, it has been shown that corpora can be highly beneficial in many ways and that students are eager to use them in collaborative work and independent research (Moderc, 2015b; Perišić, 2021). One of the challenges in teaching the Serbian language to foreign students is the rich and sophisticated morphology, which includes declensions of toponyms and other named entities that can be difficult for students to recognize and reduce to their basic form. This is due to factors such as similar endings for the masculine and neuter gender in most grammatical cases, the presence of certain toponyms only in the plural form, the so-called *pluralia tantum* (Berane, Udine, etc.), phonetic transcriptions of foreign names, and some orthographic inconsistencies (Vitas and Lažetić-Pavlović, 2008).

A team of experts from the University of Turin and the Society for Language Resources and Technologies JeRTeh have partnered as part of CLARIN’s call "Bridging Gaps" to develop web services for annotating named entities in text. These services ensure the linking of named entities with Wikidata and provide geoparsing, which includes geolocating recognized locations and displaying them on a map. These services specifically target names of persons, places, organizations, ethnicities, events, and works of art as named entities.

The primary objective of the project was to create and publish web applications and services for monolingual and bilingual parallel texts within the CLARIN infrastructure as well as on the platform of the Society for Language Resources and Technologies JeRTeh. The project also aimed to create and publish an Italian-Serbian corpus of 10,000 segments of extracted and aligned sentences, selected from classics of Italian and Serbian literature. The outcomes of the project are not restricted to the Italian-Serbian language combination, the developed services can be used to process texts in twenty-four different languages.

The project was initiated and led by Olja Perišić, a professor at the University of Turin, where she teaches the Serbian and Croatian language. On behalf of JeRTeh, the development of the services was...
led by Professor Ranka Stanković in collaboration with Professor Duško Vitas. Further information about the project can be found on the website of the Society for Language Resources and Technologies JeR Teh, which includes the It-Sr-NER CLARIN compatible named entity recognition (NER), named entity linking (NEL) and geoparsing web services for parallel texts.

2 Italian-Serbian Parallel Corpus

Parallel corpora have been found to be a crucial tool in foreign language teaching as they help, at the beginner level, to acquire morphosyntax and lexis. Observing two or more languages in parallel facilitates contrastive analysis, which allows for the examination of similarities and differences in language structures by providing a large number of sentence examples in context. As Sinclair pointed out at an early stage of development of corpus linguistics: "The language looks rather different when you look at a lot of it at once" (Sinclair, 1991). At the intermediate and advanced level, parallel corpora are an effective tool in teaching translation as they facilitate disambiguation of word senses and definition of polysemic vocabulary, which are often underrepresented in bilingual dictionaries especially for this language combination (Moderc, 2015a; Perišić Arsić, 2018). A translation is always linked to the context of the target language, to the individual style of each translator and his/her interpretation of the original text. The possibility to compare different translations of a single text can highlight any ambiguities or inconsistencies already present in the source text. These ambiguities, due to several linguistic reasons, concern the register and are attributable to various cultural factors, but they are hardly noticed in the monolingual analysis of a text (Perišić, 2023). At the same time, it has been noted that there is a lack of representative parallel corpora even for major world languages (Granger, 2018).

To overcome this problem, as a first step in the project, it was necessary to create an Italian-Serbian corpus of 10,000 aligned segments (sentences) taken from ten different novels. The novels by Italian writers represented in the corpus are: Umberto Eco’s "The Name of the Rose", Carlo Collodi’s "The Adventures of Pinocchio", Elena Ferrante’s "Those Who Leave and Those Who Stay", and Luigi Pirandello’s "One, None and a Hundred Thousand". The corpus also includes five novels by Serbian writers: Ivo Andrić’s "Legends of Anika" and "The Bridge on the Drina", Borisav Stanković’s "Impure Blood", Branislav Nušić’s "Municipal child: the novel of an infant", Danilo Kiš’s "Garden, Ashes". Additionally, the corpus also includes Italian and Serbian translations of Jules Verne’s "Around the World in Eighty Days" in order to support the main task of the project which is annotating named entities.

The novels were aligned and converted to TMX (Translation Memory eXchange) format using the ACIDE program, which is designed for creating parallel corpora (Obradović et al., 2008; Krstev and Vitas, 2011). Figure 1 on the left presents the samples of translation units, which contain the translation equivalents in tag <tuv>. The segments in Italian and Serbian are paired and numbered, with each segment indicating the language through the attribute "xml:lang". The ACIDE program not only creates the TMX document, but also generates an HTML representation, as shown in Figure 1 on the right.

The It-Sr-NER corpus is available on the ILC4CLARIN B Center and can be accessed through the VLO (Virtual Language Observatory). The corpus, in a compressed format, includes the aligned bilingual version, as well as individual monolingual versions, and named entities that have been automatically tagged (as detailed in Section 3). The corpus and additional information can also be found in the Github.

The corpus, which includes the complete novels from which the published version of 10,000 segments were extracted, is not only downloadable but is searchable on the Bibliša digital library. The left side of the Figure 2 presents browsing of documents (novels) with additional possibilities for authorised users for editing of metadata end aligned sentences (on the right).

Parallel corpora are useful for translation research, and the use of concordances in contrastive linguistics can improve the study of cross-linguistic phenomena. The resources developed in this project can

---

1 https://jerteh.rs/index.php/it-sr-ner-3/
2 http://hdl.handle.net/20.500.11752/OPEN–980
3 https://vlo.clarin.eu/
5 http://biblisha.jerteh.rs
be utilized by students of Italian language in Serbia and Serbian language in Italy as they are open and accessible to other students and researchers in tertiary and pre-tertiary education.

3 Web Services for Named Entity Recognition and Linking

The It-Sr-NER services⁶, which are stored in the CLARIN repository, can process not only monolingual texts in 24 languages, but also bilingual texts (represented in the TMX format), and successfully annotate them.

---

⁶http://hdl.handle.net/20.500.11752/OPEN–981
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The ultimate goal of the project was to integrate the developed web services into the European infrastructure for language resources and technologies, specifically the Language Resource Switchboard platform\(^7\). The initial aim to annotate named entities for Italian and Serbian was later extended to other languages for which models were available. These models, which were trained using the spaCy\(^8\) library, were downloaded for each language from the corresponding repository\(^9\) in order to incorporate them.

For Italian, the it\_core\_news\_sm3.4.0 model, which was trained on the automatically created corpus, WikiNER\(^10\), based on Wikipedia text and structure (Nothman et al., 2013), was used. For Serbian, a model trained on the SrpCNNER corpus of old Serbian novels (Šandrih Todorović et al., 2021) available on the European Language Grid (ELG) platform was used\(^11\).

The University Library of Mannheim developed an open source system OpenTapioca\(^12\), which links named entities to concepts in Wikidata (Delpeuch, 2019). By using the spaCy wrapper spaCyOpenTapioca\(^13\), the application can not only recognize and annotate named entities, but also link them with items in Wikidata. The final outcome is a web service that can display recognized named entities on a map.

Four types of web services have been developed: NER, NER+NEL, NEL and geoparsing. Further on, for each service type two services were developed: one for monolingual and one for bilingual resources.

- The NER (Named Entity Recognition) process uses trained language models from the spaCy library to recognize named entities based on the classes listed in Table 1.
- NER+NEL is an extension of the NER process. In addition to recognizing named entities, it also links the annotated entities with Wikidata when possible. This is achieved by using the functions of the spaCyOpenTapioca service, and is applied only to the recognized named entities, which are the text inside the XML tag.
- NEL (Named Entity Linking) is the process of recognizing and linking named entities with Wikidata, using the recognition capabilities of the spaCyOpenTapioca system. The recognized named entities are annotated with the tag \(<\text{WDT}\rangle\) and the class of the named entity is identified using the label attribute.
- Geoparsing - using the geopy library\(^14\) for geolocating named entities of the LOC class that are present in wikidata, and then displaying them on a map using the folium\(^15\) library.

To standardize the labels used for different classes of named entities across language-specific models, unification of tagset is prepared as presented in Table 1. The PERS class label, which marks persons, was set as the default label to which corresponding labels from other models were mapped. Furthermore, the labels denoting locations and geopolitical entities have been unified to the LOC label, regardless of any other labels that may have been used (such as GPE, LC, placeName, or geogName).

The label NORP (nationalities or religious or political groups) for nationalities, political and religious groups from Japanese and Finnish models and NAT\_REL\_POL from Romanian model were mapped to the DEMO label, which denotes demonyms and ethnic relations (Stanković et al., 2021). This mapping is done consistently for all classes and can be found in the configuration file\(^16\). Since some language models have a more extensive set of named entity classes, for example, English has 18 classes and Romanian has 16, a column for ignored labels is defined in the configuration file.

---

\(^7\)https://switchboard.clarin.eu/tools
\(^8\)https://spacy.io/
\(^9\)https://spacy.io/models
\(^10\)https://figshare.com/articles/Learning_multilingual_named_entity_recognition_from_Wikipedia/5462500
\(^12\)https://opentapioca.org
\(^13\)https://pypi.org/project/spacyopentapioca/
\(^14\)https://pypi.org/project/geopy/
\(^15\)https://python–visualization.github.io/folium/
\(^16\)https://github.com/jerteh/It–Sr–NER/blob/main/config/lang_config.csv
<table>
<thead>
<tr>
<th>NER class tag</th>
<th>Description of the entity class</th>
<th>Mapped also</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERS</td>
<td>Names, surnames, nicknames and their combinations (of real people and fictional characters, including gods and saints).</td>
<td>PER (French, German, Italian, Portuguese, Spanish…), PRS (Swedish), PERSON (English, Finnish, Greek, Macedonian…), persNAME (Polish), PS (Korean)</td>
</tr>
<tr>
<td>LOC</td>
<td>Continents, countries, regions, settlements, onyms, bodies of water, names of celestial bodies, city locations.</td>
<td>LOC+GPE (Chinese, English, Finnish, Greek, Macedonian, Romanian…), LC (Korean), placeName and geogName (Polish)</td>
</tr>
<tr>
<td>ORG</td>
<td>Names of companies, political parties, educational institutions, sports teams, hospitals, museums, libraries, hotels, cafes, churches and shrines.</td>
<td>ORGANIZATION (Romanian), orgName (Polish), ORG+GPE_ORG (Norwegian Bokmål), OG (Korean)</td>
</tr>
<tr>
<td>DEMO</td>
<td>Residents of countries, cities, regions or ethnic groups; derived adjectives from the name of the location.</td>
<td>NORP (Chinese Dutch, English, Finnish, Japanese, Macedonian), NAT_REL_POL (Romanian)</td>
</tr>
<tr>
<td>EVENT</td>
<td>Names of events that recur regularly or happened once but they have their own name: natural disasters, revolutions, battles, wars.</td>
<td>EVN (Swedish), EVT (Norwegian Bokmål)</td>
</tr>
<tr>
<td>WORK</td>
<td>Titles of books, plays, poems, paintings, sculptures, newspapers.</td>
<td>WORK_OF_ART (Romanian, Dutch, English, Japanese, Macedonian, Finnish), WRK (Swedish)</td>
</tr>
</tbody>
</table>

Table 1: Named entity classes.

Web services that use named entity linking (NER+NEL and NEL) provide additional information about named entities as xml attributes: the entity type (label), description (desc), and a link to the Wikidata knowledge base (ref), in addition to the classes already associated to the entities.

It was previously stated that the input can be either monolingual or bilingual text. For bilingual resources, the input must be in the form of a valid TMX document. The output of three services for bilingual resources is shown in Figure 3, where the first possibility is NER, the second is NER+NEL, and the third is NEL service, with spacyOpenTapioca-based services linking recognized named entities to items in Wikidata for both languages.

The program code, web services, web application, and parallel corpora from the project have all been released\(^\text{17}\) under open licenses, allowing for free use in research and commercial activities.

The primary development of the project took place from June to September 2022, with further adjustments made during the subsequent fine-tuning phase. In order to achieve all the results, the core team of four researchers received support from an additional three researchers. Adapting the web service to function with the CLARIN infrastructure presented a challenge, but thanks to the assistance of the CLARIN team, the verification and publication of the service were successful. The evaluation was conducted on a limited dataset for Serbian and Italian. Results revealed that PERS and ORG were better identified in Italian than in Serbian, while Serbian LOC performed better. The Italian model did not include DEMO, WORK, and EVENT. Overall, the evaluation indicates the need for further model improvement.

\(^{17}\)https://github.com/jerteh/It–Sr–NER
4 Use Cases

The web services discussed in Section 3 can be accessed and utilised in a variety of ways. Figure 4 illustrates the web services integrated on the Language Resource Switchboard platform. Bilingual resources must be inputted as an XML file (in TMX format), while monolingual resources can be submitted as a text file or entered directly into the provided field on the web application form. The integration of the web service in the CLARIN infrastructure allows for greater visibility and accessibility for researchers and educators, and the ability to easily share resources and collaborate on projects. (de Jong et al., 2022; Draxler et al., 2022)

Figure 5 illustrates an example of the results of processing a bilingual text (submitted as a TMX document) on the CLARIN platform Language Resource Switchboard using the NER+NEL service. The output shows the processing results for both languages presented simultaneously, displaying the named entities recognized and linking them to knowledge base. Each named entity category is color-coded, in order to better visualize the results to the end user.

The figure also illustrates the capability of displaying the link to wikidata and description of an item (determiner), in this case, Florence (Q2044). It is shown that the recognized named entity Florence (Firenze in Italian) is associated with an underlined style, which is a feature of the web services. Users can hover over the underlined text to see the description of the item, this is an additional feature provided to help users understand the context and meaning of the named entities.

The web services described are also accessible via the web application at https://ners.jerteh.rs. This is an implementation of the previously mentioned web application (developed for the It-Sr-Ner project), with embedded API endpoints, that are targeted by the app instance and the Switchboard alike. Since
the API-s are opened to the web, they can also be integrated into other applications (e.g. for Python applications by using the requests module). Also, since the complete application is available in open access, other instances of it can be run on user-computers locally (which requires certain packages to be preinstalled) or run as another instance (with the same capabilities) on the web. With each of these methods providing access to the services with the same functionality, users can choose the method that
best suits their needs to access the web services. Here’s an example how to send requests using the Python
requests module to access the web services:

```python
# Define the endpoint and parameters
endpoint = "https://ners.jerteh.rs/ner"
params = {"text": "example text", "language": "en"}
# Send the request
response = requests.post(endpoint, json=params)
# Print the response
print(response.json())
```

In this example, the endpoint is set to the Named Entity Recognition service and the parameters include
the text to be processed and the language of the text. The requests module is used to send a POST request
with the parameters as JSON. The response is then printed in JSON format. This example can be adapted
to use other services and parameters as needed.

```python
import requests

# choose language - lang
# @param ["ca", "zh", "hr", "da", "nl", "en", "fi", "fr", "de", "el", "it",
lang = "it"
# choose service option - feat
# @param ["ner", "nel", "ner nel", "geo"]
feat = "nel"
# use api
API_KEY = ["file", "data", "lng", "feat"]
url = 'https://ners.jerteh.rs/api'
params = dict(key=API_KEY, data=data, lng=lang, feat=feat)
res = requests.get(url, params=params)
```

All of the mentioned services offer two different formats for displaying the processing results: HTML
and XML. This is demonstrated in the following example. Figure 6 shows the processing of text entered
directly into the text box for Italian. A selection of language and the NER service option were also
selected, and as a result, HTML was generated. The frame with the resulting HTML contains javascript-
powered button that, when clicked, downloads the mentioned XML result to a local computer. Additionally,
using the NEL and NER+NEL services, the output is similar, but it includes links to annotated
wikidata items. Furthermore, this service also provides a description of the entity by mouse-over event
on the entity, by using the description of the corresponding item in wikidata. Current implementation is
using description of tagged named entities in English, provided by embedded library, regardless of the
text language. Descriptions in English are the most common, because wikidata is the most developed for
that language, so it is implemented in this version. In the next versions of the service, the approach will
be modified so that the description language corresponds to the text’s language.

As with the previous web services, geoparsing is available for both bilingual and monolingual
resources. Only recognized named entities of the LOC class by NER+NEL are displayed on the (HTML-
based) map. Figure 7 illustrates geoparsing for a small monolingual text in Italian. It shows the location
of the named entities recognized in the text on a map, providing a visual representation for each location
mentioned in the text, which can be useful for various research and educational purposes.

It should be noted that for different languages, there may be variations in the recognition of named
entities and differences in geoparsing due to several reasons:

- For the given language, there may not be a corresponding item (headword) in the knowledge base
  for the annotated entity.
- The named entity in Serbian (or any other language with rich inflections) may not be recognized
  because the system does not recognize inflected forms for the language (such as cases different from
  the nominative singular: Srbije, Beogradu, etc.).
- The translation equivalents (in this case study Serbian and Italian) may not be literal, so the named
  entity may not appear in one of the equivalents (see segment number 1994 in Figure 5 and entity
  Mar Nero).
These variations and differences occur due to the specific characteristics of the languages and the resources used. However, the services were developed to handle these variations and differences as much as possible and to provide accurate and useful results for the end users.

Figure 7: Geoparsing of text and presentation of locations on OpenStreetMap.

5 CQL Corpus Search

Sketch Engine\textsuperscript{18} is a widely used tool for exploring the workings of language, based on the analysis of corpora compiled from authentic texts of billions of words. The Sketch Engine allows users to search for a word, phrase or pattern, and results can be presented in various forms such as word sketches, concordances, word lists, frequency graphs, sketch differences, etc. This tool is widely used by researchers,

\textsuperscript{18}https://www.sketchengine.eu/
educators and linguists to analyze and understand language usage, patterns and trends. It was developed by Adam Kilgarriff and his team at the Institute of Formal and Applied Linguistics at the Charles University in Prague and it is a popular tool in the field of corpus linguistics. With its sophisticated features, it allows users to easily extract information from large corpora and analyze it in different ways. (Kilgarriff et al., 2004; Kilgarriff et al., 2014)

NoSketch Engine is an open source edition of the Sketch Engine, which offers core corpus processing and search features, but does not include advanced features such as word sketches and preinstalled corpora. A NoSketch Engine node is installed and maintained by the Society for Language Resources and Technologies JeRTeh, and provides access to several monolingual and bilingual corpora, some of which are available to authorized users only.

The ItSrNER corpus in NoSketch is part of speech annotated and lemmatized using TreeTagger (Schmid, 1999). The Italian part of corpus is tagged using TreeTagger parameter file prepared by Prof. Achim Stein, University of Stuttgart (Schmid et al., 2007) with 38 tabs in the tagset. The Serbian parametric language parameter file is trained on the harmonized resources, which have been manually annotated within different projects (Stanković et al., 2020), consulting the system of morphological electronic dictionaries of the Serbian language (Krstev, 2008; Vitas and Krstev, 2012). The POS tagset for Serbian part is Universal Dependencies Tagset

The ItSrNER corpus can be freely accessed and searched using CQL (Corpus Query Language). Figure 8 presents parallel concordances of ItSrNER corpus for query: *family* (Italian: *famiglia*, Serbian: *porodica*) with an option that NER tags are visible.

![Figure 8: Annotated aligned ItSrNER corpus with NER tags on on NoSketch engine platform.](https://noske.jerteh.rs/#dashboard?corpname=srpELTeC)

When researching the translation of location names, including those with adjectives, advanced CQL queries can be used to limit the search to the context of annotated location named entities. Figure 9 presents a page with a simple CQL query \[\text{tag}="\text{ADJ}\]+\[\text{tag}="\text{NOM}\] within \text{<loc>}, which retrieves concordances with the names of locations in the following form: noun preceded by one or more adjectives. The accuracy of the labeling of named entities, especially the class association of the named

---

19https://noske.jerteh.rs/#dashboard?corpname=srpELTeC
20https://www.cis.lmu.de/ schmid/tools/TreeTagger/
21https://www.cis.lmu.de/ schmid/tools/TreeTagger/data/italian-tagset.txt
22https://universaldependencies.org/u/pos/index.html
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entity, is not always correct, as can be seen in the first example.

```
"Rum per il Guercio I" sbratì <loc> Santo Papo</loc>
<loc> con la voce rauca e il suo accento spagnolo ,
pensando di essere all'osteria e allargando le mani
come se lo crocifiggissero .
```

```
La moglie poco dopo morì e il fratello pazzo finì nel
monastero del <loc> Santo Padre Prohor</loc>.
```

```
Mi trovavo ai cancelli dell' <loc> Nuovo Pignone</loc>
, scoparono taffugli, scappavano.
```

**Figure 9:** Advanced CQL query within `<loc>` tag.

6 Conclusion

In the paper, we discussed the outcomes of the It-Sr-NER project, which is a web service for annotating named entities for 24 languages and displaying them on a map, with the case study on Italian and Serbian parallel texts. The project was supported by the Common Language Resources and Technology Infrastructure, CLARIN ERIC, and involved a collaboration between the University of Turin and the Society for language resources and technologies JeRTeh. The goal of the project was to improve the teaching of Italian and Serbian languages and to support translation studies. The lack of specific language technologies for the Serbian language has for years been an obstacle in the introduction of the new methodologies in teaching like corpus-based and Data Driven learning. Isolated efforts to incorporate corpora into teaching, although efficient, do not provide enough incentive for researchers and educators in the field of teaching Serbian as a foreign language. At the same time if the students are introduced to corpora and other linguistic tools through proper training, they may gradually develop researcher attitude which allow them to be more creative and to participate actively in the construction of their own learning process.

The primary outcome of the project was the release of a suite of web services for monolingual and bilingual parallel texts available on the CLARIN platform Language Resource Switchboard. Additionally, the project accomplished several secondary objectives that were equally important, such as the creation and publication of a parallel Italian-Serbian corpus, and the development of a web application and service on the JeRTeh platform for language resources and technologies. In total, eight services were created, four for monolingual and four for bilingual resources. These services can process text through direct input at the sentence level, or by processing user-uploaded files. The services also include linking of named entities with wikidata and geoparsing. While the project focused on Serbian and Italian resources, the developed services are capable of processing texts in 24 languages.

Additional research will be conducted to promote the use of the web services and integrate them into teaching. A key objective is to expand the corpus and enhance the model for annotating named entities and linking them to knowledge bases.
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Abstract

We present BabyLemmatizer, a hybrid lemmatizer and POS-tagger for Akkadian, the language of the ancient Assyrians and Babylonians, documented from 2350 BCE to 100 CE. In our approach the text is first POS-tagged and lemmatized with TurkuNLP trained with human-verified labels, and then post-corrected with dictionary-based methods to improve the lemmatization quality. The post-correction also assigns labels with confidence scores to flag the most suspicious lemmatizations for manual validation. We demonstrate that the presented tool achieves a Lemma+POS labeling accuracy of 94%, and a lemmatization accuracy of 95% in a held-out test set. We also apply the lemmatizer to a previously unlemmatized text corpus to test it in practice.

1 Introduction

Application of computational methods to historical text corpora provides interesting opportunities for studying large-scale phenomena that are difficult to perceive through close reading of texts. This often requires careful normalization of the language, because in many past societies spelling conventions were not fully standardized, and the corpora can contain documents written in several synchronic and diachronic variants of the language. The languages can also be morphologically complex, which further complicates even such fundamental tasks as searching for all attestations of a word in the corpus.

One way to normalize historical languages is lemmatization, which labels words with their dictionary forms regardless of their morphology and spelling. In this paper, we present a lemmatizer for Akkadian, an extinct language that was widely used as a lingua franca in ancient Mesopotamia.

The motivation for this tool emerges from close co-operation between the FIN-CLARIN coordinated Language Bank of Finland and the Centre of Excellence in Near Eastern Empires, a University of Helsinki-based research project focusing on the study of the Near East in the first millennium BCE. As part of this co-operation, the Language Bank of Finland collects corpora of ancient Mesopotamian texts written in the Akkadian language in the Korp concordance service. Korp offers several useful functionalities for historians, from flexible search options to generation of statistics from text metadata as well as map views and timelines (Borin et al., 2012).

At present, Korp hosts a version of the Open Richly Annotated Cuneiform Corpus (Oracc), which comes with human-verified lemmatization. The next Akkadian corpus to be included in Korp is Achemenet, which has not been manually lemmatized. The only Akkadian lemmatizer currently available (Tinney, 2019) requires extensive human supervision. To minimize the need for human intervention, our aim is to lemmatize the Achemenet corpus by first training the TurkuNLP’s (Kanerva et al., 2021) universal lemmatizer using the available Oracc data, and then applying simple dictionary-based post-correction scripts.

Sahala developed BabyLemmatizer and wrote sections 1, 3, 4, 5, and 6. Valk and Alstola corrected the lemmatizations in manual evaluation. Valk wrote section 2 and Alstola section 2.1. Lindén was the team leader. The current version of BabyLemmatizer is available at https://github.com/asahala/BabyLemmatizer.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecommons.org/licenses/by/4.0/.

1 https://korp.csc.fi/
2 http://oracc.org/
3 http://www.achemenet.com/

2 The Akkadian Language

Akkadian is an extinct East Semitic language (Hasselbach-Andee, 2021). It is attested in hundreds of thousands of inscriptions primarily from modern Iraq, but also from other sites across the Middle East. The earliest evidence of Akkadian comes in the form of personal names in texts from the Early Dynastic III Period (ca. 2600–2450 BCE). The oldest exemplars of continuous Akkadian text hail from the Sargonic Period (2350–2170 BCE), when the language was adopted for official purposes by the Akkadian Empire. After this period, the language is generally attested in one of its two main dialects: Assyrian (2000–600 BCE) and Babylonian (2100 BCE–100 CE) (Kouwenberg, 2012), both of which can be divided into different stages of development. From the second millennium BCE onward, there is also a literary dialect of Akkadian known as Standard Babylonian (Hess, 2020). Although most historical speakers of Akkadian appear to have lived in modern Iraq, the language served as a scholarly and diplomatic lingua franca in the Middle East for much of the second millennium BCE (Vita, 2020). Vernacular Akkadian died out in the first millennium BCE. Nevertheless, Akkadian continued to be used as a language of scholarship into the first centuries of the Common Era (Geller, 1997).

The corpus of Akkadian texts is vast, numbering approximately 10 million published words (Streck, 2010). This number will only grow as more Akkadian texts in museum collections are published and others are recovered from the Middle Eastern soil. Making this corpus available for computational analysis offers tremendous opportunities for future research. Yet Akkadian presents serious difficulties for automatic reading. Like other Semitic languages, Akkadian morphology employs nonconcatenative root-pattern morphotactics in stem formation and concatenative morphotactics in the attachment of various grammatical affixes to the stems. For example, the verbal form ludlul "let me praise (it)!" consists of the first person singular precative suffix \{\textit{lu}\} attached to the preterite stem \{\textit{dlul}\}, which is formed from the root \textit{dll} of the verb dalalu "to praise". Although the morpheme boundaries are transparent in this example, various morphophonological processes often obscure the underlying structure of the word, complicating recognition of the root radicals (von Soden, 1995). These difficulties are apparent in the following derived surface forms of the verb warā "to go up": \textit{umda}"ir "he commanded", \textit{umtēr} "I assign", \textit{ırama} "he proceeded to" (von Soden, 1995).

Another layer of complexity emerges from the use of the cuneiform script to write Akkadian (Streck, 2021). The cuneiform writing system first developed toward the end of the fourth millennium BCE to represent the Sumerian language, which is unrelated to Akkadian. It was only in the 24th century BCE that cuneiform was adapted to represent Akkadian. The cuneiform script is logo-syllabic. Signs usually represent either a syllable or a logogram. But signs can also represent determinatives, grammatical markers, and phonetic complements. Determinatives mark words as belonging to categories that include male and female personal names, divine names, geographical names, the material of an object, and types of animals. Grammatical markers are attached to logograms and convey information like whether a noun is plural. Phonetic complements can be appended to logograms to suggest to the reader the intended grammatical form of the verb represented by a logogram.

In Akkadian transliteration, logograms are represented in capital letters and named after their base reading values in Sumerian rather than Akkadian. For this reason, the character level relationship between the graphemic and phonemic forms of logographic spellings is typically suppletive. Many logograms are also ambiguous and can have different readings in different contexts. For example, the Sumerian logogram IGI (depicting an eye) can indicate any form of the words ınu "eye", pānu "front", mahru "before", and amāru "to see". Because Sumerian does not have the same phonemic repertoire as Akkadian, the cuneiform script with its inherited Sumerian values does not align perfectly with the needs of the Akkadian language. The syllabic values of cuneiform signs often collapse phonemically distinct Akkadian consonants like the dentals /t/, /t/ and /d/, and the velars /g/, /k/, and /q/. The cuneiform sign with the syllabic value /ig/ can, for example, also represent the syllables /ik/ and /iq/, while the sign /ud/ can also represent /ut/ and /u/. Many cuneiform signs have multiple possible syllabic, logographic, and other values. The correct reading for any sign can only be determined contextually.

Akkadian has few fixed spelling conventions. The Akkadian verbal form ıddin "(s)he gave it" can, for instance, be spelled syllabically as \textit{id-din}, \textit{i-din}, \textit{id-di-in}, or \textit{i-di-in}. Although Akkadian is generally
written syllabically, scribes sometimes favored the use of Sumerian logograms, especially in certain genres of text. The verbal form *iddin* "(s)he gave it" can therefore also be rendered with logographic and logo-syllabic spellings like SUM and SUM-*in*. The multiplicity of spellings and sign readings in Akkadian pose special challenges to lemmatization and morphological analysis. The training data for any lemmatizer must enumerate the full range of possible logographic, syllabic, and other sign readings, as well as account for the breadth of different spellings.

2.1 Digital Resources

For an extinct language, Akkadian is fairly well resourced, and texts comprising about 3–4 million tokens (words) in total have been digitized. However, only a fraction of all Akkadian texts exist in a digital format, and even fewer texts have been lemmatized. According to an estimate by Streck (2010), the known Akkadian texts contain up to 10 million words, which indicates that the current digital corpora represent only about one third of the total word mass. Some larger text corpora are Archibab with 22,500 Akkadian texts, the Cuneiform Digital Library Initiative (CDLI) with 14,000 texts, Oracc with 13,000 texts, and Achemenet with 5,000 texts.

These four projects highlight the current diversity in the standards of digitizing Akkadian texts. The texts in Oracc have been linguistically annotated and can be downloaded as JSON files, and they are thus well suited for computational analysis without much further processing. The Akkadian texts in Oracc comprise about two million lemmatized tokens in total. At the other end of the spectrum, the Achemenet texts are provided as transliterations with some metadata and occasional translations, and they can only

---

4This figure is our estimate. There are no surveys that report accurate estimates, nor studies that indicate how much overlap different resources have.

5https://www.archibab.fr/

6https://cdli.mpiwg-berlin.mpg.de/

7There is overlap between the corpora, but the number of duplicates is difficult to estimate. A complete but somewhat outdated survey of Akkadian digital resources is given in Charpin (2014). The number of texts in Oracc was counted in February 2023, and the number of texts in Archibab, CDLI, and Achemenet was retrieved from their websites in January 2023.
be accessed as HTML files published on the website. Many texts in Archibab have been lemmatized, but it is not possible to download the annotated data. The texts in CDLI are only transliterated, but they can be easily downloaded. CDLI is also the largest database of cuneiform language metadata, containing information about 350,000 cuneiform texts or their fragments, including 88,000 written in the Akkadian language.

The limited availability and uneven geographic and chronological distribution of lemmatized texts pose problems for the computational study of the Akkadian language. The majority of texts in Oracc have been written in the Neo-Assyrian period (934–612 BCE), whereas CDLI focuses on texts from the Old-Babylonian (2003–1595 BCE) and Neo-Assyrian periods, Archibab on texts from the Old-Babylonian period, and Achemenet on texts from the Persian period (539–331 BCE). Because a large quantity of lemmatized texts is readily available only from the Neo-Assyrian period, it is currently not possible to do diachronic or cross-cultural studies of the Akkadian language with computational methods. Using the lemmatizer described in this paper, we aim to alleviate this problem by creating a large corpus of lemmatized texts from the Neo-Babylonian (in our context, 626–539 BCE) and Persian periods. For this purpose, we have acquired a corpus of 3,000 texts from Achemenet and are in the process of collecting additional transliterated text corpora from our colleagues.

3 Previous Work

Due to the previously discussed complexity of the Akkadian morphology and script, lemmatization is considered a mandatory step in making any digital corpus of Akkadian searchable or suitable for computational analysis (Maiocchi, 2019). To date, however, only Oracc provides an extensive and downloadable dataset of lemmatized Akkadian texts, totalling about two million lemmatized words. Oracc is lemmatized using a dictionary-based tool known as L2 (Tinney, 2019), which populates new texts with lemmata and part of speech (POS) tags based on a labeled glossary extracted from previously lemmatized texts. Texts are then checked manually word-by-word, filling in lemmata for out-of-vocabulary words and resolving possible ambiguities.

In addition to L2, there are also other tools for Akkadian lemmatization (Sahala, 2021). The earliest prototype was a two-level morphology by Laura Kataja and Kimmo Koskenniemi, which was also the first attempt to morphologically analyze and lemmatize Semitic discontinuative morphology (Kataja and Koskenniemi, 1988). A more practical dictionary-based lemmatizer was developed by Simo Parpola and Robert M. Whiting for the use of the Neo-Assyrian Text Corpus Project in the late 1980s, but the source code or description of the system has not been published.8

A recent morphology-based lemmatizer is Bamman’s finite-state morphology for Old Assyrian (Bamman, 2012), capable of lemmatizing and morphologically analyzing Old Assyrian letters from transliteration. The only finite-state morphology for Babylonian is BabyFST (Sahala et al., 2020). However, at its current state, it is not capable of disambiguating the morphological analyses or lemmatization, and it requires the input text to be normalized into phonological transcription (e.g. inaddin “he gives”) instead of transliteration (e.g. SUM or i-na-din, i-na-di-in), which is the standard way of rendering Akkadian texts in the Latin alphabet.

The system presented in this paper aims to improve four aspects of the existing Akkadian lemmatizers:

1. Handling out-of-vocabulary (OOV) words that are problematic for dictionary-based methods.
2. Handling ambiguity by producing exactly one analysis per word form.
3. Providing a simple self-evaluation of the lemmatization results to minimize the need for manual processing.
4. Offering a possibility to train a specific model for the required task, such as annotation of a certain domain of texts that belong to a specific time period, genre, or dialect.

---

8Personal communication with Parpola.
3.1 Relevance to CLARIN

The Language Bank of Finland aims to improve the accessibility and usability of cuneiform corpora by hosting them in Korp. Currently Korp hosts a version of the Oracc corpora providing some additional means to work with the cuneiform texts, such as statistics based on text metadata, plots of the provenance of texts on a map (see Figure 2), and search by lemma and POS-tagging by preprocessing previously unannotated texts with the BabyLemmatizer. Currently, Achemenet, a linguistically unannotated corpus of 3,000 Neo- and Late Babylonian texts (from the mid-first millennium BCE), is being added to Korp.

![Figure 2: A screenshot of Korp’s map feature showing provenances of texts where Akkadian words kaspu "silver", hurāṣu "gold" and annaku "tin" are mentioned in Oracc.](image)

4 Description of BabyLemmatizer

BabyLemmatizer is a hybrid lemmatizer that utilizes predictive features of neural networks to handle out-of-vocabulary words and dictionary-based lemmatization for previously known word forms. The neural lemmatization is based on a character level representation of the Akkadian transliteration, whereas the dictionary-based method is based on word form tokens. During the lemmatization process, the input stream follows standard Oracc transliteration guidelines with the exception of converting determinatives into capital letters as if they were logograms. This conversion aims to reinforce the logographic nature of determinatives and to guide the neural network to not confuse them with similar signs that represent phonetic sequences. For example, capitalizing the determinative of geographical locations {ki}
into \{KI\}, associates it more closely with the logogram KI "land" than the syllabic reading ki of this same sign.

Currently the backbone of our tool is the Turku Neural Parser Pipeline (TurkuNLP) (Kanerva et al., 2018), a state-of-the-art neural lemmatizer built around Dozat’s POS-tagger and parser (Dozat et al., 2017). We first train a model for TurkuNLP using Oracc data to provide input text with raw lemmatization and POS-tagging, and then apply this model on the source text and run dictionary-based post-corrections on the result to improve the lemmatization accuracy. In our system, the post-correction involves three distinct steps:

The first step overrides all predictions for in-vocabulary words to minimize the effect of mislearned character level relationships between spellings and their lemmata. We calculate the degree of ambiguity for all lemmatizations in the training data and create a master glossary of word forms that have a low degree of ambiguity, and use this dictionary to override all lemmatizations of in-vocabulary words. The degree of ambiguity for a word form is considered to be low, if any lemma+POS label constitutes over 60% of all the labels assigned to it in the training data. At this step, we leave ambiguous words untouched.

The second step aims to assign correct lemmata to words that are known to be ambiguous based on the training data, especially those written with logograms. We calculate co-occurrence probabilities for lemmata and their adjacent POS-tags in the training data, and then assign the most likely lemmata for all word forms in the text based on their POS contexts. We rely on POS-tags instead of surrounding lemmata due to the high POS-tagging accuracy of the TurkuNLP’s tagger (ca. 97% for Akkadian), and because the Akkadian corpus is fairly small, which makes using adjacent word-forms or lemmata infeasible. In addition to determining the most likely lemmatization for an ambiguous word form, this step also allows us to reconfirm that our close-to-unambiguous lemmata determined in the previous step are probably correct. This information is later used to score the confidence of our lemmatizations, explained in the next subsection.

Finally, we apply various other post-corrections to the data, such as removing the lemmatization from numbers and words that occur in badly damaged sections of the tablet. These parts are easy to detect, because in the Akkadian transliteration unreadable signs are indicated with the symbol x, as in x-x-in-nu. This is done to make the lemmatizations more consistent with Oracc conventions, which generally leave too badly damaged and thus unrecognizable word forms unlemmatized. We also heuristically detect some obvious lemmatization errors, such as verbs that show impossible or very unlikely dictionary form patterns. An example of this would be cases in which a word has been labeled as a verb in the POS-tagging process, but lemmatized as if it were a noun. This is possible, because many Akkadian nouns and adjectives derive from verbs. Nonetheless, these can only be flagged for human editors, rather than fixed automatically especially for word forms that do not exist in the training data.

4.1 Confidence Scoring

All lemmata are assigned with a confidence score based on the post-correction steps they have passed. This aims to help Assyriologists in finding the most likely incorrect lemmata from the text and maximize the efficiency of manual lemmatization corrections. OOV logograms and logo-syllabic spellings receive the lowest class of 0 as the relationship between logographic spellings and their lemmatizations is generally suppletive. Syllabic spellings of OOV words receive a confidence score of 1, as they are possible to predict but they cannot be verified by the post-correction process. Of the highest confidence classes, the score of 3 is given to all words that have passed the first post-correction step and thus have been considered to be unambiguous or close to unambiguous. This score is raised to 4, if the lemmatization also passes the second post-correction step and is thus verified to exist in a previously seen part-of-speech context. Remaining in-vocabulary words, namely those with high ambiguity that cannot be resolved by their POS context, are given a confidence score of 2.
5 Evaluation

For evaluation, we train ten models for the first millennium BCE Babylonian texts from Oracc comprising ca. 500,000 Akkadian words in total.\textsuperscript{12} The texts represent a wide variety of genres, ranging from astronomical diaries and sign lists to royal inscriptions and legal texts. Everyday texts such as legal transactions are written in the Neo-Babylonian (Late Babylonian) dialect of Akkadian, while literature and royal inscriptions are written in Standard Babylonian, an archaic literary variety of the language (Hess, 2020). We use a text-wise 80/10/10 train/dev/test split and estimate the model’s accuracy against two baseline models by using 10-fold cross-validation.\textsuperscript{13} As the Oracc data is divided into several sub-projects that contain texts that belong to similar genres, we do not shuffle the texts before building our data, but instead pick our 80/10/10 splits in order to ensure that all the sets have a somewhat balanced distribution of different text genres.

Our first baseline model is a dictionary-based lemmatizer and POS-tagger that labels the word forms in our test set with their most common lemmata and POS-tags seen in the training data. To measure the effect of our post-corrections, we use TurkuNLP without any post-correction scripts as the second baseline model. The results are presented in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Lemma</th>
<th>POS</th>
<th>Lemma+POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>84.42 ±0.33</td>
<td>88.83 ±0.31</td>
<td>82.71 ±0.34</td>
</tr>
<tr>
<td>TurkuNLP</td>
<td>86.19 ±1.32</td>
<td>97.32 ±0.10</td>
<td>85.31 ±1.31</td>
</tr>
<tr>
<td>BabyLemmatizer</td>
<td>94.94 ±0.17</td>
<td>97.32 ±0.10</td>
<td>94.03 ±0.35</td>
</tr>
</tbody>
</table>

Table 1: Average accuracy (%) based on 10-fold cross-validation.

In addition to validating the lemmatization and POS-tagging accuracy, we examined the distribution of the confidence classes in our evaluation set. Table 2 presents lemmatization accuracies in different confidence classes, as well as the proportion of lemmata that are assigned to each confidence class in our evaluation setting.

<table>
<thead>
<tr>
<th>Confidence score</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>30.66%</td>
<td>56.71%</td>
<td>69.57%</td>
<td>96.25%</td>
<td>98.40%</td>
</tr>
<tr>
<td>Lemma-%</td>
<td>0.86%</td>
<td>3.87%</td>
<td>0.49%</td>
<td>52.10%</td>
<td>42.67%</td>
</tr>
</tbody>
</table>

Table 2: Confidence score distribution after all post-correction steps.

The above confidence score distribution also reveals BabyLemmatizer’s capability to handle out-of-vocabulary words. As the confidence scores of 0 and 1 are assigned for out-of-vocabulary syllabic spellings and logo-syllabic spellings respectively, we can observe that the system is able to assign correct lemmata for 30.66% of the OOV logo-syllabic spellings and for 56.71% of the OOV syllabic spellings.

5.1 Manual Evaluation

To test our lemmatizer in practice, we apply it to a sub-corpus of Achemenet comprising 107,778 words.\textsuperscript{14} These are primarily Babylonian legal and administrative texts from the Persian period. Although this sub-corpus has a different genre and time period distribution than our previous test sets, the texts were not completely out-of-domain, since our training data included 371 legal documents from the Hellenistic period (late first millennium BCE) comprising 107,403 words, and 87 texts from the Persian period comprising 5,893 words. For administrative texts, our training data comprised only 34 texts totaling 1,734 words. We use a model trained with the same Oracc data and train/dev/test split as in our evaluation setting described above, with an added glossary of Akkadian personal names from the

\textsuperscript{12}Every model uses the same hyperparameters.
\textsuperscript{13}In this experiment we use the default network architectures for training TurkuNLP’s lemmatizer and tagger.
\textsuperscript{14}The texts were provided to us by the Achemenet project in December 2020.
Prosobab database (Waerzeggers and Groß et al., 2019). We then generate glossaries of the most common words that were assigned with the two lowest confidence classes and manually correct lemmata and POS-tags for word forms in the glossary file that have a frequency of >3 (for class 0) and >5 (for class 1) in the data. For two text groups in Achemenet (CT 55 and Bel-remanni) both of these frequencies were >2. There were 315 unique corrected word forms, comprising 3.87% of the unique word forms covering 4.77% (5,037) of the 107,778 words in the sub-corpus.

To measure the accuracy of the lemmatizer and the effect of our manual corrections, we randomly select texts from our lemmatization results amounting to ca. 1,000 tokens for manual evaluation. We first evaluate the initial lemmatization without any manual corrections to the glossaries as a baseline. Then we apply our corrections to the lemmatization results in two ways: first, as a part of our master glossary of unambiguous lemmata (used in step 1 of post-correction), and second, by adding our manual corrections to the training data for TurkuNLP to see how much the system can learn from the corrections. The training data is added by first lemmatizing the text with a corrected master glossary and then replacing all words with the lowest two confidence scores with underscores to prevent the neural network from learning likely erroneous lemmatizations. The results are shown in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>Lemma</th>
<th>POS</th>
<th>Lemma+POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>93.0%</td>
<td>94.6%</td>
<td>90.2%</td>
</tr>
<tr>
<td>Glossary Override</td>
<td>96.2%</td>
<td>96.0%</td>
<td>93.8%</td>
</tr>
<tr>
<td>Retrained NN</td>
<td>96.6%</td>
<td>96.1%</td>
<td>94.5%</td>
</tr>
</tbody>
</table>

Table 3: Improvement in accuracy after corrections.

As can be seen from Table 3, our Lemma+POS labeling accuracy improves 4.3% when manually correcting only 3.87% of the unique word forms. The final results can be considered satisfactory for our current needs, which are to make the corpus searchable in Korp and to use it for lexical analysis.

6 Conclusions

We presented a hybrid lemmatizer and POS-tagger for Akkadian, and demonstrated an increase of ca. 10% in Lemma+POS labeling accuracy compared with our baseline models. We also tested the lemmatizer on a previously unlemmatized Akkadian corpus with a different chronological and genre distribution than our training data. This test demonstrated that the system can reach a Lemma+POS labeling accuracy close to 95% after minor manual corrections.

As our future work, we plan to try a different input format for training the neural networks. Both the POS-tagger and the lemmatizer used in TurkuNLP split input words into sequences of characters, which is relevant for languages using alphabetic writing systems, but not necessarily for languages that use logo-syllabic writing. Our preliminary tests show that by splitting syllabic signs into sequences of characters but preserving logograms as tokens yields slightly more reliable results for both in-vocabulary and out-of-vocabulary words. We have also experimented with providing more context data (immediately adjacent POS-tags) for the lemmatizer already when the neural network is being trained, which also seems to improve the lemmatization accuracy.

We plan to integrate the morphological analyzer BabyFST to BabyLemmatizer, as BabyLemmatizer can be used to disambiguate morphological annotations at least on the lemmatization and POS-tagging level.

We also plan on training BabyLemmatizer for other cuneiform languages such as Sumerian and Urartian, as well as some Akkadian dialects (Assyrian) and sister languages such as Eblaite.
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Abstract

This article presents a work-in-progress doctoral project that explores measuring text readability in Sesotho, a Bantu language spoken by more than 10 million speakers across Southern Africa. The main project adopts a classical readability formulas approach to text readability analysis. We aim to adapt nine existing readability metrics into Sesotho using English as a higher-resourced helper language. So far, five resources have been developed as part of the study. The rule-based and the TeX-based syllabification systems, the syllable annotated wordlist, and the grade 12 exam reading comprehension and summary writing corpus have been published on the South African Centre for Digital Language Resources’ (SADiLaR) online repository. The machine-translated corpus is still under development. This article describes the progress of the PhD project by overviewing the basic digital language resources developed for the project. The metrics under consideration for adaptation into Sesotho are also briefly discussed.

1 Introduction

Automated text readability evaluation has been applied in different application domains such as finding educational materials (Collins-Thompson, 2014). The scholarship of text readability has continued for over a century (Collins-Thompson, 2014; De Clercq and Hoste, 2016). To date, more than 200 metrics have been developed (DuBay, 2004). However, indigenous African languages have been neglected in this area (Sibeko and Van Zaanen, 2021). As a result, matching texts of the right level of readability to readers such as books for learning and teaching in languages where no metrics are available depends on each assessor’s intuition. Undoubtedly, intuition-based choices are likely to be flawed, inconsistent and influenced by the content of the text. Unfortunately, although textbooks are the most important teaching material in language teaching discourse, inappropriate textbook use can deskill both language teachers and language learners (Mohammed et al., 2022). Deskilling can be propelled by a mismatch between textbooks and intended readers (Zamanian and Heydari, 2012). Such dissonances can result from incorrect levels of readability which can be expected when texts are chosen based on intuition. To reduce the chances of deskilling the language reader, it is essential to have a system for objectively estimating the readability of reading texts of varied lengths such as textbooks and comprehension texts.

Post-graduate research projects have made significant contributions to the scholarship of text readability. Researchers have used various methods to study text readability, including classical readability metrics (Kondru, 2006; Feng, 2010; Janan, 2011; Bendová, 2021), machine learning (Sjöholm, 2012; Andova, 2017), Natural Language Processing (Dios, 2016), deep learning (Alkaldi, 2022), and eye-tracking (Newbold, 2013). Furthermore, other research has adapted existing readability metrics to lower-resourced languages (Bendová, 2021). Unfortunately, research in lower-resourced languages such as Sesotho is restrained by the lack of training data. As a result, machine learning approaches are not feasible.

This article reports on a work-in-progress doctoral project on measuring text readability in Sesotho using classical readability metrics. A brief overview of writing in Sesotho is presented (Section 2) followed...
by a brief synopsis of the classical readability metrics that are adapted in the main project (Section 3). Then the relevance of the project to CLARIN via SADiLaR is briefly highlighted (Section 4) followed by a discussion of the resources produced as part of the project (Section 5). The article is concluded with a discussion of future works (Section 6).

2 Contextualising Sesotho

Sesotho is used by more than ten million speakers in a few countries in Southern Africa including South Africa, Lesotho, and Zimbabwe (Marupi and Charamba, 2022; Sibeko and Setaka, 2022). In fact, it is one of the official languages in Lesotho, Zimbabwe, and South Africa. It is used as a language for learning and teaching in these countries as either a mother tongue, second language, or marginalised language. It is also used for media, political, religious, and other uses. Even so, a recent investigation of the Sesotho Basic Language Resource Kit (BLARK) content has revealed that there is a severe shortage of digital language resources available for Sesotho (Sibeko and Setaka, 2022). As such, Sesotho remains a low-resourced language (Roux and Bosch, 2019; Sibeko and Setaka, 2022). Consequently, automating the process of objectively investigating text readability in Sesotho using classical readability metrics requires the development of a few basic language resources.

In addition to the lack of necessary resources which hinders the development of objective automated metrics for measuring text readability in Sesotho, there are two widely recognised orthographies for Sesotho. The two orthographies are differentiated by the two countries with the most speakers of Sesotho. They are therefore labelled accordingly as the South African Sesotho (SAS) orthography and the Lesotho Sesotho (LS) orthography. The main differences between the two orthographies include the use of w and y in the SAS orthography as opposed to the use of o and e in the LS orthography for representing semivowels. This is exemplified in example 1 below.

(1) Ke wena le yena. - SAS.
   It’s you and her.
   ‘It’s you and her.’

   Ke oena le eena. - LS.
   It’s you and her.
   ‘It’s you and her.’

   The LS orthography also uses l in place of d, and c in place of the digraph tj. The differences are exemplified in example 2 below.

(2) O dula a tjha. - SAS
   He always is burning.
   ‘He is always burning.’

   O lula a cha. - LS
   He always is burning.
   ‘He is always burning.’

   Although differences such as preferences for certain single letters do not affect the results of the metrics adapted in the main project, the different representations of the semivowels will affect syllable identification. Furthermore, the use of single letters in one orthography and the use of digraphs in another orthography may affect average word lengths. Beyond orthography, there may be region-based vocabulary variations in Sesotho. For instance, see Lemeko (2018) for a discussion of region-based variations of SAS. Nonetheless, these variations are not within the scope of the current project. The research focus is limited to the effects of orthographic conventions.
3 Classical Readability Metrics

The doctoral project described in this article focuses on how text readability could be measured in Sesotho. An automated process for measuring text readability in Sesotho is desired. We believe that classical readability metrics are a good place to start. We identified a total of nine classic readability formulas for adaptation into Sesotho. These metrics are used in the Python 3.2 readability package\(^1\). All nine metrics have been used in previous research on South African educational texts, for instance, see Sibeko and Van Zaanen (2021). The readability metrics that we hope to include in our web-based platform for measuring Sesotho text readability are briefly described below. In-depth discussions of these metrics are provided elsewhere, for instance, see Heydari (2012) and Zamanian and Heydari (2012).

3.1 Syllable-Based Metrics

Four of the readability metrics identified are based on syllable information. The metrics are described below.

3.1.1 Flech-Kincaid Grade Level (FKGL)

The FKGL uses US grades for labelling readability levels (Kincaid et al., 1975). For example, a score of 10 corresponds to the tenth-grade (Toyama et al., 2017). The FKGL metric uses the following formula:

\[
FKGL = 0.39\left(\frac{\text{#tokens}}{\text{#sentences}}\right) + 11.8\left(\frac{\text{#syllables}}{\text{#tokens}}\right) - 15.59
\]

The process for calculating readability follows four steps. First, the total number of words is divided by the total number of sentences and multiplied by the weight given to sentence difficulty, i.e., 0.39. Second, the total number of syllables is divided by the total number of words and multiplied by 11.8, which is the weight given to average word difficulty, that is, the average number of syllables per word. In the third step, the resulting numbers from the first and the second steps are added together. Finally, 15.59 is subtracted from the result of step 3 (Boles et al., 2016).

The FKGL metric was developed for the United States Navy. However, it is suitable for use in multiple contexts including educational contexts (Zhang et al., 2019).

3.1.2 Flesch Reading Ease (FRE)

Flesch’s (1948) FRE is calculated using the following formula:

\[
FRE = 206.835 - 1.015\left(\frac{\text{#tokens}}{\text{#sentences}}\right) + 84.6\left(\frac{\text{#syllables}}{\text{#tokens}}\right)
\]

The FRE formula outputs scores between zero and 100 (Flesch, 1948). While a text with a score of 100 should be easily readable to a language learner with a fourth-grade education, a text with a score of 0 requires at least a college graduate level for reading with ease.

FRE is one of the most used classical readability formulas. In fact, when combined, the FKGL and FRE can be used for both first and second-language texts (Greenfield, 2004). Both FRE and FKGL are integrated into Microsoft Office (Bendová, 2021). As a result, they can be easily used by anyone who uses Microsoft office products. Furthermore, the FRE metric is the most adapted to other languages (Bendová and Cinková, 2021). For instance, it has been adapted to Italian, French, Spanish, German, Russian, Danish, Bangla, Hindi, and Japanese.

3.1.3 Gunning Fog Index (GFI)

The GFI identifies foggy words which are words comprised of more than two syllables (Zhang et al., 2019; Gunning, 1952; Gunning, 1969; Gunning, 2003). The GFI follows four steps. First, the number of words used per sentence is averaged. Second, the number of foggy words is counted. Third, the percentage of foggy words in the sample is calculated. Finally, the totals are added and multiplied by 0.4 (Eleyan et al., 2020). The following equation is used in the GFI:

\[^1\text{https://github.com/andreasvc/readability/}\]
The readability score generated by the English equation above typically falls within the range of 6 to 20. A score of 6 indicates that the text is suitable for a sixth-grade reading level, while a score of 20 or higher suggests that the text is appropriate for advanced readers, such as those in university postgraduate programs.

3.1.4 Simple Measure of Gobbledygook (SMOG)

When calculating SMOG for long texts, three samples are used, one from the beginning of the text, one from the middle, and one from the end of the text (McLaughlin, 1969; Zhou et al., 2017). Each sample comprises ten sentences. The samples are used to calculate SMOG using the following formula:

$$\text{SMOG} = 3.1291 + 1.043 \sqrt{\#\text{polysyllabic words} \times \left( \frac{30}{\#\text{sentences}} \right)}$$

Polysyllabic words as indicated in the formula refer to words with more than two syllables (Kasabwala et al., 2012). The SMOG formula also outputs US grade levels.

3.2 Word-Length-Based Metrics

Four of the selected classical readability metrics are based on word lengths. The four metrics are described below.

3.2.1 Lasbarhetsindex (Lix) and Rate Index (Rix)

Lix was originally developed for Swedish (Björnsson, 1983). For access, we use the English version as a point of reference. It is suggested that ten samples comprising ten sentences each be analysed when estimating both Lix and Rix (Anderson, 1983). The Lix and the Rix formulas pay special attention to ‘long words,’ that is, words that have more than six characters. The Lix formula is presented in table 1.

<table>
<thead>
<tr>
<th>Lix</th>
<th>Rix</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Lix} = \left( \frac{#\text{words}}{#\text{sentences}} \right) + \left[ \frac{#\text{long words}}{#\text{words}} + 100 \right])</td>
<td>(\text{Rix} = \frac{#\text{long words}}{#\text{sentences}})</td>
</tr>
</tbody>
</table>

Table 1: The Lix and the Rix formulas

The Lix formula outputs numbers that are then converted to grade levels. Anderson (1983) states that fractions can be ignored. This is particularly important in instances where adjusting the scores changes the predicted grade. For instance, when adjusting a Lix score of 47.99 to 48.0, the predicted grade level changes from the 11th to the 12th grade.

The Rix metric is an adaptation of the Lix metric (Courtis, 1987; Anderson, 1983). It considers the ratio of long words to the number of sampled sentences. While shorter texts may be considered as a whole, longer texts may use sentence sampling methods. The Rix metric assigns grade levels through the formula presented in table 1.

3.2.2 Coleman-Liau Index (CLI)

The CLI metric also uses a sampling method (Coleman and Liau, 1975). First, the text is divided into shorter samples of 100 words each. Second, the samples are counted. Third, the number of characters in each word from the samples is calculated. Fourth, the number of characters per word is divided by the number of samples. Fifth, the number of sentences is counted. Sixth, the number of sentences is divided by the number of samples. Finally, the results are applied to the following formula:

$$\text{CLI} = 0.0588 \left( \frac{\#\text{letters}}{\#\text{samples}} \right) - 0.296 \left( \frac{\#\text{sentences}}{\#\text{samples}} \right) - 15.8$$

According to Coleman and Liau (1975), samples should end with complete sentences. As a result, CLI samples may contain a little less or more than 100 words depending on the last complete sentence sampled.
3.2.3 Automated Readability Index (ARI)
ARI is derived from fractions representing predictions of word and sentence difficulty (Kaur et al., 2018; Smith and Senter, 1967). The process follows a few steps. First, sentence lengths are averaged and multiplied by 0.5. Second, word lengths are averaged and multiplied by 4.7. Third, the totals are combined and 21.43 is deducted. The grade level is assigned through the following formula:

\[ \text{ARI} = 4.7 \left( \frac{\text{#letters}}{\text{#words}} \right) + 0.5 \left( \frac{\text{#words}}{\text{#sentences}} \right) - 21.43 \]

Letters as used in CLI and ARI, refer to all letters and numbers that build words (Zhang et al., 2019). Thomas et al. (1975) describe it as strokes representing each word.

3.3 Frequency-List-Based Metric
One frequency-list-based metric was identified from Python 3.2’s readability package. The metric is described below.

3.3.1 Dale-Chall Index (DCI)
The DCI metric uses a frequency list (Dale and Chall, 1948). The frequency list is based on a list of 3000 words that a grade 4 learner is expected to be familiar with (Stocker, 1971). Difficult words are considered as those that do not appear in the list. Variations include words in plural forms, verbs that end in -s, -ed, -ing, and -ied, adverbs that end in -ly, names of both people and organisations [note that organisation names are counted only two times per 100-word sample], abbreviations, and compound words (Barry and Stevenson, 1975). DCI is computed using the following formula:

\[ \text{DCI} = 0.0496 \left( \frac{\text{#words}}{\text{#sentences}} \right) + [11.8 \left( \frac{\text{#difficultwords}}{\text{#words}} \right) \times 0.1579] + 3.6365 \]

It is advisable to use the whole text when texts are too short for sampling. For longer texts, one may sample four sets of 100 words per 2000 words (Barry, 1980; Dale and Chall, 1948).

3.4 Summary
Two important things can be noted from the nine classical readability metrics briefly overviewed in this article. First, the metrics use specific processes for estimating appropriate readability and grade levels. It is important to consider these processes. For instance, this is useful when considering the minimal corpus size necessary for adapting the metrics to Sesotho. Second, the metrics use specific weights that may need to be adapted to Sesotho. For instance, syllable lengths may have minimal effect on the level of readability and therefore need to carry minimal weighting. Additionally, it is not possible to investigate the effect of syllable lengths on Sesotho texts without a system for identifying the syllables. For this reason, we need the resources that are developed in the doctoral project discussed in this article.

Moreover, it is important to consider the expected outputs from the formulas. This is most important for formulas that do not output grade levels, for instance, the FRE, Lix and Rix. For these metrics, we may need to redefine the conversions to suit the context of Sesotho and to reflect South Africa’s grade levels. In spite of being used in multiple contexts, the classical readability metrics have been criticised for failing to measure comprehension (Tanprasert and Kauchak, 2021). Furthermore, the use of frequency lists, such as in the DCI list of common words, has been criticised for failing to account for specialised meanings (Yan et al., 2006). Even so, the classical readability metrics remain relevant to our project since our focus is not on meaning or comprehension but on the ease with which the text can be read.

4 Relevance to SADiLaR
This PhD project is conducted at North-West University which hosts the South African Center for Digital Language Resources (SADiLaR). SADiLaR is an observer at the CLARIN European Research Infrastructure Consortium. North-West University functions as a hub of a network of linked nodes for
SADiLaR. There are currently six nodes including four universities and two independent research entities. SADiLaR is a national center supported by the South African Department of Science and Innovation as part of the South African Research Infrastructure Roadmap (Wilken et al., 2018; Roux and Bosch, 2019). It has an enabling function with a focus on all official languages of South Africa (Roux and Ndinga-Koumba-Binza, 2019). It supports research and development in language technologies and language-related studies in the humanities and social sciences. The center impacts three domains, namely, (i) humanities and social sciences, (ii) language technology, and (iii) socio-economic domains. This doctoral project benefits from SADiLaR’s humanities and social sciences domain which focuses on building research capacity. For instance, several capacity-building training opportunities were freely provided by SADiLaR. The project also benefits from the language technology domain which focuses on the development of high-level resources and NLP tools for use in applications. For instance, some of the resources discussed in this article resulted from collaborative work with experts from SADiLaR. Furthermore, the project has contributed to the development of digital language resources as part of the main project in adapting classical readability metrics to Sesotho.

5 Developing Resources for Sesotho

This section describes five resources developed for the project. Two syllabification systems are described, followed by three annotated datasets.

5.1 Syllabification Systems

A survey of Sesotho digital language resources listed on SADiLaR’s repository web interface indicated the absence of syllabification systems for Sesotho (Sibeko and Setaka, 2022). For this reason, previous assessments of the readability of Sesotho texts using classical readability metrics relied on the manual extraction of textual properties such as syllable information. Sadly, using annotators to manually extract Sesotho syllable information from written texts is laborious (Krige and Reid, 2017). Additionally, reliance on such manual methods for extracting textual properties would not suffice for the envisaged automated tool. For this reason, two syllabification systems were developed. The systems are briefly described below.

As a tonal language, Sesotho carries tone by vowels and nasal consonants (Guma, 1982; Sekere, 2004; Mohasi et al., 2011). According to Guma (1982), nasal consonants, that is, two simple nasal consonants n and m and two complex nasal consonants ŋ and ñ, and the lateral consonant l can occur as syllables. Furthermore, vowels [a, e, i, o, u, ē, ĭ, o, and u] can function as syllables (V). The vowel-only syllables can occur at word initial, word medial, and word-final positions. Nasal consonant-only (C) syllables can also occur in these positions. However, only the complex nasal consonant ŋ can occur at word-final position (Demuth, 2007). Finally, syllables can be composed of consonants and vowels (CV). Table 2 presents the syllable types, subtypes, and examples for each subtype. The syllable boundaries are indicated by the use of dashes (-).

We based our syllabification rules on Guma’s (1982) syllable types. For testing the system, we extracted syllabification information from Chitja’s (2010) dictionary. The process for extracting syllable information from the dictionary and creating a wordlist is described in section 5.2.1. The wordlist represented all syllabification types presented in Table 2. The rule-based system achieved an accuracy rate of 99.69%. We also experimented with a TExX-based approach. We used the wordlist [see section 5.2.1] for training and testing the machine learning system. This system achieved an accuracy rate of 78.92%. The lower accuracy rate of the TExX-based system is attributed to two unavoidable shortcomings. First, we noticed that there was some human oversight while manually cleaning the training corpus. Second, the TExX-based system cannot handle single-letter syllables at the beginning or end of words. Both systems are publicly available on SADiLaR’s repository (see Sibeko and Van Zaanen (2022a)).

---

2SADiLaR indexes both publicly available, and privately hosted digital language resources. For resources that are not publicly accessible, only metadata is indexed. The contact details of the host and sometimes the creators are then provided in case one needs access to the resource. The repository can be accessed online at [https://repo.sadilar.org/](https://repo.sadilar.org/).

---
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Table 2: Syllabification rules and examples.

5.2 Annotated Datasets

5.2.1 Syllabified Wordlist

As part of developing the syllabification systems, we developed a gold-standard syllable information annotated corpus. We extracted dictionary entries and syllable information from Bukantswe ya Machaba ya Sesotho ‘The international dictionary of Sesotho’ (Chitja, 2010). Each dictionary entry contains valuable pieces of information. See, for instance, example 3 below.


In example 3, the dictionary entry indicates the Sesotho word, Diepollo ‘exhumation’, then provides pronunciation information in brackets (di-e-pu-l-law), the English translation ‘exhumations’, the definition ‘Ketso tsa ho epolla kapa ho ntsa ntho e epetsoeng tlasa mobu. Ketso ya ho ntsa bafu mabitleng.’ Which translates to ‘[T]he act of unearthing things buried under the soil. Acts of digging up deceased people from their tombs.’ Finally, a similar word is provided, that is ‘bon. kepollo’ which in this case is the singular form: ‘exhumation’. For our project, we extracted the dictionary entries, followed by the pronunciation information as in the example below

(4) Diepollo (di-e-pu-l-law) - SAS

Exhumations (ex-hu-ma-tions)

As illustrated in example 4, pronunciation information was not always consistent with orthographic conventions. In instances of such inconsistencies, the wordlist was manually cleaned on a word-for-word basis to ensure consistent orthography. For instance, we altered the pronunciation information at example 4 above. That is, we adjusted the third syllable which illustrated a high tone o by using the letter ‘u’, as in pu and the fifth syllable which indicated a lower tone o by using the digraph ‘aw’. The modified syllables are presented in example 5 below:
Some pronunciation information included words ending in non-syllabic consonants, others changed the spelling such as in example 4, and others had incorrectly placed syllable boundaries. All of these issues were manually checked and fixed. After manual cleaning and fixing orthographic inconsistencies, we obtained a total of 13,551 words. The cleaned wordlist was also uploaded onto SADiLaR’s repository (see Sibeko and Van Zaanen (2022b)).

5.2.2 Reading Comprehension and Summary Writing Texts

We were granted access to grade twelve exam question papers by the South African National Department of Basic Education (DBE). Grade twelve is the high school exit grade in South Africa. We have since extracted reading comprehension and summary writing texts from the exam question papers. We did this for all eleven official languages of South Africa. The texts in our corpus are split into two categories, that is, the home language (HL) and the first additional language (FAL). Previous research indicated that the English exam texts show consistently lower readability levels for the HL texts as opposed to the FAL texts (Sibeko, 2021; Sibeko and Van Zaanen, 2021). The lengths of texts in the collection vary according to the orthographies such as disjunctive and conjunctive, and text types such as reading comprehension and summary writing. Consistently, the lengths of summary texts are about a third of the reading comprehension texts in all eleven languages. The corpus has been uploaded to SADiLaR’s repository (see Sibeko and Van Zaanen (2022c)). We hope that the differences in text readability and linguistic complexity are uniform throughout the different languages.

5.2.3 Machine-Translated Corpus

Previous studies evaluating the text readability of Sesotho texts, for instance, Krige and Reid (2017) and Reid et al. (2019), assumed that classical readability metrics that are based on syllable information and word-length-based textual properties can be directly used in Sesotho without taking the differences between the superficial textual features of English and Sesotho into consideration. However, it is evident from other studies adapting the weights of these textual features to language-specific conventions that the metrics cannot be applied to new languages without adjustments. The syllabification systems described in this article enable the automatic identification and counting of syllables. This is already different from previous research on Sesotho text readability. However, we still aim to adapt the metrics to the specific context of Sesotho. Such an adaptation is important for accounting for differences in superficial text properties between Sesotho and English. A gold-standard corpus with clear levels of text difficulty is needed to develop an automated readability model (Van Oosten et al., 2010; François and Fairon, 2012). Unfortunately, Sesotho, like other LRLs, does not have corpora readily annotated with levels of difficulty (Filho et al., 2016). The use of translated texts may provide a solution to this lack of levelled texts. For instance, the texts can be easily levelled according to grades in English.

It was observed that when Obonerva’s (2006) readability model that was trained on fiction texts was evaluated on non-fiction texts, exaggerated readability levels were observed (Solovyev et al., 2018). Since we hope that education stakeholders such as teachers, parents, learners, textbook authors, and examiners can use our envisaged automated tool for analysing Sesotho text readability, we are training our models on educational texts. We are relying on texts collected as part of Sibeko and Van Zaanen’s (2022c) corpus described in section 5.2.2 above. We identified texts from grade 12 Sesotho HL and FAL examinations from the collection. As a rule of thumb, we followed Zamanian and Heydari’s (2012) guideline that a text should have at least 200 words for metrics like FRE and FKGL to be applied successfully. As a result, we identified texts of no less than 200 words each. In the end, we could only use longer reading comprehension and summary texts.

For an illustration of the texts collected, table 3 presents the original Sesotho summary writing text from the December 2012 question paper together with the unedited translation from Google translate. In

---

3Since 1994, South Africa recognises eleven official languages, that is, Afrikaans, English, IsiNdebele, IsiXhosa, IsiZulu, Sepedi, Sesotho, Setswana, SiSwati, Tshivenda, and Xitsonga. Efforts are being made to officialise Sign language as the twelfth official language of South Africa.
Ho bohlokwa ho ba le dikamano tse ntle le baahisane. You live together and should help each other in times of trouble. However, relationships have challenges when the neighbor likes the news. Meet your neighbor often and share ideas to improve your lives. By sharing information, your neighbor will realize that you are working hard to get what you have. Whether he wants to add to the house or buy something, advise him where to find things at a low price. This way she will see that you care about her and support her.

When you share dreams and aspirations, make sure that your words do not give him the suspicion that you are proud, otherwise he will look for a way to distract you. Some of the things should be your secrets. When he asks you questions about something, give a longer answer that answers his questions. If there is something that does not satisfy you, speak clearly and humbly, solve the problem in a way that will not cause conflict. If your neighbor thinks that you are a high-class person, don’t do things that confirm that idea. Stay humble at all times, don’t pretend to be better than him. If this neighbor lies about you, ignore it and wait for someone else to point it out and take the step to talk about it.

<table>
<thead>
<tr>
<th>Ho phedisana le baahisane ba mona</th>
<th>Living with your neighbours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho phedisana le baahisane ba mona</td>
<td>It is important to have good relations with your neighbors. You live together and should help each other in times of trouble. However, relationships have challenges when the neighbor likes the news. Meet your neighbor often and share ideas to improve your lives. By sharing information, your neighbor will realize that you are working hard to get what you have. Whether he wants to add to the house or buy something, advise him where to find things at a low price. This way she will see that you care about her and support her. When you share dreams and aspirations, make sure that your words do not give him the suspicion that you are proud, otherwise he will look for a way to distract you. Some of the things should be your secrets. When he asks you questions about something, give a longer answer that answers his questions. If there is something that does not satisfy you, speak clearly and humbly, solve the problem in a way that will not cause conflict. If your neighbor thinks that you are a high-class person, don’t do things that confirm that idea. Stay humble at all times, don’t pretend to be better than him. If this neighbor lies about you, ignore it and wait for someone else to point it out and take the step to talk about it.</td>
</tr>
</tbody>
</table>

Table 3: Sesotho FAL 2012 summary writing text extracted from the February-March exam together with the corresponding Google translation of the Sesotho FAL 2012 summary writing exam text.

this version of the text, we have removed the sentence markers <utt> that were inserted during Sibeko and van Zaanen’s (2022c) tokenization and sentence segmentation process. The text contains examples of figurative language. The Google Translate machine translation in table 3 indicates that at least all the words are successfully translated. Even so, instances of figurative language used in the Sesotho source text were translated out of context and new meanings were created.

The machine translations were post-edited to enable checking whether meaning influenced the readability of texts. Our translation corpus contains the original Sesotho texts, the original machine translations, and the human post-translation versions. The post-editing brief indicated that texts should not be changed unless meaning had been lost. As a result, the human post-edited versions, machine translations such as liking the news were adapted to meaning-appropriate constructions such as nosy neighbours.

6 Conclusion

This article reported a work-in-progress PhD project. A survey of methods used for measuring text readability in low-resource languages indicated a prevalence of adapting classical readability metrics from high-resourced languages such as English. One of the common methods for adapting classical readability metrics was the use of translated texts between higher-resourced languages as helper languages and lower-resourced languages. Classical readability metrics use shallow textual features such as (i) the number of words, and (ii) the lengths of sentences, both of which can easily be counted, (iii) syllabic information for which we had to develop systems, and (iv) a frequency wordlist. Four resources were created and made available on the SADiLaR repository. One more resource is still under development. The resources include both gold-standard corpora and basic digital language resources such as syllabification systems. Finally, we identified the metrics we hope to adapt to Sesotho while also indicating the textual properties considered by each metric. At this point, we have put together most of the necessary tools for the identification and assessment of surface-level textual properties used in the nine readability metrics chosen. The main aim of the bigger study is to develop a platform for automated measurement of the readability of Sesotho texts. To this end, future works include the development of a list of frequently
used words in Sesotho which will then enable the adaptation of the Dale-Chall index to Sesotho. Furthermore, all nine metrics will be adapted and a web-based platform will be developed and made publicly accessible.
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Abstract

WebLicht is a workflow engine that gives researchers access to a well-inhabited space of natural language processing tools that can be combined into tool chains to perform complex natural language analyses. In this paper, we present WebLicht-Batch, a web-based interface to WebLicht’s chainer back-end. WebLicht-Batch helps users to automatically feed large input data, or input data of multiple files into WebLicht. It disassembles large input into smaller, more digestible sizes, feeds the resulting parts into WebLicht’s pipelining and execution engine, and then assembles the results of such processing into files that preserve the usual input-output dichotomy.

1 Introduction

WebLicht is a web-based application that allows users to easily create and execute tool chains for linguistic analysis. No software must be downloaded or installed as all computation is delegated to tools that WebLicht knows about and interacts with on users’ behalf (Hinrichs et al., 2010).

For a couple of reasons, WebLicht has a size limit on the data that users can upload for processing. First and foremost, WebLicht must take into account the analysis capabilities of the services it gives access to. While some services can cope with a large amount of data, others struggle with much less data to process. Second, WebLicht needs to keep the computation time of the services connected to WebLicht within a reasonable limit, and network-related socket timeouts need to be avoided, if possible. And third, but last, the output of the analyses can get rather large, but this is usually connected to the first two items.

In this paper, we present WebLicht-Batch, a browser-based service built upon the WebLicht backend that helps users to invoke WebLicht with large input. Our work also supports users that need to process a set of text files at once. Rather than submitting them manually to WebLicht, users can upload them as a collection archive so that WebLicht-Batch can process the collection item by item. Both usage scenarios are intertwined with each other in cases where a collection of files contains one or more large files.

2 Background

WebLicht is an execution environment for natural language processing pipelines. It uses a service-oriented architecture (SOA), where web services can be combined into processing chains. Chains are executed via sequential HTTP POST requests to services on the chain; here, the output of service \( n \) is the input to service \( n + 1 \) in the chain. Most services in WebLicht use Text Corpus Format (TCF)\(^1\) as their input and output, and each service usually adds one or more annotation layer(s) to the result file.

Fig. 1 shows the main architecture of WebLicht. WebLicht makes use of a harvester to gather CMDI-based metadata of WebLicht-compatible web services from participating metadata repositories.\(^2\) For the following discussion, take the Charniak parser (Charniak, 2000), which is addressable via a persistent identifier\(^3\) that points to the CMDI-based metadata description of the tool. Each service description obtained from such harvesting describes a service in terms of its name (e.g. “Charniak Parser +POS”), the

---

\(^1\)https://weblicht.sfs.uni-tuebingen.de/weblichtwiki/index.php/The_TCF_Format
\(^2\)https://weblicht.sfs.uni-tuebingen.de/apps/harvester/resources/services
\(^3\)http://hdl.handle.net/11022/0000-0000-8496-1

processing it performs (e.g., “BLLIP Parser is a statistical natural language parser including a generative constituent parser (first-stage) and discriminative maximum entropy reranker (second-stage). This service comes with the default model provided by BLLIP parser”), contact information, its life cycle status (e.g., “production”), and a WADL URL, which gives a service description in terms of the Web Application Description Language.\footnote{https://www.w3.org/Submission/wadl}

Note that the WADL description only lists the service’s endpoint\footnote{For the Charniak parser this is the URL http://weblicht.sfs.uni-tuebingen.de/rws/parsers/service-charniak/annotate/parse, together with the mediaType of the request as well as its response, usually of type “text/tcf+xml”.} Information that informs WebLicht’s Pipelining and Execution Engine is encoded outside of WADL in the CMDI-based web service description. Fig. 2 visualizes this metadata using the CMD Orchestration Metadata Editing Tool (COMET).\footnote{https://weblicht.sfs.uni-tuebingen.de/comet}

Here, it is specified that the input must be in English and complemented with TCF-based annotations for tokens and sentences, and that the output will add annotations layers for part-of-speech tags and parsing tagsets.\footnote{See the appendix for an example of a TCF-based input representation.}

Note, however, that none of the metadata fields specify the size of the input as tool selection or invocation constraint.

At the time of writing, WebLicht harvests all repositories known to the CLARIN Center Registry of which 27 repositories have WebLicht web service descriptions of 572 services.\footnote{The harvester has an update interval of 2 hours, and hence the overall tool range of WebLicht may change that frequently, see the harvester report at https://weblicht.sfs.uni-tuebingen.de/harvester/resources/report.} Frequently used services that are part of commonly-used NLP pipelines are installed and hosted directly on our institution-based servers, but most services run on many different servers in Germany and worldwide.
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The WebLicht GUI\(^9\) provides users with a web-based interface to upload their data and get it processed by their NLP pipeline of choice. In WebLicht’s Easy Mode, users can choose among pre-defined processing chains that match often-used linguistic pipelines.\(^10\) In Advanced Mode, users are supported to build permissible tool chains to customise or finetune the processing for the intricacies of the task at hand.

WebLicht as a Service (WaaS) is a REST service that executes WebLicht chains.\(^11\) Unlike the WebLicht web application, WaaS does not require a browser, and hence prevents browser-specific issues from arising such as file size upload limits. Also, it does not impose on users to perform the rather mundane task of actioning a GUI to get processing started. With WaaS, users can run chains from their UNIX shell, scripts, or programs. Once users have defined a chain in the WebLicht browser interface, they can download the chain, and then they can execute a HTTP POST request with the multipart/form-data encoding to invoke WaaS with the chain in question and the input data.\(^12\)

Note, however, that WaaS is not always the solution to process a single large file, or a collection of smaller files. First, there are some services in the WebLicht tool space that cannot handle large files per se. Once they fail on large input, the entire processing chain fails and no output is returned to users. In this case, users will need to manually split the input into smaller entities, get them processed one by one, and assemble the individual results into a compound entity. Also, some users are not comfortable mechanising such enterprise with a program script.

### 3 WebLicht-Batch

Fig. 3 depicts the central idea of WebLicht-Batch. A large plain text input file is split into multiple smaller files at sentence boundaries. Each individual file is then sent to WebLicht’s pipelining and execution engine that processes the file with the NLP pipeline chosen by the user. The result of processing each file is captured in TCF format; they are then assembled to form a compound TCF-based result file. When users submit a ZIP file to WebLicht-Batch, each file in the archive is processed is the same manner. In addition, a ZIP file is constructed that contains the results of processing the individual files.

WebLicht-Batch makes use of WebLicht’s pipelining and execution engine and provides, in addition,\(^9\) https://weblicht.sfs.uni-tuebingen.de/weblicht
\(^10\) See the appendix for an easy-chain that makes use of the Charniak parser.
\(^11\) https://weblicht.sfs.uni-tuebingen.de/WaaS
\(^12\) For instance, by executing curl commands such as `curl -X POST -F chains=@chains.xml -F content=@inputFile -F apikey=apiKey https://weblicht.sfs.uni-tuebingen.de/WaaS/api/1.0/chain/process > result` – Note that an apiKey must be acquired from the WaaS website.
an API to upload a file (in plain text format, or ZIP format), to upload a chain, to start (or cancel) the batch process, to get processing information, and to retrieve the result file. The front-end of WebLicht-Batch makes use of this API and guides users through the overall process. WebLicht-Batch, hence, joins the WebLicht GUI and WebLicht As a Service as a third “user” of the Pipeling and Execution Engine.

WebLicht-Batch Front-End. Fig. 4 depicts the main GUI of WebLicht-Batch. Here, users can upload a single file, which can either be a plain text file, or a collection thereof being archived in ZIP format. Users then select the language of the text file(s) they want to process and also the processing chain they would like to run on the file(s). WebLicht-Batch gives access to all easy-chains offered by the WebLicht GUI, but users can also upload their own processing chain. \(^{13}\) When users then press the “Start Processing” button, the batch-processing is started. Also, a user-specific key (“userkey”) is generated that users are encouraged to copy to their clipboard. The user-key allows users to inspect the task status at a later time, even if they closed the browser tab in the mean time.

The figure also depicts the task progress for a plain text file that we have given to WebLicht-Batch. The text file has a size of approximately 200 kilobytes and was split into a batch of three files. For each of the three files, a table lists the progress, including the service that is currently run for each batch item. In our example, the last file has completed processing in WebLicht’s pipelining and execution engine whereas item 1 and 2 are still being processed by Charniak’s parser.

WebLicht-Batch Back-End. The basic requirements for any WebLicht-Batch task are that there is a valid text or ZIP file, and a valid WebLicht chain file. After verifying that the chain file is valid, it is next determined whether the input file is a text or a ZIP. If it is neither, an error is returned. \(^{14}\)

The first step is the splitting of the original input text file into 100KB chunks, a size that most WebLicht services are comfortable with. This is somewhat of a “chicken and egg” problem since, in order to split the file, it is necessary to use NLP tools which can perform this splitting, but which we do not want to feed too large of a file into, which requires the files to be split before sending them into the file splitter. In order to resolve this issue, we make use of the UDPipe tokeniser and sentence splitter (Straka and Straková, 2017) and feed in 100KB sized chunks – this size was chosen for the sake of convenience, as it is the same as the chunk size we use to perform batch processing. \(^{15}\) Splitting the file at 100KB results in

\(^{13}\) Processing chains are represented in an XML-based format. Users are advised to define, test, and download them using WebLicht’s Advanced Mode. For a chain example, see the appendix.

\(^{14}\) The design rationale of WebLicht-Batch allows users to process files of arbitrary size. While there hence no technical reason to limit file uploads, there is a practical one, fairness. Other users with smaller inputs should get access to WebLicht’s space of NLP services and not be blocked by power users wanting to process overly large inputs. To take this fairness constraint into account, we restricted the maximum allowable size for any single text file to 2.5MB, while the maximum size for a ZIP file is 50 MB.

\(^{15}\) Defining the threshold of 100 kilobytes is informed by our long-time experience working with WebLicht. The performance of some services in the WebLicht space of services degrade significantly (or even fail) when given inputs larger than 100 kilobytes.
text files which are split at arbitrary points in the final sentence. We start by sending the first chunk into the UDPipe tokeniser and sentence splitter, and assume that the last sentence of the output is incomplete, and then remove this sentence from the output of the first chunk, then add it to the beginning of the next chunk, which is then fed into UDPipe. This process is repeated until all chunks have been split into sentences. These chunks are then stored on the server to await further processing.

Next, we use the WebLicht chainer to process each chunk. At the time of this writing, the batch processor allows four chunks to be processed simultaneously as batches, which should allow a reasonable tradeoff between parallelism, and thus overall processing speed, and not overloading any of the services. Progress data, including which service of the chain is currently processing the chunk is constantly collected and sent to the frontend. If there is a failure in the processing of a chunk at any point, it is attempted to again run the chain on the chunk which failed. After three failures in a row, it is considered a failed batch and the entire task is considered to have failed.

If all batches succeed, the resulting TCF output files are then combined into one large TCF file. This is a complex process which involves manipulating the annotation layers for each TCF output file in order
to ensure that the token ids for each token are correct for each annotation layer. If this combining is successful, a download link for the resulting file is sent to the frontend.

For a ZIP archive of plain text files, each file is processed as described above. The resulting TCF files are then packed into a ZIP file of which the download link is sent to the frontend. If the processing of any file in the archive fails, the entire processing is not considered to have failed. Rather, a list of files which have failed is kept and processing of the other files in the archive continues. After processing of all files is complete – whether some have failed or not – there are a number of lists which are stored on the server as files. These include a “failed” list, a list of files whose processing failed at some point, a “tooLarge” list, a list of files which could not be processed due to being larger than the 2.5MB limit, and an “invalidFormat” list, a list of files which could not be processed due to not being plain text. These list files are also packed into the output ZIP file which the user can download.

WebLicht-Batch has been integrated with CMDI Explorer (Arnold et al., 2020), a web-based tool that helps users explore collections that are described with CMDI. In CMDI Explorer, users can select plain text files in the collection tree, request the generation of a ZIP file to bundle them, and send the archive to WebLicht-Batch for further processing. WebLicht-Batch has also been integrated with the Language Resource Switchboard (Zinn, 2018). When users upload a ZIP file to the Switchboard, WebLicht-Batch is shown as applicable tool. Once started, users are left to specify the common language of the text files and a WebLicht processing chain.

4 Discussion and Future Work

WebLicht As a Service is a REST-based API where access to WebLicht’s pipeling and execution service is given via HTTP requests, and hence, callable from Java, Python, and other programming languages. By its design, it addresses the issue of browser-depended timeouts. Script-based by nature, it allows developers to invoke the script whenever they need it, or when they think WebLicht’s army of services is idle rather than busy. Also, it is straightforward to invoke the script on a set of files, which is rather clumsy to achieve in the WebLicht GUI. Note, however, that for large input, the WebLicht As a Service approach delegates the responsibility of file splitting at sentence boundaries and the combination of individual TCF files into a compound TCF to its users. Both file splitting and results re-combination are non-trivial tasks that many users may not want to perform themselves. Those users will welcome WebLicht-Batch.

Apart from WaaS, we know of only one other application that addresses the processing of large data with WebLicht. But rather than splitting large input into more digestable chunks, it aimed at placing WebLicht services and the data they need to process into a shielded, high-performance environment – for big data (and also for sensitive data), it is better to move the tools to the data rather than having the data travel to the tools. In (Zinn et al., 2018), the Generic Execution Framework (GEF, stemming from the EUDAT project) has been used to provide such environments. WebLicht services were installed in a so-called GEF environment with direct access to the data to be processed. A development version of WebLicht was built that had access to the GEF environment; and when users uploaded data to this version of WebLicht, the data was transferred to the location that also hosted the services.

The installation of GEF-ified services gives GEF maintainers the opportunity to preselect NLP services that can either cope with large data, or install many instances of the same service to handle many processing requests in parallel. While the installation of such purpose-built computing environments for the processing tasks at hand is costly, it helps minimising users’ waiting times or processing errors. GEF itself was built using Docker software containerisation technology, was seen as part of the EU-DAT Collaborative Data Infrastructure, but has never entered production mode; for more details, see https://github.com/EUDAT-GEF/GEF.

There are a number of issues that we would like to tackle in the future. Most services that are part of WebLicht’s easy-chains are installed locally at institutional servers using Docker technology. For large input, we would like to investigate how to use Docker to spawn new workers of a given service on the fly giving a rising demand from WebLicht-Batch users. However, care must be taken to not overload individual services. A large WebLicht-Batch process could block regular WebLicht GUI users from getting their (smallish) input processed in time. Here, batch processing may want to postpone heavy processing...
to a point in time where Docker-based services are idle. Here, we may want to give users a scheduling option, where users are told estimated processing times depending on the time slots they choose.

From a practical perspective it is usually one service per chain that causes a bottleneck; this is usually a service offering constituency or dependency parsing, a rather complex process compared to tokenisation or part-of-speech-tagging. Here, we need to investigate whether complex processes should be given more CPU power and memory, or more workers by default, than simpler analyses.

To gain a better understanding of service use and performance, it would be useful to gather certain statistics. For example, which services are most used, which take the longest to process (and thus are more likely to cause bottlenecks), and which can process the most chunks of data in parallel. All this data could be used to customize the processing of each task in order to maximize speed and efficiency, rather than the current “one size fits all” approach to handling tasks.

In addition, more work is required to better understand the trade-off between the item sizes within a batch and the cost of splitting input into smaller chunks and the reassembling of individual results into a compound result. Also, the processing chain selected by WebLicht-Batch users should be taken into account. Chains without bottleneck services might profit from larger rather than smaller chunk splitting.

Most WebLicht services (usually not being part of easy-chains) are installed outside the control of WebLicht developers. Given the overall architecture of WebLicht and its few hundreds of services that are distributed over many different servers, batch design and task scheduling is all but trivial.

Another improvement that could make WebLicht-Batch more useful to a wide variety of users would be increasing the maximum size of individual files allowed for upload. As of this writing the maximum size of a text file that can be uploaded is 2.5 MB. Apart from fairness considerations (see footnote 14), this is done due to the fact that the output files are often orders of magnitude larger than the input files, and we have a limitation on the size of the output files that can be downloaded of about 2 GB. This could be accomplished during the output file combination stage by combining the output TCF files into combined output files of less than 2 GB, and allowing the user to download multiple output files.

As of this writing it is only possible to upload text files for processing. But WebLicht-Batch could be further improved by allowing the upload of TCF files. This would present a technical challenge as it would be more difficult to split a TCF file than it is to split a text file. The reason for this is that the individual layers would have to be split and care would have to be taken to ensure that each layer is split at the same point in the text in order for the individual chunks to be processed properly. However, as WebLicht allows the upload of TCF and not just text files, it would be a good idea to add this at some point if it is technically feasible.

Finally, it could also be useful to include a link to our TüNDRA tool, which allows the visualization of TCF and CoNLL-U files. The user would be able to click the link and have their output visualised there. This can already be done with WebLicht, so it would make sense if this option were available for WebLicht-Batch too. One issue is that TüNDRA has a file upload size limit of 50 MB, so it may be a good idea to include an option prior to processing of having output file sizes of at most 50 MB, rather than having everything bundled into one TCF file (or multiple files of up to 2 GB, as discussed above).

5 Conclusion

In this paper, we have presented WebLicht-Batch, a browser-based application that supports users in feeding large files, or a ZIP archive of files into WebLicht. We believe that WebLicht-Batch is a good addition to the WebLicht family of tools. It complements our WebLicht GUI and WebLicht as a Service (Waas) software, relieving users from the burden of submitting many files of a collection one by one, or by splitting large input that WebLicht services fail to process into smaller, more manageable chunks. There is ample potential to improve the quality of batch processing the input, but it is a non-trivial task as it must be informed by gathering performance statistics from a highly distributed tool landscape.

We invite all readers to test, play around, and use the service, which is available at https://weblicht.sfs.uni-tuebingen.de/weblicht-batch. Feedback is highly welcome.

---

16https://weblicht.sfs.uni-tuebingen.de/Tundra
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Appendix

Fig. 5 depicts a TCF fragment where the annotation layers for tokens, sentences, and part-of-speech tags have been added to the one-sentence input shown in the tc:text tag. Fig. 6 depicts a WebLicht easy-chain for constituency parsing for English. It contains a service that converts plain text input into TCF, the Stanford tokeniser, which performs tokenisation and sentence splitting, and the aforementioned Charniak parser. Each PID points to the CMDI-based service description of the tool.
Figure 5: An abridged TCF example for the Representation of input text.

Figure 6: A WebLicht easy-chain for constituency parsing for English text input.