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Abstract
Unsteady aerodynamic flows play a pivotal role in both engineering applications and natural phe-
nomena, with dynamic stall representing a particularly critical challenge. This phenomenon not
only degrades aerodynamic efficiency but also induces unsteady loads and aeroelastic responses
that can compromise structural integrity. However, the evolution of dynamic stall under com-
plex kinematics remains inadequately understood. This study aims to advance the understanding
of dynamic stall mechanisms and to develop computationally efficient models that retain essen-
tial nonlinear flow features. We first employ high-fidelity direct numerical simulations (DNS)
using the spectral element solver Nek5000 to study a wing undergoing circular motion at the
reduced frequencies k = 0.6 , representing light stall conditions. Modal analysis, such as proper
orthogonal decomposition, was applied to the spanwise vorticity field to better understand the
evolution of the dynamic stall vortex and the corresponding flow structures. Despite the accur-
acy of DNS, its high computational cost limits its practical application and the feasibility to study
the far wake. Thus, the second part of this study explores a reduced-order modelling approach
using an advanced actuator line model to investigate dynamic stall on a plunging wing. While
conventional actuator line models have inherent limitations in capturing unsteady phenomena,
we incorporate force coefficients extracted from DNS results to reconstruct the flow fields within
the actuator line model to bridge this gap. The spectrum of the induced velocity is compared with
analytical results from a novel linear theory for unsteady aerodynamics in actuator line method
(Alva et al. 2025). The results demonstrate that the advanced actuator line method is capable of
capturing parts of the unsteady effect from dynamic stall and the near wake. This highlights the
potential to model dynamic stall using the actuator line method and underscores the feasibility
of integrating a dynamic stall model and wake study within this approach.
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1 Introduction

Unsteady aerodynamic flows play a crucial role in numer-
ous engineering applications and aspects of everyday life. In
aeronautical engineering, unsteady aerodynamics affects not
only lift and drag but also aircraft stability, fuel efficiency, and
noise emissions. In the context of renewable energy, partic-
ularly wind power, power output and structural longevity are
closely tied to the behavior of unsteady aerodynamic flows.
Among various unsteady aerodynamic phenomena, dynamic
stall is particularly critical, as it degrades aerodynamic per-
formance and induces aeroelastic responses that can lead to

structural fatigue.

Dynamic stall occurs when an airfoil undergoes unsteady mo-
tion, such as pitching, and exceeds its static stall angle. This
results in a large transient overshoot in aerodynamic forces
due to boundary layer separation and the subsequent forma-
tion of a dynamic stall vortex near the leading edge. Dynamic
stall is a key consideration in aircraft maneuvering [1], rotor
and wind turbine performance [2], and the flight of birds and
insects [3, 4]. Therefore, understanding and controlling un-
steady aerodynamic flow and dynamic stall is essential for im-
proving aerodynamic efficiency and enabling sustainable avi-
ation through drag reduction and improved energy perform-

1



ance.

Significant research has been conducted to understand dy-
namic stall mechanisms, primarily through studies of oscil-
lating pitching [5] and plunging wings [6, 7]. These invest-
igations often rely on high-fidelity simulations that provide
detailed flow structures; however, such methods are compu-
tationally intensive and less practical for engineering applic-
ations. It is also difficult to resolve the far wake due to the
computational cost. Moreover, real-world scenarios such as
aircraft maneuvers involve complex trajectories where addi-
tional effects, like Coriolis forces, come into play and influ-
ence the onset and development of dynamic stall [8].

To address the challenge regarding computational cost and
far wake modeling, various alternative simulation techniques
have been developed. One notable example is the Actuator
Line Method (ALM), developed and widely used in wind en-
ergy applications [9, 10]. It is also utilised to the simulation of
fixed-wing airplane [11]. The actuator line method offers sev-
eral advantages, including computational efficiency, the abil-
ity to capture three-dimensional effects at lower cost, and the
capability to simulate wakes. In ALM, the wing geometry is
represented as a line of distributed forces, and aerodynamic
forces are typically estimated using thin airfoil theory. How-
ever, this conventional approach struggles to capture unsteady
effects like dynamic stall accurately. Recent advancements
have extended ALM using linear unsteady aerodynamic the-
ories, enabling modeling of plunging wing motions at low
reduced frequencies [12]. These developments highlight the
need for further research into unsteady flow phenomena in-
volving complex motion and the enhancement of ALM for
such applications.

To explore dynamic stall in a representative unsteady flow
scenario and evaluate the capability of ALM in capturing such
effects, we focus on a case inspired by vertical-axis wind tur-
bines (VAWTs), where the wing moves in a periodic circu-
lar trajectory (see Figure 1). This type of motion has been
widely studied due to its relevance to dynamic stall and its re-
lative simplicity compared to full aircraft maneuvers. Exper-
imental investigations employing particle image velocimetry
(PIV) have revealed detailed vortex dynamics in such setups
[2, 13]. Numerical approaches such as Unsteady Reynolds-
Averaged Navier–Stokes (URANS) and Large Eddy Simula-
tions (LES) often using rotating meshes [14, 15] or simplify
the motion by modulating inflow conditions [16]. More re-
cently, Direct Numerical Simulations (DNS) have been con-
ducted and analyzed using Proper Orthogonal Decomposition
(POD) to study dynamic stall under varying rotational speeds
[17]. On the other hand, the success of ALM in unsteady
aerodynamic effects indicates the potential of applying ALM
simulations to model the unsteady flow phenomena such as
dynamic stall. This study aims to provide deeper insights into
the chosen flow case using high-fidelity DNS, alongside eval-
uating the performance and characteristics of ALM in cap-
turing unsteady flow features. The ultimate goal is to inform
the development of the novel actuator line method that bal-
ances computational efficiency and accuracy for dynamic stall
modelling, which can further facilitate the far wake investig-

ation of the unsteady aerodynamic flows with dynamic stall,
together with the sophisticated results from DNS.

In the present work, we investigate the flow around a wing
undergoing circular motion using both DNS and ALM. Sec-
tion 2 introduces the wing kinematics, and Section 3 details
the numerical methodologies. The results and discussion are
presented in Section 4, followed by conclusions in Section 5.

Figure 1: Illustration of the wing kinematics

2 Case of Study
This study investigates the unsteady flow around a NACA
0018 airfoil undergoing periodic circular motion. The sim-
ulations are conducted at a chord-based Reynolds number of
Rec = ΩRc/ν = 50,000, where Ω is the angular velocity, R
is the rotational radius, c is the chord length, and ν is the
kinematic viscosity of the fluid. The wing follows a circular
trajectory with a radius of 2.5c, and the motion corresponds to
a reduced frequency of k = Ωb/U∞ = 0.6, where b = c/2 and
U∞ is the free-stream velocity. Figure 2 shows the geometric
effective angle of attack αe f f ,g, calculated using Equation 1.
During each cycle, the airfoil exceeds the static stall angle αss
twice: first at t = 0.17T during the upwind pass, and again
at t = 0.59T , indicating the periodic occurrence of dynamic
stall. The detailed numerical methods and simulation setup
for this case are presented in Section 3.

αe f f ,g(θ) = tan−1
(

sinθ

2kR+ cosθ

)
, (1)

3 Methods
3.1 Direct numerical simulation

The direct numerical simulations (DNS) in this study were
conducted using the open-source, high-order spectral element
method (SEM) code Nek5000 [18]. The velocity and pressure
fields are represented using Lagrange polynomial expansions
on Gauss–Lobatto–Legendre (GLL) and Gauss–Legendre
(GL) quadrature points, respectively. Spatial discretization
follows the PN −PN−2 formulation for solving the unsteady,



Figure 2: Geometric effective angle of attack αg. The yel-
low shaded area is the time period when the wing exceeds the
static stall angle.

three-dimensional incompressible Navier–Stokes equations.
Time integration is performed using a third-order backward
differentiation formula (BDF3) for the diffusive terms and
a third-order extrapolation (EXT3) scheme for the nonlinear
terms. To meet DNS resolution requirements, the computa-
tional mesh is refined to maintain wall-unit spacing ∆y+ <
0.4, ∆x+ < 20, and ∆z+ < 10.

The NACA0018 wing has a span of 0.2c with the periodic
boundary condition at the spanwise direction. To incorpor-
ate the movement of the wing, we implement the overlapping
overset grid NekNek [19] framework with two computational
domains in the simulation. The inner domain controls the
wing movement by rotating at a constant angular velocity ac-
cording to the reduced frequency. It includes the wing and
the surrounding flow field with radius 5.0c. The static outer
domain serves as the far field of the computational domain
with the size of 40c at each boundary. The interface between
the two domains is treated with a Dirichlet boundary condi-
tion, updated at every time step through interpolation. Figure
3 illustrates the DNS domain configuration. The inlet is ap-
plied with the Dirichlet boundary condition, and the stabilised
outflow boundary condition [20] is set for the outlet.

Figure 3: Computational domain of DNS.

The initial condition of the flow field was obtained by using
ANSYS Fluent® v23.1 to perform the two-dimensional un-
steady Reynolds-averaged Navier-Stokes (URANS) simula-
tion with SST k−ω turbulence model [21]. After initializing
the DNS for two full motion periods, flow field snapshots and
aerodynamic force data were collected over eight additional
cycles. Each cycle includes 200 flow snapshots, and aerody-

namic forces were sampled at a frequency of 1200 points per
period.

3.2 Proper orthogonal decomposition

The features of the unsteady flow phenomenon and turbulent
coherent structures can be extracted by the modal analysis
technique, such as proper orthogonal decomposition (POD)
[22]. POD provides the spatial modes φn(x,y,z) and the cor-
responding time coefficients an(t) from the decomposition of
the 1600 snapshots from eight rotational periods as expressed
in Equation 2. The POD analysis on the three-dimensional
spanwise vorticity (ωz) field from DNS was performed in the
present study, facilitating the understanding to the formation
and evolution of coherent structures, particularly those asso-
ciated with the onset of dynamic stall.

ωz(x,y,z, t) =
N

∑
n=1

an(t)φn(x,y,z) (2)

3.3 Actuator line model simulation

The actuator line method (ALM) simulations were conducted
using the open-source spectral code Dedalus [23]. The com-
putational domain, defined in a Cartesian coordinate system,
comprises a Fourier spectral grid with [Nx,Ny] = [256,128]
points in the streamwise and normal directions, respectively.

In the ALM simulations, aerodynamic forces are distributed
throughout the domain by smoothing them around the actu-
ator line with a Gaussian kernel. The smoothing width is
defined by ε/c = 0.4, 0.8, and 1.6, where the chord length
c = 1.0. Although ALM conventionally calculates forces us-
ing thin-airfoil theory, the present simulations incorporate lift
and drag forces as the two-dimensional body force per span-
wise unit length

F2D = (LALM,DALM) =

(
1
2

ρurcCl ,
1
2

ρurcCd

)
, (3)

where ur is the relative velocity, sampled at the actuator point.
The lift and drag coefficients are directly extracted from the
DNS results and scaled by the geometric effective velocity

Ue f f (θ) =U∞

√
1+2kRcosθ +(2kR)2, (4)

as defined in Equations 5 and 6, to properly impose the un-
steady aerodynamic effects, including dynamic stall, within
the ALM simulations.

Cl =
LDNS

0.5ρU2
e f f sc

(5)

Cd =
DDNS

0.5ρU2
e f f sc

(6)

The two-dimensional body force F2D is then distributed in the
computational domain by the Gaussian kernel as expressed in
Equation 7.

f =−F2D
1

ε2π
exp

(
−x2 + y2

ε2

)
(7)



Unlike the DNS setup, the actuator line in ALM remains sta-
tionary. This simplification isolates the modeling capability
of ALM for unsteady aerodynamic phenomena, particularly
dynamic stall. Similar stationary setups, where only the pitch-
ing condition is varied without physical wing motion, have
been previously employed in URANS and Detached Eddy
Simulations (DES), and validated against experimental data
[16].

In addition to the ALM simulations, we apply the linear-
theory-based unsteady aerodynamic model proposed in [12]
to compute the induced velocity at the actuator line for com-
parison. The vertical induced velocity uy is obtained from
Equation 8, where ûy is the Fourier transform of the vertical
velocity, κ is a complex function of ε/c as introduced in [12],
and Γ̂ is the Fourier transform of circulation, which is com-
puted using Equation 9.

ûy(0,0,0) = κ(kε)Γ̂ (8)

Γ =
U∞cCl

2
(9)

Once the induced velocity at the actuator line is known, the
effective angle of attack αe f f can be evaluated. In the con-
ventional ALM, the effective angle of attack

αe f f ,ALM = αe f f ,g + tan−1
(

uy

ux

)
(10)

accounts for both the geometric angle of attack αe f f ,g and
induced velocities, as shown in Equation 10. For the linear-
theory-based model, the streamwise velocity ux is taken as
the freestream value U∞ = 1.0, and the vertical velocity uy is
computed from Equation 8. To incorporate unsteady effects
more accurately, the model is modified by adding a term pro-
portional to the pitching rate α̇e f f ,g, as suggested in [12], and
expressed in Equation 11, where the coefficient a =−1/2.

αe f f ,m = αe f f ,g + tan−1
(

uy

ux

)
+b

(
1
2
−a

)
α̇e f f ,g (11)

4 Results
4.1 Direct numerical simulation

The direct numerical simulation (DNS) captures the detailed
evolution of the dynamic stall vortex and the near-wake flow
structures. Figures 4 and 5 present snapshots of the flow
field and spanwise vorticity, respectively. As the wing moves
through the upwind region, a dynamic stall vortex gradually
develops on the suction side. At t = 0.35T , this vortex begins
to separate from the wing surface. Simultaneously, a trailing
edge vortex starts to form and roll up. By t = 0.5T , the dy-
namic stall vortex has fully detached from the suction side,
coinciding with a significant growth of the trailing edge vor-
tex. Before the wing exceeds the static stall angle αss again in
the downwind region (t = 0.55T ), both the dynamic stall vor-
tex and the trailing edge vortex have separated completely. At

Figure 4: Snapshots of λ2 structure colored by velocity mag-
nitude

Figure 5: Spanwise vorticity (ωz) field at z = 0.1

t = 0.67T , although turbulent structures appear on the suction
side, a new dynamic stall vortex does not form.

The phase-averaged lift and drag coefficients are shown in
Figure 6. The lift coefficient Cl increases with the growth of
the dynamic stall vortex and peaks at Cl = 2.14 at t = 0.35T .
At this time, the drag coefficient Cd reaches its minimum
value of −0.52. Following the lift stall, Cl decreases to
a minimum of −0.57 at t = 0.67T , before gradually rising
again with minor fluctuations. In contrast, Cd increases from
t = 0.35T , peaking at Cd = 0.5 at t = 0.49T , then decreases to
a local minimum of −0.09 at t = 0.67T , remaining within a
similar range during the downwind region. Figure 7 presents
the time evolution of the pitching moment coefficient Cmp.
The growth of the dynamic stall vortex induces a negative
pitching moment, with Cmp reaching a minimum of −0.21 at
the same instant that Cl peaks and Cd is minimized. The max-
imum value of the pitching moment coefficient Cmp = 0.02
occurs at t = 0.67T , corresponding to the minimum lift.
These variations in lift and pitching moment induced by dy-
namic stall are critical factors contributing to aeroelastic fa-



tigue. A comparison with the geometric effective angle of
attack αe f f ,g reveals a delay of approximately 0.2T between
the dynamic lift stall and the moment the wing exceeds the
static stall angle. Notably, dynamic stall occurs periodically
only in the upwind region, despite the wing also exceeding
αss on the downwind side.

Figure 6: Phase-averaged lift and drag coefficient plot.

Figure 7: Phase-averaged pitching moment coefficient plot.

To investigate the dominant flow structures throughout the ro-
tation, proper orthogonal decomposition (POD) is applied to
the spanwise vorticity field. The second and third POD modes
reflect the development of the dynamic stall vortex, as indic-
ated by the increasing negative magnitude of their time coeffi-
cients during the upwind phase (see Figure 8). The third mode
also captures the formation of the trailing edge vortex. Fig-
ure 9 illustrates the onset of vortex separation, marked by the
detachment of the dynamic stall vortex and the simultaneous
roll-up of the trailing edge vortex.

4.2 Actuator line method

Actuator line method (ALM) simulations were conducted us-
ing three different Gaussian width parameters ε/c = 0.4, 0.8,
and 1.6 within the Dedalus simulations. In these simulations,
the lift and drag forces from eight DNS periods were imposed
on the actuator line. As ε/c increases, the aerodynamic forces
are distributed over a wider area in the computational domain.
To assess the effect of ε/c and validate the accuracy of the
linear theory approximation, the vertical induced velocity at
the actuator line uy(0,0,0) was extracted from the ALM sim-
ulations and compared to theoretical predictions from Equa-

Figure 8: Second and third spatial modes and corresponding
time coefficients

Figure 9: Forth and fifth sptial modes and corresponding time
coefficients

tion 8. The magnitude spectra of the induced velocity are
shown in Figure 10, demonstrating good agreement between
the ALM simulations and the linear theory. Table 1 presents
the ratio between the linear theory and ALM simulation res-
ults (v̂Linear/v̂ALM) for the first two dominant spectral peaks
across the tested ε/c values. The linear theory approxima-
tion maintains consistent accuracy, even with significant vari-
ations in Cl and αe f f ,g within a single period. This confirms
the capability of the linear theory proposed in [12] to model
unsteady aerodynamic flows beyond quasi-steady conditions.

The parameter ε/c plays a critical role in ALM simulations
by controlling the spatial distribution of the body force and,
consequently, the induced velocity at the actuator line in un-
steady simulation [12]. Figure 11 illustrates the influence
of ε/c on the effective angle of attack from ALM simula-
tions (αe f f ,ALM), computed using Equation 10. A smaller ε/c
concentrates the body force near the actuator line, resulting



Table 1: Ratio of the induced velocity spectrum magnitude
from ALM simulations and the linear theory

ε/c 0.4 0.8 1.6

ωv̂/Ω = 1 0.9899 1.0353 1.070
ωv̂/Ω = 2 1.0009 1.1146 1.1269

Figure 10: Induced velocity spectrum with different ε/c

in a stronger normal induced velocity (uy) and larger fluctu-
ations in αe f f . In contrast, a larger ε/c spreads the force more
broadly, reducing the induced velocity and causing αe f f ,ALM
to approach the geometric effective angle of attack αe f f ,g.
This analysis shows that ε/c can significantly influence the
effective angle of attack, even when aerodynamic forces from
DNS are imposed.

Figure 11: Effective angle of attack comparison with ε/c

To further investigate the effective angle of attack derived
from the linear theory and the influence of unsteady modi-
fications in ALM, results for ε/c are compared. Figure 12
shows that incorporating the modification based on the pitch-
ing rate (α̇e f f ,g, see Equation 11) has a phase-shift effect
on αe f f ,ALM in this case. Previous studies [12] indicate that
α̇e f f ,g has a negligible impact for wings undergoing plunging
motion at low reduced frequencies. However, the present res-
ults shows that the modification with pitching rate is not neg-
ligible for such a case with pitching motion, higher reduced
frequency, and additional curvature effects, where dynamic
stall is present. Moreover, the effective angle of attack pre-
dicted by the linear theory closely matches that from ALM

simulations. Combined with the spectral comparison in Fig-
ure 10, this confirms that the linear theory approximation cap-
tures key unsteady aerodynamic features, matching the force-
imposed ALM results even at high lift and drag coefficients,
where linear models often struggle.

Figure 12: Different types of effective angle of attack compar-
ison at ε = 0.4

5 Conclusion
This study investigates the unsteady flow field around a wing
traveling along a circular trajectory, focusing on the dynamic
stall phenomenon. Direct numerical simulation (DNS) cap-
tures the evolution of the flow field, including the onset and
development of the dynamic stall vortex, the trailing edge vor-
tex roll-up, and their subsequent detachment from the wing
surface. These flow features lead to significant variations
in lift and pitching moment, highlighting the aeroelastic im-
plications of dynamic stall. Proper orthogonal decomposi-
tion (POD) analysis provides insight into the dominant three-
dimensional vortical structures around the wing, revealing
different stages of the dynamic stall process and contributing
to a more comprehensive understanding of the unsteady aero-
dynamics involved. To evaluate actuator line method (ALM)
capabilities, ALM simulations were conducted using aerody-
namic forces imposed from DNS. The results demonstrate
that the Gaussian width parameter ε/c plays a crucial role
in determining the effective angle of attack, even when using
high-fidelity force inputs. A smaller ε/c leads to stronger in-
duced velocities and larger fluctuations in αe f f , while a larger
value results in a smoother response closer to the geometric
angle of attack. Furthermore, a novel linear theory approxim-
ation for ALM was performed for unsteady flow conditions
with high values of lift and drag. The theory shows good
agreement with ALM simulation results, confirming its valid-
ity for modeling unsteady aerodynamic flows, including those
involving dynamic stall. The proposed modification to ac-
count for the pitching rate was found to have considerable
influence under high reduced-frequency conditions with sig-
nificant variation of lift and drag. The finding from the present
study advances the understanding of dynamic stall for wings
following curved trajectories. It also demonstrates ε/c is an
important parameter when using ALM in unsteady simula-
tions. Therefore, this parameter should be carefully chosen
to avoid errors introduced by the method. Moreover, it was
shown that the linear theory can be employed to guide this



choice, even for high values of forces typical of dynamic stall
phenomena. With the current results underscoring the poten-
tial for modeling dynamic stall and unsteady aerodynamic ef-
fects with the actuator line method, further investigation with
the incorporation of dynamic stall models to ALM, such as
modification by Øye [24, 25] and other models, will facilit-
ate the understanding the far wake behaviour of the unsteady
aerodynamic flows with dynamic stall.
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