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Abstract

The Dorabella cipher is a symbolic mes-
sage written in 1897 by English com-
poser Edward Elgar. We analyze the ci-
pher using modern computational and sta-
tistical techniques. We consider several
open questions: Is the underlying mes-
sage natural language text or music? If it
is language, what is the most likely lan-
guage? Is Dorabella a simple substitution
cipher? If so, why has nobody managed
to produce a plausible decipherment? Are
some unusual-looking patterns in the ci-
pher likely to occur by chance? Can state-
of-the-art algorithmic solvers decipher at
least some words of the message? This
work is intended as a contribution towards
finding answers to these questions.

1 Introduction

The Dorabella cipher (henceforth, Dorabella) is a
cipher sent by Edward Elgar to his acquaintance
Dora Penny (Figure 1). Elgar was an English com-
poser, best known for works such as Pomp and
Circumstance, and the Enigma Variations. He also
had an interest in cryptography, which was an in-
spiration for some of his compositions.

Prior decipherment attempts have adopted var-
ious assumptions. Arguably the most popular as-
sumption is that it is a monoalphabetic substitution
cipher (MASC) encoding an English text (Sams,
1970). Given that there was no known key ex-
change between Elgar and Penny, it is reasonable
to assume that the cipher was not intended to be
complicated; likewise, given that Elgar was an En-
glish composer, it is reasonable to assume that En-

*Sundar’s work while at the University of Alberta.

glish is the language of the cipher. Another hy-
pothesis is that it is enciphered music (Santa and
Santa, 2010). However, no plausible systematic
decipherment has been proposed to date, nor a
convincing demonstration that it is a hoax.

In this paper, we investigate several hypothe-
ses using modern computational techniques. Our
methods are based on statistical n-gram language
models, which are induced over characters or
words from large collections of texts (corpora).
We apply a state-of-the-art ciphertext language
identification algorithm to identify the underlying
language of the cipher. We also apply automated
decipherment algorithms developed for monoal-
phabetic substitution ciphers in an attempt to ob-
tain at least partial decipherment. To test the mu-
sic hypothesis, we develop a transcription encod-
ing scheme that is restricted to 24 distinct musical
notes. Finally, we consider whether some statis-
tical properties of the ciphertext support the hoax
hypothesis.

Our experiments demonstrate that highly-
accurate algorithmic solvers fail to produce
any readable decipherment, providing evidence
against the hypothesis that Dorabella is a simple
MASC encrypting an English text. We do, how-
ever, find new evidence that English is one of
the most likely languages behind Dorabella. Fur-
thermore, experiments with musical transcriptions
suggest that the cipher is unlikely to encode music.
Finally, we find evidence of non-random patterns
in the ciphertext, which we interpret as evidence
against the hoax hypothesis.

This paper is structured as follows: We describe
the properties of the Dorabella cipher in Section 2.
In Section 3, we summarize prior publications on
the topic. The methods and data are described in
Sections 4 and 5, respectively. The experimental
results are discussed in Section 6.



2 Dorabella Symbols

Figure 1 shows the cipher in its entirety. It con-
tains 87 characters, each consisting of one, two,
or three semicircles, in one of eight distinct ori-
entations (in increments of 45 degrees), yielding a
total of 24 possible symbol types. The orientation
of some of the symbols is ambiguous. In our tran-
scription, 20 distinct symbols appear in the cipher,
with four hypothetical symbols being unused. The
symbols follow a highly non-uniform distribution,
with one symbol appearing 11 times, while some
appear only once.

This distribution of the number of semicircles
is relatively uniform, while the distribution of ori-
entations is not. In our transcription, 29 tokens
have one semicircle, 33 have two semicircles, and
25 have three semicircles. On the other hand, one
orientation (with the bottom of each semicircle di-
rected at 315 degrees) occurs 23 times in our tran-
scription, while another (with the bottom of each
semicircle directed at O degrees, e.g. right) occurs
only 4 times. In this paper, we make no assump-
tions or deductions about the meaning of the num-
ber and orientation of semicircles; rather, we arbi-
trarily map each symbol type to an arbitrary low-
ercase English letter, and treat the resulting tran-
scription as a straightforward substitution cipher.

3 Related Work

In an early decipherment attempt, Sams (1970) an-
alyzes Dorabella using frequency analysis, con-
tact charts, and brute force methods. This work
assumes that that the message is partly phonemi-
cized, but not strictly monoalphabetic. The result
of this analysis is a decipherment which is not sys-
tematic, verifiable, or falsifiable.

Santa and Santa (2010) analyze Dorabella in the
broader context of Elgar’s work, particularly his
Enigma Variations. They speculate that Elgar may
have used the mathematical constant 7, approxi-
mated as 3.142, to encipher scale degrees. How-
ever, they note that a plausible solution to Dora-
bella, whether in the form of natural language text
or musical notation, is yet to be found.

Schmeh (2018) explores several established
techniques for identifying vowels and consonants
in monoalphabetic substitution ciphers. The result
is a transcription of Dorabella, with some symbols
identified as vowels or as consonants. These re-
sults are supported by independent analysis on a
sample cipher of the same length.
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Figure 1: The Dorabella cipher.

The task of computational decipherment of
monoalphabetic substitution ciphers is well-
studied. Most recent work involves character
and/or word language models (Norvig, 2009;
Nuhn et al., 2013; Hauer et al., 2014) as well
as other techniques, such as electronic dictionar-
ies (Olson, 2007), integer programming (Ravi and
Knight, 2008), and Bayesian inference (Ravi and
Knight, 2011).

4 Methods

In this section, we describe the cryptographic
tools, both previously published and original to
this work, which we employ in our analysis of
Dorabella.

4.1 Language Models

Our methods are based on statistical n-gram lan-
guage models, which are induced over characters
or words. Language models guide decipherment
algorithms by computing the probabilities of vari-
ous possible decipherments, allowing algorithms
to favour decisions which result in more proba-
ble solutions. An n-gram language model can be
used to compute the probability of a token given
the n — 1 previous tokens. A 3-gram, or trigram,
character language model, for example, is able to
predict that, given the previous characters ‘aq’, the
letter ‘u’ is more likely to follow than ‘e’, despite
‘e’ generally being more common than ‘u’. To cre-
ate language model for our experiments, we use
KenLM.!

Language models can be applied over a se-
quence of characters to measure their perplexity,
which quantifies the e xtent to w hich a language
model is “surprised” by the text in question. A
high perplexity indicates that the sequence of to-
kens has a correspondingly low probability under
the model.

Uhttps://github.com/kpu/kenlm



4.2 Computational Decipherment

We experiment with three previously published
methods for deciphering monoalphabetic substitu-
tion ciphers, which are based on statistical n-gram
language models.

HiLLCLIMB (Norvig, 2009), is a solver that
performs a hill-climbing search with multiple ran-
dom restarts to maximize the probability of the
decipherment under a character language model.
The best decipherment is selected according to a
word language model. We use the implementa-
tion provided by the author.? Since word language
models require word boundaries, we also exper-
iment with HILLCLIMBC, a variant that instead
uses a character language model to identify the
best decipherment.

TREESEARCH (Hauer et al., 2014) uses a tree
search algorithm to find the highest-scoring key. A
key scoring function combines word and character
n-gram language models of various orders. An ini-
tial decipherment based on unigram character fre-
quencies serves as the root of the tree. A key mu-
tation function leverages character repetition pat-
terns to generate a set of children for each key.
The solver is reported to have decipherment accu-
racy on ciphers without spaces (i.e., without word
boundaries) of over 92% for length 64, and over
99% for length 128, which represents the state-of-
the-art for monoalphabetic substitution decipher-
ment.

UNRAVEL (Nuhn et al., 2015) searches for a
mapping of letters that maximize the probability of
the decipherment under an n-gram character lan-
guage model. Partial key mappings are structured
into a search tree, and a beam search is used to
traverse the tree and find the most promising can-
didates. Unlike TREESEARCH, UNRAVEL does
not constrain every node of the search tree to con-
tain a complete decipherment; not all nodes de-
cipher all symbol types. Rather, initially incom-
plete keys are iteratively expanded, with heuristic
search used to guide the expansion until a com-
plete solution is found. We use the version of UN-
RAVEL that is applicable to deterministic rather
than probabilistic ciphers. The experiments pre-
sented by the authors focus on word-level deci-
pherment (e.g. identification of lexical transla-
tions), without any claims regarding the efficacy of
the solver on character-level monoalphabetic sub-
stitution ciphers.

Zhttp://norvig.com/ngrams

We also developed a novel greedy search algo-
rithm with random restarts, which we refer to as
GREEDY. Starting with a random key, possible
successors are generated by sequentially swapping
letters in the current key. Each successor key is
assigned a probability using a character trigram
language model. The successor which produces
the most probable decipherment becomes the new
key, provided that its decipherment is more proba-
ble than the current key. The key that produces the
most probable decipherment over multiple random
restarts is returned as the solution.

4.3 Ciphertext Language Identification

Identification of the underlying language of a ci-
pher is crucial for a successful decipherment. For
this task, we apply two methods presented by
Hauer and Kondrak (2016): UNIGRAM and TRIAL.
Both methods are applicable to monoalphabetic
substitution ciphers without word boundaries, and
require a set of sample texts, each representing
one of the candidate languages. Each method it-
erates over the set of sample texts, computing a
score function on each sample. The language of
the sample text which maximizes this score func-
tion is returned as the identified language of the
ciphertext.

The first method, UNIGRAM, leverages the ob-
servation that a monoalphabetic substitution does
not alter the relative frequencies of characters: the
frequency of the i-th most frequent character be-
fore encipherment is equal to the frequency of the
i-th most frequent character after encipherment.
Given the ciphertext and a sample text, UNIGRAM
computes the sorted symbol distribution of each.
This is a probability distribution over characters
1,...,k where k is the length of the longer of the
two symbol alphabets, and P(i) is the probabil-
ity of a randomly selected character being the i-th
most frequent character in the text. For each lan-
guage, we compute its score as the distance met-
ric of Bhattacharyya (1943) between the unigram
probability distributions of the sample text and the
ciphertext.

The second method, TRIAL, is based on the
intuition that attempting to decipher a ciphertext
into the incorrect language (e.g., deciphering enci-
phered English into French) will almost certainly
not yield a probable text in that language. The
method learns a bigram character language model
for each language using the corresponding sample



text. It then applies a hill-climbing decipherment
algorithm which seeks to maximize the probabil-
ity of the decipherment. This algorithm terminates
quickly in practice, allowing hundreds of candi-
date decipherments to be tried. The probability of
the best decipherment is returned as the score. It is
important to note that Hauer and Kondrak (2016)
developed and tested the TRIAL method on ciphers
with spaces included, as it was originally designed
for the Voynich manuscript.

4.4 Music Decipherment

The algorithms described in the previous section
were designed to be applied to natural language
texts. Since we wish to test the hypotheses that
Dorabella is enciphered music, we seek to apply
these algorithms to music as well. This presents
multiple challenges, which we discuss here.

Most western music is presented as pitches with
duration over time with dynamics, phrasing, and
articulations. In terms of pitch, multiple pitches
can sound at the same time, resulting in chords,
homophony (a primary melody with accompany-
ing chordal notes), or polyphony (simultaneous
melodic lines that have independent characteris-
tics, but also outline harmonic motion). A piano
is an example of a polyphonic instrument, as with
multiple fingers one can play many piano keys at
the same time, and each piano string will sound a
distinct separate pitch. Thus much music is writ-
ten and composed in a polyphonic manner. There
is no analogue to this phenomenon in natural lan-
guage text. We therefore need to first serialize the
notes and choose an order. To this end, we work
with single lines of music rather than polyphonic
passages. For example, we would consider only
the melodic line of a four-part piece.

Further, music differs from written language in
several key ways. Notes do not refer to specific
real-world concepts, as words do, and have differ-
ent intents or meaning. Furthermore, music can be
transformed (such as by changing octave or trans-
posing the key of the music) in ways whereby mu-
sicians will still understand the music or its origin.
Finally, there is no clear equivalent of a sentence
or punctuation in music; if such equivalents exist,
it is not clear if they can be ignored for the pur-
poses of encipherment and decipherment, as is the
case with natural language.

3There does exist a musical term of “sentence,” which
refers to a complete statement that is bigger than a motive
or phrase, but shorter than a theme.

For music to be enciphered it must be first rep-
resented as symbols, such as western music nota-
tion. Then, we must serialize them, such that one
note comes after another, as described above. An
example encoding could be the note name, which
ignores octave and duration, expressed as space
separated notes: E D C D E E E (Mary had
a little lamb). Alternatively we could add dura-
tion: Eq Dg Cq Dg Eq Eq Egq Eqg where g
would indicate a quarter note. We might also in-
clude octave: E4g D4gq C4g D4g Edg E4qg
E4qg E4qg where C4 is middle C, and C5 is an
octave above that, and so on. Such an encoding
would allow us to treat each note (a tuple of pitch
and duration) as a symbol. These symbols could
then be enciphered or deciphered, just as can be
done with the sequence of symbols in a natural
language text.

For our experiments we start with music en-
coded as MIDI files (a digital music communi-
cation protocol), which we then pre-process into
simpler serial formats. MIDI for our purposes
presents notes as pitches that are turned on and
off at specified times. In terms of duration, notes
are normalized into sixteenth notes, eighth notes,
quarter notes, half notes, and whole notes. In
terms of pitch, we can decide to look for any 12
notes of the octave, or confine ourselves to a dia-
tonic scale (7 of the 12 notes).

In order to convert these MIDI files into a se-
quence of symbols, as described above, the files
are transposed to the key of C major, and only
a single octave of notes is used. Rests, ac-
cents, and other symbols that do not signify notes
are removed from the sequences; chords are de-
composed to their roots. The representation is
composed of notes with their respective duration.
Three different durations are used for the notes.
A duration of 0.5 represents anything shorter than
a quarter note, a duration of 1 represents a quar-
ter note, and a duration of 2 represents anything
longer than a quarter note.

Our encoding uses 24 unique symbols, the same
number of unique symbols that can be made using
the Dorabella cipher system. This encoding only
uses the eight most frequent notes A, B, C, D, E, F,
Ff, and G along with the three durations described
above. Notes not among the 8 most frequent notes
are moved half a step up or down. For example,
a Dff would be changed to a D and Ab would be
changed to A.



5 Data

This section is devoted to the language and mu-
sic corpora used in our experiments (Hauer et
al., 2021). Our natural language corpora include
literary prose, newspaper texts, movie subtitles,
and multilingual documents. To generate cipher-
texts with known solutions for testing purposes,
we extract samples from the 19th century fiction
works in Project Gutenberg*, including The Ad-
ventures of Sherlock Holmes, and The Letters of
Jane Austen. We chose Dangerous Connections,
an English translation of an epistolary novel, for
deriving character-level language models; and a
much larger New York Times Corpus® for deriv-
ing word-level language models. For our language
identification e xperiments, we use a d ataset con-
structed from 380 translations of the Universal
Declaration of Human Rights (UDHR) (Emerson
et al., 2014), and the multilingual OpenSubtitles
corpus of movie subtitles (Lison and Tiedemann,
2016).

To create test samples used in our experiments,
we first n ormalize t he n atural 1 anguage corpora,
by removing punctuation, digits, and other non-
alphabetic characters, and lower-casing all letters.
The test samples we use are 87 letters long, the
same length as Dorabella. They are created by
first randomly selecting a word in the corpus, and
then appending subsequent words until the length
of exactly 87 letters is reached. Samples that end
with partial words are discarded, and no duplicate
samples are admitted. This process ensures that
each generated test cipher begins and ends at a
word boundary, and contains exactly 87 charac-
ters, with no spaces.

Our music corpora consist of monophonic tracts
extracted from collections of Elgar and Bach
MIDI files.® For each composer, we split the
collection of MIDI files into testing and training
sets.” For Bach, the training corpus is composed
of 295 MIDI files concatenated together (3.7M
notes) with 3 MIDI files (174K notes) held out for
testing. For Elgar, the training corpus is composed
of 29 concatenated MIDI files (1.2M notes), with
3 MIDI files (24K notes) held out for testing. Sam-
ples 87 notes in length are extracted from the test

“http://www.gutenberg.org/ebooks/
Shttps://catalog.ldc.upenn.edu/LDC2003T05
Ohttps://www.classicalmidi.co.uk/elgar.htm,
http://bestclassicaltunes.com,
http://dardel.info/musique/Bach.html
"https://archive.org/download/midi-sources

data and enciphered to create sets of music ciphers
with known solutions for our experiments.

6 Experiments

In this section we present our applications of the
methods described in Section 4, using the data
described in Section 5, with the goal of testing
several hypothesis regarding the Dorabella cipher.
Throughout our experiments, we make the as-
sumption that Dorabella is a monoalphabetic sub-
stitution cipher (MASC), which is based on the
number and relative frequencies of the characters.
For the evaluation of MASC solvers, we com-
pute both key accuracy, the proportion of cipher
character types which are correctly mapped to the
corresponding plain-text character type, and deci-
pherment accuracy, the proportion of cipher char-
acter tokens which are correctly deciphered.

As a precursor to these experiments, we applied
the BION classical cipher type classification pro-
grams® as used by Nuhn and Knight (2014), to our
transcription of Dorabella. Both programs classify
the text as a “patristocrat” cipher, which is equiva-
lent to our definition of a monoalphabetic substitu-
tion cipher without word divisions. This supports
our assumption that Dorabella is a MASC.

6.1 Ciphertext Language Identification

In this section, we apply the ciphertext language
identification methods described in Section 4.3 to
analyze Dorabella. This includes empirically as-
sessing the reliability of these methods on short
ciphers without spaces, as well as examining the
output of the state-of-the-art method when applied
to Dorabella.

Given an output which induces a ranking of
possible classes, the reciprocal rank for a given
instance is the multiplicative inverse of the posi-
tion of the correct class, with the highest-ranked
class being rank 1. For example, if the correct
class is assigned rank 4, the reciprocal rank for
that instance is 1/4 = 0.25. The mean recipro-
cal rank (MRR) is the average of the reciprocal
ranks over all instances. A high MRR indicates
that the correct class is consistently placed near
the top. Closely related to MRR is average rank
(AvgR), which is simply the mean position of the
correct class over all instances (i.e. MRR, without
the reciprocal operation). Top-1 accuracy, or sim-
ply accuracy (Acc), is the proportion of instances

8http:/bionsgadgets.appspot.com



Method  Length Spaces | MRR AvgR
UNIGRAM 2000 No 0.18 15.7
TRIAL 2000 No 0.94 1.2
TRIAL 2000 Yes 0.96 1.1
UNIGRAM 87 No 0.02 120.0
TRIAL 87 No 0.13 526
TRIAL 87 Yes 025 334

Table 1: Results of the ciphertext language identi-
fication methods.

for which the correct class is placed in the first
position. For MRR and Acc, higher is better; for
AvgR, lower is better. If and only if a method al-
ways places the correct class in the first position,
its MRR, Acc, and AvgR will all be 1, the maxi-
mum/minimum values.

6.1.1 Validation on Synthetic Ciphers

In this experiment, we aim to establish the ef-
fectiveness of the current state-of-the-art method
of Hauer and Kondrak (2016) on synthetic cipher
samples from multiple languages. They report that
the TRIAL method achieves over 97% top-1 accu-
racy; however, their results are on ciphers longer
than a thousand characters, which include word
boundaries. In contrast, Dorabella is only 87 char-
acters long, and contains no spaces.

We begin by assessing the impact of the cipher
length and the presence of word boundaries on ci-
phertext language identification accuracy. We test
4 cipher variants: long (2000 characters) vs. short
(87 characters), with and without spaces. As our
data, we use the UDHR dataset (Section 5) for
training language models, and the OpenSubtitles
corpus for generating test ciphers.

Table 1 shows the results of the experiment. We
report the mean reciprocal rank (MRR) and av-
erage rank (AvgR) of the correct ciphertext lan-
guage evaluated over a set of 500 ciphers in 5
distinct languages: English, French, Polish, Ger-
man, and Italian. The results indicate that even for
short ciphers without spaces, the TRIAL method is
able to rank the language of the ciphertext much
more highly than the UNIGRAM method. Even
for Dorabella-like 87-character ciphers without
spaces, the TRIAL method consistently assigns a
relatively high rank to the correct language. For
comparison, a random baseline yields MRR of
0.017, and an average rank of 190.5. From this
we conclude that the TRIAL method provides use-

En Fr Pl De It Avg
MRR .68 .68 .72 69 .87 .73
Acc 49 48 55 50 .78 .56

Table 2: MRR and top-1 language identification
accuracy on 87-character ciphers The MRR and
Acc for each language are the averages over all
ciphers for that language.

ful information about the language of short ciphers
without spaces.

6.1.2 Impact of Language Sample Size

In our second set of language identification ex-
periments, we investigate whether there is a sub-
stantial benefit to increasing the size of the texts
used by TRIAL to create language models. Due
to the greater difficulty in acquiring larger texts
for training language models, we only test on En-
glish, French, Polish, German, and Italian, so there
are only five possible classifications, rather than
380. For each language we obtain 100M charac-
ters from the OpenSubtitles corpus for inducing
the language model, and another 20M to create test
ciphers. We create 1000 ciphers without spaces for
each of the five languages.

The results in Table 2 indicate that TRIAL is able
to correctly select, from English, French, Polish,
German, and Italian, the language of a ciphertext
from one of those languages more than half the
time. The MRR values for each language are all
well above 0.5, which indicates that the correct
language is usually among the top two candidates.
We conclude that, given sufficient training data for
inducing language models, the TRIAL method can
be used to analyze short ciphers without spaces.

6.1.3 Is Dorabella English?

We now explore the hypothesis that the Dorabella
cipher represents enciphered English. This hy-
pothesis is based on the observation that the re-
mainder of Elgar’s letter, in which the Dorabella
cipher is embedded, is written in English. To max-
imize the number of candidate languages we con-
sider, we again use the UDHR data as a source of
language samples. We then apply TRIAL, the more
accurate of the two language identification meth-
ods, to Dorabella, inducing a ranking of the 380
samples.

Table 3 shows the five highest-scoring lan-
guages. The numerical values are the log-
probabilities of the best decipherment for each



Rank Language LM Score
1 Latin -217.34
2 Aceh -221.05
3 English -221.24
4 Toksave -222.19
5 Scots -222.62

Table 3: The highest-scoring Dorabella candidate
languages with the TRIAL method.

language, estimated using the corresponding lan-
guage model. It is notable that this method places
English as the third-best choice for the language
of the cipher, and the closely related Scots lan-
guage as the fifth choice. Latin, which is a ma-
jor source of the English lexicon and its orthog-
raphy, is ranked first. Given the accuracy of the
TRIAL decipherment method, and given the con-
text in which the Dorabella cipher was produced,
we conclude that English is the most likely natural
language candidate for Dorabella.

6.2 Is Dorabella Music?

Using the music representation described in Sec-
tion 4.4, and inducing character “language” mod-
els over the music corpora described in Section 5,
we investigate the hypothesis that Dorabella en-
ciphers music, rather than natural language. To
determine the accuracy of our solvers on music,
we test two different decipherment programs. The
HILLCLIMBC solver and GREEDY solver are cho-
sen for this test because our text decipherment
experiments show that these two solvers perform
well on short ciphers without spaces, and without
a large training corpus.

We created Elgar and Bach language models
from the corpora of their music, described in Sec-
tion 5. The test samples were randomly enci-
phered with a substitution cipher. Since the ac-
curacy of both solvers on short samples was very
low, we instead used very long samples of around
20,000 notes each.

Table 4 shows the results on long ciphers. The
best key and decipherment accuracies are only
26.6% and 32.7% respectively, both obtained us-
ing our GREEDY method. This indicates that ap-
proximately one-third of the notes in each cipher
are deciphered correctly, on average. We conclude
that deciphering music, in our minimalist repre-
sentation, is much more difficult than deciphering
natural language.

Music Solver Key Acc  Dec Acc
Elgar GREEDY 4.8% 6.4%
Elgar HILLCLIMBC 7.0% 12.0%
Bach GREEDY 26.6% 32.7%
Bach HILLCLIMBC  26.5% 32.0%

Table 4: Key and decipherment accuracy on long
music ciphers.

One of the authors of this paper analyzed the
notes in the highest-scoring decipherment ob-
tained with the Elgar language model. The notes
appear and sound random, containing no clues that
would point to an expected tonal center and har-
monic progression. Further, no recognizable mo-
tives, phrasing, or repetition can be identified. It
has nothing to do with Elgar’s music, which was
more complex and chromatic. We hypothesize that
Elgar may have instead enciphered a simple folk-
like melody, rather than something comparable to
his more mature work. We intend to investigate
this direction in future work.

6.2.1 Impact of Perplexity

In this section, we investigate a hypothesis that
music has a less predictable structure than natu-
ral language, which would make it more difficult
to decipher, explaining the results in the previ-
ous section. We calculate the relative perplexity
of samples of texts vs. samples of music notation
encoded using a simple scheme. Both types of en-
codings have a similar number of distinct symbols:
26 letters vs. the 24 symbols in our encoding of
musical notes.

We create language models for Bach music, El-
gar music, and English text as in the preceding sec-
tions. We then create 100 samples of 87 characters
for each of Bach, Elgar, and English. The samples
are not included in the training corpora. The En-
glish LM is derived from Dangerous Connections,
while the samples are from Letters of Jane Austin.
The average perplexity is then calculated for all
three sets of samples against the three language
models.

We find that English is much more predictable
than music, even under our highly simplified en-
coding scheme. Averaged across the 100 samples,
the music of Elgar and Bach have perplexities of
24.40 and 24.52 respectively, while English has a
perplexity of only 16.18. We propose this as an
explanation of our finding that decipherment algo-



rithms are much less effective on enciphered mu-
sic compared to enciphered English.

6.2.2 Classifying Text vs. Music

Since rank-based attempts showed some promise
in determining the ciphertext language (Sec-
tions 6.1.1 and 6.1.3), we decided to create a clas-
sifier to determine whether a cipher encodes En-
glish text or music. In this section, we describe
the classifier, test it on synthetic ciphers, and fi-
nally apply it to Dorabella.

We use TRIAL as our classifier, with English and
music as candidate languages. We trained the nec-
essary bigram language models on 1M characters
of Dangerous Connections for English, and either
IM symbols of Bach, or 1M symbols of Elgar.
This yields two distinct experiments: (1) distin-
guishing English and Bach music, and (2) distin-
guishing English and Elgar music.

When tested on the 300 test ciphers from Letters
of Jane Austen, and 300 samples each of Bach mu-
sic and Elgar music, we found that TRIAL was able
to distinguish between English and Elgar ciphers
with 82% accuracy, and between English and Bach
with 88% accuracy. These results demonstrate
that TRIAL can reliably distinguish between enci-
phered English and enciphered music.

That established, we applied our classifier to our
transcription of Dorabella. We found that TRIAL
classifies the cipher as English, compared to both
Bach and Elgar music. In the first case, language
model log-probabilities of —228.8 and —244.5
are assigned to English and Bach, respectively.
The variances on these mean log-probabilities (av-
eraged over ten independently randomized runs)
are 11.1 and 13.5, respectively. In the second
case, the corresponding average log-probabilities
are —226.8 and —248.6, with the variances of 5.0
and 2.0, respectively. We interpret these results
as evidence that Dorabella is much more likely to
represent English than music.

6.3 Decipherment of English Texts

In this section, we perform validation experi-
ments on several substitution cipher solvers. We
compare their accuracy on English MASCs, and
attempt to decipher Dorabella with the best-
performing solver. Note that we do not claim to
have produced a correct decipherment of or solu-
tion to the Dorabella cipher.

We test five decipherment methods which are
described in Section 4.2: TREESEARCH, HILL-

Solver Key Acc  Dec Acc
TREESEARCH 43.1% 44.9%
UNRAVEL 42.8% 47.8%
GREEDY 69.0% 79.1%
HILLCLIMB 75.8% 84.5%
HILLCLIMBC 78.3% 88.1%

Table 5: Accuracy of substitution cipher solvers
on short English ciphers without spaces.

CLIMB, HILLCLIMBC, GREEDY, and UNRAVEL. To
establish the reliability of each of these meth-
ods, we measure their accuracy on 87-character ci-
phertexts without spaces. We use the same set of
300 English ciphers and English training corpus as
in Section 6.2.2.

Table 5 shows the average key and decipher-
ment accuracy of the five solvers on the set of
300 test samples. The relatively low accuracy
of TREESEARCH is likely due to the small size
of the training corpus.’ Similarly, UNRAVEL did
not perform very well on short ciphers without
spaces, regardless of the size of the corpus. The
remaining three solvers were much more effective.
HILLCLIMBC, the variant of HILLCLIMB which is
based entirely on a character language model,
performed best, reaching nearly 90% average de-
cipherment accuracy.

However, applying HILLCLIMBC to Dorabella
does not produce a readable decipherment. The
highest-scoring decipherment is as follows:

ychswamsopledieveeacceirprult
memarsofsheehaudmeleantdiroorlt
htanthingutheandtuscutasirs

Since the other solvers likewise failed to pro-
duce any partial decipherment, we conclude that
the Dorabella cipher is unlikely to represent En-
glish text enciphered with a simple MASC.

6.4 Ciphertext Characteristics

The experiments in this section are aimed at the
statistical analysis of two observations made in a
video by Keith Massey.!® The first is that the
number of two-symbol sequences in Dorabella
which are reflections of one another is greater than
chance would allow. The second is that there are

°In a separate experiment, we were able to replicate the
high decipherment accuracy reported by Hauer et al. (2014),

given a larger (but out-of-domain) text corpus.
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long series of symbols in Dorabella with no repeat
of a symbol with the same number of semicircles.
Based on those two observations, it is claimed that
the Dorabella cipher is a nonsensical message con-
structed as a playful joke.

6.4.1 Mirrored Symbols

The Dorabella cipher contains 13 pairs of mirrored
symbols. A mirrored pair consists of 2 consecutive
symbols that have the same number of semicircles
but are facing in opposite directions. (For exam-
ple, the final pairs of symbols in line 1 and 2 in
Figure 1.) How likely is it for a ciphertext of 87
symbols to contain 13 mirrored pairs?

Our procedure is as follows. We randomly ex-
tract 100,000 samples of length 87 from The Ad-
ventures of Sherlock Holmes using the procedure
described in Section 5. Given the large number of
samples relative to the length of the corpus, there
is some overlap between distinct ciphers, however,
each starts at a distinct character in the corpus.
For each sample, we generate a random key that
maps each letter in the sample to a Dorabella sym-
bol. Since there are 26 letters in the alphabet but
only 24 Dorabella symbols, up to 2 pairs of letters
may share a single symbol. We encode each of
the 100,000 samples with Dorabella symbols, and
count the number of mirrored symbols that occur
in each sample.

The results show that, an English text of length
87 encoded with the Dorabella symbols contains
an average 3.64 mirrored pairs. Out of the 100,000
samples, only 123 contained 13 or more mir-
rored pairs, which implies that a text with 13 mir-
rored pairs, like Dorabella, has only about a 0.1%
chance of occurring by accident.

While these results support Keith Massey’s ob-
servation, we disagree with the implication that
Dorabella is a hoax. Instead, we posit that the mir-
rored pairs in Dorabella may have some special in-
terpretation, which would support our earlier con-
clusion that Dorabella is not a simple MASC. For
example, the mirrored symbols could have been
used by Elgar to represent double letters, such as
“ee”, in a less conspicuous way.

6.4.2 Longest Non-Repeating Sequence

Each symbol in Dorabella has 1, 2, or 3 semicir-
cles. In each of the three lines of Dorabella, there
are sequences of symbols without two consecutive
symbols containing the same number of semicir-
cles. The longest such sequence is of length 12.

The claim made in the video is that the occur-
rence of such long sequences with no two adjacent
symbols having the same number of semicircles is
highly improbable, indicating the Dorabella is a
hoax.

We test this claim by applying a similar pro-
cedure as in the previous experiment: We enci-
pher 100,000 samples of English with Dorabella
symbols using randomly generated keys and count
the longest sequence of symbols without repeated
semicircles in each sample.

The results show that the average length of
the longest sequence of consecutive symbols with
different number of semicircles is approximately
10.23. Specifically, 27,472 out of the 100,000
samples contained sequences of 12 or more sym-
bols where there were no repeated semicircles.
We conclude that the probability a single occur-
rence of a sequence of length 12 in Dorabella is
about 27.4%. Therefore, while the sequences ob-
served in Dorabella are surprising, they are not
sufficiently improbable to dismiss the cipher as a
joke. In sum, our investigation of the claim made
in this video provide no evidence for the hoax hy-
pothesis.

7 Conclusion

While the short length and lack of word bound-
aries in the Dorabella cipher present a formidable
cryptographic challenge, we have been able to pro-
vide evidence for and against various hypotheses
via experimental analysis. The failure of several
substitution solvers to produce any partially read-
able decipherment suggests that the cipher is not a
simple monoalphabetic substitution cipher that en-
codes an English text. Our application of a state-
of-the-art method for ciphertext language identi-
fication provides new evidence for English as the
language of the cipher. Furthermore, application
of a classifier based on character language models
suggests that the underlying message of Dorabella
is more likely to be natural language than music.
Finally, the occurrence of several pairs of mirrored
symbols is unlikely to be due to chance, suggest-
ing that Dorabella is not a hoax.
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