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Abstract
The primary task of co-simulation is the synchroniza-
tion and exchange of data between the subsystems, e.g.,
FMUs, at certain coupling points. If the FMUs have dif-
ferent step sizes, the synchronization of the FMUs is of-
ten at the expense of the simulation duration of the co-
simulation. The presented parallel fast scheduling algo-
rithm is an effective approach to couple FMUs with differ-
ent coupling step sizes. Therefore, synchronization inter-
vals are introduced in which FMUs that finish their cou-
pling step are synchronized. This allows a high perfor-
mance of the coupling in terms of simulation duration.
The higher performance compared to other scheduling al-
gorithms is particularly evident in real-time applications,
i.e., HiL simulations. However, the synchronization in-
tervals are defined via a synchronization step size, which
can be set independently to the coupling step sizes of the
FMUs. This additional step size has a significant impact
on the simulation accuracy. An extrapolation measure is
introduced, which approximates the impact of the syn-
chronization step size on the extrapolation error and thus
on the simulation accuracy. Based on this, an optimization
approach is presented, which derives the optimal synchro-
nization step size to minimize the extrapolation measure.
parallel scheduling, synchronization step size, optimal
step size

1 Introduction
In order to reduce development costs and development
time, the focus in the industry has increasingly been
placed on simulation in the recent decades. This led to
a multitude of simulation environments to solve the en-
gineering tasks in the different domains and applications.
However, the different simulation tools often cover a spe-
cific area. In order to consider interactions across do-
mains, it is necessary to integrate the specific models and
tools into a combined simulation. In contrary to remod-
elling of the several specific models, which is cost or at
least time intensive, co-simulation enables the direct inte-
gration of the individual subsystems and models, whereby
coupling variables are exchanged at certain time steps to
synchronize the subsystems as introduced in Kübler and

Schiehlen (2000). Standardisations in the interface have
reduced the technical effort to integrate subsystems as
FMUs from different simulation environments, for more
details see Blochwitz et al. (2012).

However, besides the technical implementation of the
FMU1 integration and data exchange, there are challenges
in coupling and synchronization of the FMUs. Especially
with non-iterative co-simulation, where coupling steps
cannot be repeated, scheduling approaches, step-sizes and
extrapolation techniques have a major impact on the sim-
ulation accuracy and the simulation duration.

In order to solve the causality problem between inter-
acting FMUs extrapolation of coupling signals is needed.
The most common representative is the ZOH (zero-order-
hold) extrapolation, where the last known value of the
coupling signals is used to determine the upcoming cou-
pling step. The coupling imperfection resulting from the
extrapolation can be handled with particular extrapola-
tion and compensation techniques. For instance, a signal
based extrapolation technique to compensate the energy
losses caused by the coupling is discussed in Benedikt and
Drenth (2019). In Haid et al. (2018) a model-based pre-
dictor corrector approach is introduced and a model-based
pre-step stabilization technique is shown in Genser and
Benedikt (2018).

In addition to the extrapolation techniques, the coupling
step sizes, i.e., the defined time steps of the data exchange
between the FMUs, contribute significantly to the simula-
tion accuracy and the simulation duration. Evaluation and
definition of the coupling step size based on the instan-
taneous frequency of the coupling signals is discussed in
Benedikt, Watzenig, et al. (2013). Coupling error based
adaptive step size approaches are analysed in Busch and
Schweizer (2011) and Sadjina et al. (2016).

Beside them the scheduling influences the simulation
accuracy and the simulation duration of the co-simulation.
The scheduling can be categorized into two major groups:
parallel and sequential coupling. Sequential coupling
means that the FMUs are executed one after the other,
which allows subsequent FMUs to access the results of

1For reasons of better understanding, the term FMU will be used for
models and subsystems from now on. This is not a general restriction,
all considerations are also valid for other model integrations.
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FMUs that have already been executed. This reduces the
extrapolations of the entire co-simulation and increases
the simulation accuracy, but at the expense of the simu-
lation duration. The simulation results strongly depend on
the execution order of the FMUs. Approaches to identify-
ing suitable execution sequences are discussed in Glumac
and Kovacic (2018), F. Holzinger and Benedikt (2019),
and Oakes et al. (2020).

With parallel coupling, the FMUs are executed simul-
taneously, which typically leads to shorter simulation du-
rations than sequential co-simulation. However, the sim-
ulation accuracy typically decreases due to an increasing
need of extrapolation. Nevertheless, for a performant sim-
ulation in terms of simulation time, e.g., for real-time ap-
plications, parallel coupling approaches are typically pre-
ferred.

However, not only the timing behaviour of the FMUs
themselves defines the overall simulation duration. Es-
pecially if different coupling step sizes are used for the
FMUs, dedicated scheduling algorithms are needed for
the synchronization between the FMUs. These scheduling
algorithms and their underlying synchronization strategy
have an additional effect on the simulation duration and
the simulation accuracy. For instance, Matlab Simulink
uses a superior step size (solver step size) to synchronize
the FMUs. This has the restriction, that the step sizes of
the individual FMUs have to be a multiple of the superior
step size, for more details see Matlab Simulink (2021).
Especially with large differences in the step sizes of the
FMUs, this can lead to unnecessarily increased synchro-
nization efforts in terms of data exchange.

The presented parallel fast coupling approach also uses
a superior step size, the so-called synchronization step
size. However, the synchronization step size can be
defined independently of the coupling step sizes of the
FMUs, which enables a suitable data exchange between
the FMUs. The parallel fast scheduling with the synchro-
nization step size shows a performant simulation despite
to different coupling step sizes. The selection of the syn-
chronization step size has an effect on the data exchange
and thus on the simulation accuracy. In order to achieve an
suitable configuration, an optimization approach to define
the synchronization step size based on an extrapolation as-
sessment of the coupling signals is discussed.

This work is structured as follows: The next chapter in-
troduces the parallel fast scheduling and discusses its ex-
ecution behaviour. In the third chapter the extrapolation
measure is introduced, which approximates the extrapola-
tion error based on the topology and configuration of the
co-simulation. Based on the extrapolation measure an op-
timization approach to identify the optimal synchroniza-
tion step size for the parallel fast scheduling is derived in
chapter four. A co-simulation example with four FMUs
SA, SB, SC, SD is used to illustrate the properties of the
parallel scheduling and the optimization approach. The
topology of the co-simulation example is shown in Fig-
ure 1. The FMUs of the example are based on an ex-

Figure 1. Co-Simulation topology of an example with four
FMUs.

ample in Benedikt and Drenth (2019) and F. Holzinger
and Benedikt (2019). All FMUs refer to FMU for co-
simulation according to the FMI version 2.0. The paral-
lel fast approach is available as a scheduling procedure
in the AVL Co-Simulation platform Model.CONNECTTM

for more information see Model.CONNECT™ (2020).

2 Parallel Fast Scheduling
Parallel scheduling algorithms execute the FMUs simulta-
neously. Due to the parallel execution, these approaches
basically have a high performance in terms of simulation
duration. Which makes them suitable for real-time ap-
plications, where the entire co-simulation must calculate
faster than real-time. If the FMUs have the same coupling
step sizes hi, they have the identical simulation progress
nhi, i.e., simulation time ts,i, after each coupling step n.
With respect to the data exchange, the FMUs have to wait
for each other after a coupling step. Neglecting the time
for data exchange, the simulation duration and thus the
real-time factor of the entire co-simulation is dominated
by the slowest FMU and can be estimated as follows:

D̂ = max{di}, (1)

where di are the real-time factors of the individual
FMUs Si and D̂ is the estimated real-time factor of the
entire co-simulation. A real-time factor D̂ = 1 indicates
that the co-simulation is running in real-time, i.e. the sim-
ulation time ts is equal to the wall clock time tw. If D̂ < 1,
the co-simulation is faster than real time (ts < tw) and if
D̂ > 1, the co-simulation is slower than real time (ts > tw).
However, if different coupling step sizes of the FMUs are
used, the simulation progress and thus the simulation time
ts,i will differ for the individual FMUs Si.

Depending on the coupling strategy the FMUs are syn-
chronized at different time steps. Approaches, like the
latest-first scheduling approach, where the several FMUs
are synchronized after each coupling step, show a signifi-
cant increasing of the simulation duration due to different
coupling step sizes.

However, the presented parallel fast approach avoids
such behaviour by introducing a global step size for syn-
chronization, the so-called synchronization step size H.
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0 1H 2H 3H 4H 5H 6H 7H 8H

SA ts,a1ha 2ha 3ha 4ha 5ha

SB ts,b1hb 2hb 3hb

SC ts,c1hc 2hc 3hc 4hc 5hc 6hc 7hc 8hc 9hc 10hc 11hc

SD ts,d1hd 2hd 3hd 4hd 5hd

Figure 2. Execution sequence of the parallel fast scheduling.

The step size H defines synchronization intervals. If two
or more FMUs end their coupling step within a synchro-
nization interval [ζ H,(ζ + 1)H), data is exchanged be-
tween these systems. In general, this synchronizations
condition for two FMUs Si and S j can be written as fol-
lows:

(n−1)hi < ζ H ≤ nhi < (ζ +1)H (2a)
(m−1)h j < ζ H ≤ mh j < (ζ +1)H, (2b)

where hi and h j represent the coupling step sizes of the
FMUs Si and S j. A synchronization between two FMUs
Si and S j takes place, if both FMUs end their coupling
step nhi and mh j within the same synchronization interval
[ζ H,(ζ + 1)H). In addition to that, it is mandatory, that
the previous coupling step (n−1)hi and (m−1)h j is out-
side of the synchronization interval. This avoids multiple
data exchange within a synchronization interval. How-
ever, the condition in (2) can lead to fewer synchronisa-
tions between the subsystems for small synchronisation
step sizes, if the individual subsystems end their coupling
steps at different synchronisation intervals.

Figure 2 shows the FMU execution and synchroniza-
tion of a co-simulation example with four FMUs SA, SB,
SC and SD. The FMUs have different coupling step sizes
which are assumed with ha = 2s, hb = 3s, hc = 1s and
hd = 2s. The synchronization step size is set to H = 1.4s.
The axes show the simulation progress of the individual
FMUs with their coupling steps illustrated as cycles. The
vertical dashed lines depict the synchronization step sizes.
The synchronization and thus the data exchange between
the FMUs is illustrated with dark grey solid lines. The first
synchronization is in the synchronization interval [H,2H)
at ts = 2s. FMUs SA, SC and SD end at the same time and
exchange their data. The data exchange is done indepen-
dently from the simulation progress of FMU SB. The first
synchronization (and data exchange between) all FMUs
(including FMU SB) occurs in the interval [2H,3H). In
the following interval [3H,4H) only FMU SC finishes its
step. Since no other FMU ends the simulation step in this
interval, there is no synchronization and FMU SC contin-
ues the calculation without data exchange. This strategy
will be continued for the further intervals. Depending on

the coupling step of the FMU, synchronize all FMUs or
only parts of the FMUs with each other.

2.1 Synchronization Interval
The synchronization step size H has a direct impact on
the synchronization and data exchange of the individual
FMUs and thus on their execution behaviour. Figure 3
shows the execution behaviour in terms of the simulation
time ts over the wall-clock time tw of the co-simulation ex-
ample in Figure 1 with the FMUs SA, SB, SC and SD. The
solid lines show the execution of the FMUs with a marker
at the beginning and the end of the coupling step. The
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(a) Equal coupling step sizes
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(b) Different coupling step sizes

Figure 3. Simulation time of the FMUs depending on the wall
clock time with parallel fast scheduling: (a) Equal coupling step
sizes; (b) Different coupling step sizes.
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horizontal (dashed) lines between the markers indicate the
waiting of the FMU due to the synchronization condition
in 2. The synchronization step size is defined as H = 1.5s.
The real-time factor of the FMUs is assumed with da = 2,
db = 0.333, dc = 1 and dd = 0.5, i.e., for instance FMU
SA with a real-time factor da = 2 needs 4s to execute a
coupling step of ha = 2s. In Figure 3 a all FMUs have the
same coupling step sizes ha = hb = hc = hd = 2s. Conse-
quently, all FMUs are synchronized at the same time. The
FMUs start their execution simultaneously. Due to the dif-
ferent real-time factors, the FMUs end their coupling step
at different wall-clock times tw. For instance, FMU SC has
finished the first coupling step at tw = 2s, while FMU SA
ends the first step at tw = 4s. After all FMUs have com-
pleted their coupling step, data is exchanged. Due to the
equal step sizes and thus the equal simulation progress, all
FMUs start their next coupling step again simultaneously.

The simulation time ts over the wall-clock time tw for
different coupling step sizes is shown in Figure 3 b for as-
sumed coupling step sizes ha = 2s, hb = 3s, hc = 1s and
hd = 2s. In the first coupling step all FMUs are executed
in parallel. FMU SC is the only FMU that finishes its first
step in the synchronization interval [0s,1.5s). This means
that no synchronisation is necessary and the FMU imme-
diately executes the next coupling step. The first data ex-
change takes place between the FMUs SA, SC and SD in the
synchronization interval [1.5s,3s). The three FMUs wait
for each other before starting the next coupling step after
the data exchange. Synchronization with FMU SB first oc-
curs in interval [3s,4.5s). All FMUs complete their cou-
pling step within this interval. Data is exchanged between
all FMUs, despite the different simulation progresses. In
the following interval [4.5s,6s), only FMU SC fulfils the
synchronization condition, which leads to no synchroniza-
tion. As a result, FMU SC executes three coupling steps
in a row without exchanging data with the other FMUs.
However, at ts = 6s, i.e., within interval [6s,7.5s), all
FMUs end their coupling step and synchronization is per-
formed.

In both diagrams in Figure 3, the simulation duration or
the wall-clock time tw = 12s for a simulation time ts = 6s.
That means that the slowest FMU, i.e., FMU SA, domi-
nates the simulation duration in both cases. Hence, the
synchronization between the FMUs has no effect on the
simulation duration in the shown example.

However, the synchronization step size H has an im-
pact on the data exchange between the FMUs and thus on
the simulation extrapolation behaviour. Figure 4 shows
the extrapolation error E and the real-time factor D of the
co-simulation example over the synchronization step size
H. Thereby, the extrapolation error E and the real-time
factor D of the entire co-simulation were determined from
several simulation runs with different synchronization step
sizes. The extrapolation error E results from the mean lo-
cal extrapolation error of all inputs of the FMUs, i.e., it is
a measure of the actual extrapolation errors of the entire
co-simulation. To identify the impact of the synchroniza-

tion step size H on the simulation duration and real-time
factor D, it is assumed, that all FMUs have the identical
real-time factor da = db = dc = dd = 1.
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Figure 4. Real-time factor D and extrapolation error Ê of the
actual co-simulation depending on the synchronization step size
H of the parallel fast scheduling.

For small synchronization step sizes H, the real-time
factor of the entire co-simulation is about D = 1. Af-
ter that, the real-time factor increases to about D = 1.2,
because of the larger synchronization interval, there may
be waiting time between FMUs due to different simula-
tion progress, which increases the simulation time of the
whole co-simulation. With a synchronization step size of
H = 6s, the real-time factor drops again to D = 1 in this
example. The synchronization step size H = 6s corre-
sponds to the common multiple of all coupling step sizes,
i.e., all FMUs end at the same simulation time ts, which
minimize the synchronization time between the FMUs.

The extrapolation error E is almost constant for small
synchronization step sizes H in this example. From a syn-
chronization step size of H = 1s, the extrapolation error
E decreases and afterwards increases almost linearly from
H = 2s. Larger synchronization intervals lead to less data
exchange between FMUs. This typically means larger ex-
trapolation errors and thus a decrease in simulation accu-
racy. The lowest extrapolation error and thus the highest
accuracy is at H = 2s. Due to the synchronization con-
dition in (2) smaller synchronization step sizes H do not
necessarily lead to better results. For small step sizes, the
coupling steps of the FMUs must be finished close to each
other in order to be synchronized.

3 Coupling Assessment
The extrapolation error E and the real-time factor D in
Figure 4 result from the execution behaviour of the paral-
lel fast scheduling. In addition to the synchronization step
size H this depends on the topology of the co-simulation,
the coupling step sizes hi of the individual FMUs and their
timing behaviour di. Based on these parameters, an ex-
trapolation measure Ê is introduced, which is called ex-
trapolation error estimation. In addition to that the real-
time factor D̂ of the parallel fast scheduling for the entire
co-simulation is estimated.
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3.1 Extrapolation Assessment
The scheduling defines the synchronization depending on
the connections between the FMUs, their coupling step
step sizes and the synchronization step size. The synchro-
nization results in the extrapolation behaviour of the cou-
pling signals. In order to derive the extrapolation in the
form of an extrapolation error estimation Ê, synchroniza-
tion of the FMUs must be considered. In this context, the
interactions between the FMUs are essential. These inter-
actions are defined by the coupling signals, i.e., the con-
nection from an output yi of FMU Si to an input u j of
FMU S j. For the entire co-simulation the connections can
be described with the linking matrix:

u = L ·y, (3)

with the vector of all concatenated outputs y =
[y1,y2, . . . ,yN ]

T and the vector of all concatenated inputs
u = [u1,u2, . . . ,uN ]. Without loss of generality, we assume
that both vectors have the length N, where N represents the
number of connections, i.e., an output can only be con-
nected to one input2. Consequently, the linking matrix L
is an orthogonal matrix with the dimension N ×N. The
connections of the example in Figure 1 can be written us-
ing a linking matrix:

uad
uba
ucb
ucd
udc
uda

=


0 0 0 0 0 1
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0

 ·


yab
yad
ybc
ycd
yda
ydc

 (4)

However, the linking matrix does not contain any infor-
mation regarding the dependencies between the FMUs. In
order to derive the dependency of the FMUs from the link-
ing matrix, which describes the mapping of the inputs to
the outputs, two further matrices S and T are introduced.
The matrix S describes the relation of the outputs yi with
the corresponding FMUs Si and the matrix T describes re-
lation of the inputs u j with the corresponding FMUs S j.
Based on the example, the matrices are as follows:

S =


1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1

 and T =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1

 . (5)

The two matrices S and T have the dimension N×M,
where M is the number of involved FMUs. In combination
with the linking matrix, the dependency matrix A, i.e., the
dependencies between the FMUs, is

2In case of multiple connected outputs, the outputs can be dupli-
cated.

A =
(
TT ·L ·S

)T
. (6)

The dependency matrix A has the dimension M×M.
For the example in Figure 1, the dependency matrix can
be written as follows:

A =


0 1 0 1
0 0 1 0
0 0 0 1
1 0 1 0

 , (7)

where the individual columns and rows are assigned to
the FMUs SA, SB, SC and SD. The entries in the columns
indicates the inputs to the FMUs and the rows the outputs.
For instance, the first column, i.e., FMU SA, represents
the inputs of FMU SA, which is connected to FMU SD.
The first row describes the two outputs of FMU SA to the
FMU SB and SD.

The dependency matrix A serves as the basis to deter-
mine the extrapolation error estimation Ê. In a parallel
coupling, where all FMUs Si have the same coupling step
sizes hi, all inputs ui are always extrapolated. With respect
to the dependency matrix, the extrapolation error estima-
tion can be stated as

Ê =
M

∑
i=1

M

∑
j=1

Ai j. (8)

With the definition of the dependency matrix in (6) the
extrapolation error estimation Ê corresponds to the num-
ber of extrapolated inputs, which implies the assumption
that all coupling signals have the same influence on the
coupling error and thus on simulation results. Typically,
there are coupling signals that have more influence on sim-
ulation results than others. This can be considered by ex-
tending the dependency matrix A in (6) with a weighting
matrix C as follows:

A =
(
TT ·C ·L ·S

)T
, (9)

where the diagonal matrix C = diag(c1,c2, ...,cn) has
the dimension N ×N. The coefficient ci represents the
weighting of the coupling signals. A high weighting
factor ci shows a big impact of the coupling signal on the
simulation results and a small weighting factor ci indi-
cates a little impact on the simulation results. Different
methods to weight the coupling signals and their impact
on the dependency matrix were discussed by the authors
in F. Holzinger and Benedikt (2019) and F. R. Holzinger,
Benedikt, and Watzenig (2021).

However, if different coupling step sizes are used, the
extrapolation between FMUs and thus the extrapolation
error E changes. Consequently, the extrapolation error es-
timation Ê in (8) is no longer valid, due to the fact that
neither the coupling step sizes nor the scheduling is con-
sidered. The synchronization and thus the extrapolation
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of the FMUs depends on the simulation progress nhi of
the individual FMUs Si according to the synchronization
condition in (2).

In the case of a synchronization between two FMUs Si

and S j, the synchronization step ∆τ
(syn)
i j of FMU Si is given

by the actual simulation progress nhi and previous simu-
lation progress of the last synchronization ñhi:

∆τ
(syn)
i j = nhi− ñhi, (10)

where ñ indicates the last synchronization between the
FMUs Si and S j. Due to the different coupling step sizes,
synchronization between the FMUs does not take place at
every coupling step nhi. Furthermore, it is not mandatory
that the FMUs have the same simulation progress during
synchronization, they simply have to be in the same syn-
chronization interval. The different simulation progresses
during synchronization have an effect on the extrapola-
tion. If a FMU is more progressed, its results can be used
directly and do not have to be extrapolated by the other
FMUs, i.e., the inputs can be interpolated. The interpo-
lated part results from the simulation progress of the two
coupled FMUs:

∆τ
(int)
i j = mh j−nhi for mh j > nhi. (11)

Considering FMU Si, interpolation applies if the sim-
ulation progress mh j of the coupled system S j is greater
than the simulation progress nhi during the synchroniza-
tion, otherwise the entire synchronization step for FMU Si
must be extrapolated. Therefore, the interpolated part can
be generally written as follows:

∆τ
(int)
i j = max(0,mh j−nhi) (12)

the extrapolated part ∆τ
(ext)
i j of the synchronization re-

sults from the synchronization step in (10) minus the inter-
polated part in (12). The interpolated part cannot be larger
than the synchronization step, which leads to the follow-
ing:

∆τ
(ext)
i j = ∆τ

(syn)
i j −∆τ

(int)
i j

= nhi− ñhi−max(0,mh j−nhi)
(13)

The extrapolated part ∆τ
(ext)
i j in (13) is the time hori-

zon, which is extrapolated within a synchronization step
∆τ

(syn)
i j . However, multiple coupling steps can be executed

within one synchronization step and the number may vary
from synchronization step to synchronization step. For
instance, in the first synchronization step of FMU SC in
Figure 2, two coupling steps are executed, whereby in the
next synchronization step only one coupling step is exe-
cuted. The interpretation of the extrapolation error with
the dependency matrix A in (9) is referred to a single cou-
pling step. Due to lack of additional information about
the coupling behaviour, it is assumed that the extrapola-
tion impact increases linearly with the number of coupling

steps within a synchronization step. That means, if there
are multiple coupling steps within a synchronization step,
the extrapolated part must be scaled by the impact of mul-
tiple coupling steps. For example, three coupling steps are
executed within one synchronization step, i.e., n− ñ = 3.
The first coupling step starts directly after the last synchro-
nization, i.e., the input data has to be extrapolated only
one coupling step size, so there is no scaling for the first
coupling step needed. The second coupling step uses the
same data for the extrapolation. The extrapolation horizon
is two coupling steps in this case. Therefore, the second
input value is scaled with the factor 2. In the third cou-
pling step, the extrapolation horizon is already three cou-
pling steps, i.e., scaling with a factor of three. The scaling
factor fi of the synchronization step can be written for the
number of n− ñ coupling steps as follows:

fi =
1

n− ñ

n−ñi

∑
j=1

j =
n− ñ+1

2
(14)

However, the synchronization time between two FMUs
and so the number of coupling steps can change from one
synchronization step to the other. Therefore, the extrap-
olation must be reassessed for each synchronization. In
order to derive an overall assessment of the extrapolation
behaviour of the coupling signals between two FMUs, it
is not sufficient to consider only one synchronization step.
The synchronization behaviour and thus the extrapolation
behaviour repeats after a certain time. This time corre-
sponds to the least common step size H̄ of the coupling
step sizes hi and h j of the two FMUs and the synchro-
nization step size H. For this time horizon H̄, the mean
extrapolation error estimation Ê can be calculated for a
single coupling signal from FMU Si to FMU S j. This nor-
malised extrapolation error estimation or extrapolation ra-
tio Q(hi,h j,H) describes the impact of the extrapolation
of a coupling signal due to the synchronization step size
H and the coupling step sizes hi and h j and can be written
as:

Q(hi,h j,H) =
1
H̄

H̄/H

∑
ζ=1

H̄/hi

∑
n=1

H̄/h j

∑
m=1

se,ise, j fi∆τ
(exp)
i j , (15)

where fi is the scaling factor regarding the synchro-
nization step in (14), se,i is the synchronization coefficient
for FMU Si and se, j is the synchronization coefficient for
FMU S j given as:

se,i =

{
1 if (n−1)hi < ζ H ≤ nhi < (ζ +1)H
0 otherwise and

(16a)

se, j =

{
1 if (m−1)h j < ζ H ≤ mh j < (ζ +1)H
0 otherwise.

(16b)
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The coefficient se,i = 1 if the condition in (2a) for FMU
Si is fulfilled. Analogously, the coefficient se, j = 1 if the
synchronization condition in (2b) for FMU S j is fulfilled.

The extrapolation ratio Q(hi,h j,H) describes the effect
of the parallel fast scheduling on the dependency matrix
A and thus on the extrapolation error estimation Ê. The
weights of the extrapolation ratio Q(hi,h j,H) for the indi-
vidual step sizes [h1,h2, ..hM] of the individual FMUs can
be put together in weighting matrix as follows:

W =

 Q(h1,h1,H) · · · Q(h1,hM,H)
...

. . .
...

Q(hM,h1,H) · · · Q(hM,hM,H)

 (17)

The weighting matrix W can be element-wise multi-
plied with the dependency matrix A to scale it accord-
ing to the influence of the synchronization of the paral-
lel fast algorithm. Whereby the extrapolation error esti-
mation Ê, i.e., the assessment of the extrapolation to the
co-simulation, can be determined as follows:

Ê =
M

∑
i=1

M

∑
j=1

Āi j =
M

∑
i=1

M

∑
j=1

Wi jAi j. (18)

3.2 Simulation Duration Assessment
The time of synchronization is defined by the synchroniza-
tion step size H and the coupling step sizes hi of the FMUs
Si. The actual duration (relative to wall-clock time) of the
synchronization step depends on the duration of the exe-
cution of a coupling step nhi, i.e., of the real-time factor di
of the FMUs Si, and the time the FMUs have to wait for
each other during synchronization. Therefore, a coupling
step implies mainly two parts: the execution of the FMU,
dominated by the real-time factor di of the FMUs Si and
the synchronization between the FMUs, i.e., the waiting
time. During this time, the synchronizing FMUs wait un-
til all have completed their coupling step. The wall-clock
time tw,i of the individual FMUs, i.e., the time that is actu-
ally needed to execute a coupling step, can be formulated
depending on their simulation progress ts as follows:

tw,i(ts) = max(tw,i(ts), tw, j(ts)se,ise, j) ∀i, j ∈ S (19)

The actual wall-clock time tw,i of a FMU Si is deter-
mined as the maximum wall-clock time tw, j of all syn-
chronized FMUs S j. The synchronized FMUs are spec-
ified with the coefficients se,i and se, j regarding to the syn-
chronization condition in (16). The simulation time can
be expressed as ts = kh̄, where k ∈ N and h̄ is the great-
common-divisor step size of the coupling step sizes hi and
the synchronization step size H and consequently the de-
termination of the wall-clock-time in (19) can be rewritten
as follows:

tw,i(kh̄) = max
(
tw,i(kh̄), tw, j(kh̄)se,ise, j

)
∀i, j ∈ S.

(20)

Depending on the definition of the simulation time ts =
kh̄, the index n of the actual coupling step of a FMU Si can
be determined as n =

⌈
ts
hi

⌉
=
⌈

kh̄
hi

⌉
. Similarly, the index of

the synchronization step is ζ =
⌊ ts

H

⌋
=
⌊

kh̄
H

⌋
. Applied to

(2a) the synchronization condition results in

(⌈
kh̄
hi

⌉
−1
)

hi <

⌊
kh̄
H

⌋
H ≤

⌈
kh̄
hi

⌉
hi <

(⌊
kh̄
H

⌋
+1
)

H.

The wall-clock time tw,i of a FMUs Si is individually up-
dated with each execution by its real-time factor di. This
can be generally written as follows:

tw,i((k+1)h̄) = tw,i(kh̄)+dihisd,i ∀i ∈ S, (21)

where sd,i indicates the end of a coupling step and can
be stated as:

sd,i =

{
1 if mod (kh̄,hi) = 0
0 otherwise. (22)

If a coupling step is completed, i.e., the simulation time
ts or kh̄ is a multiple of the coupling step size hi, the coef-
ficient sd,i = 1 and its required computation effort dihi is
added to the current wall-clock time tw,i of FMU Si.

In order to approximate the real-time factor of the en-
tire co-simulation it is not sufficient to consider only one
synchronization step. As shown in Figure 2, the synchro-
nization between FMUs and so the computational effort
changes depending on the simulation progress. However,
the synchronization pattern and so the timing repeats af-
ter a certain time. This time depends on the coupling step
sizes hi and the synchronization step size H and can be de-
termined by the least-common-multiple step size H̄ of all
step sizes. That means, to approximate the real-time factor
D̂ of the entire co-simulation, at least the simulation time
interval ts = [0, H̄] has to be considered.

Finally the estimated real-time factor D̂ for the parallel
fast scheduling can be determined as

D̂ =
1
H̄

max
i∈S

(tw,i). (23)

Using the extrapolation error estimation Ê in (18) and
the real-time factor estimation D̂ in (23), the impact of the
synchronization step size H on the extrapolation error and
the simulation duration can be estimated without costly
simulations. The comparison of the extrapolation error
estimation Ê and the real-time factor estimation D̂ with
the actual extrapolation error E and the real-time factor
D depending on the synchronization step size H is shown
in Figure 5. Both, the extrapolation error estimation Ê
and the estimation of the real time factor D̂ of the entire
co-simulation, show a similar behaviour than the actual
extrapolation error E and the actual real-time factor D de-
pending on the synchronization step size H.
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Figure 5. Real-time factor estimation D̂ and extrapolation error
estimation Ê compared to the actual real-time factor D and ex-
trapolation error E depending on the synchronization step size
H of the parallel fast scheduling.

4 Optimal Synchronization Step Size
The extrapolation error E changes strongly depending on
the synchronization step size H, see Figure 5. Beyond a
certain synchronization step size H, the extrapolation er-
ror increases almost linearly with the synchronization step
size. This can be mainly explained by the large synchro-
nization intervals that lead to less synchronizations, i.e.,
less data exchanges between the FMUs, and thus to higher
coupling errors. However, the real-time factor D of the en-
tire co-simulation changes only slightly with the synchro-
nization step size H. The effect on the real-time factor and
thus on the simulation duration becomes even smaller as
soon as the FMUs have different real-time factors di. Fig-
ure 6 shows the impact of the synchronization step size H
on the estimated real-time factor D̂ for different real-time
factors da of FMU SA, whereby the other FMUs remain
with a real-time factor db = dc = dd = 1.

With an increasing real-time factor da, the impact of the
synchronization step size on the overall real-time factor D̂
decreases. At a difference of around 60% of the real-time
factor, i.e., da = 1.6, there is no significant impact of the
synchronization time on the overall real-time factor D of
the co-simulation. The slowest FMU, i.e., SA, dominates

0 1 2 3 4 5 6
1

1.2

1.4

1.6

1.8

2

Figure 6. Real-time factor estimation depending on the syn-
chronization step size for different real-time factors of FMU SA.

the entire timing behaviour, independent on the synchro-
nization step size H.

Due to the small effect of the synchronization step size
on the timing behaviour and thus on the overall real-time
factor D̂, the simulation duration is negligible for the de-
termination of the synchronization step size. This means
only the extrapolation error estimation Ê is used to find an
appropriate synchronization step size. Thus, an optimiza-
tion problem based on the extrapolation error estimation
Ê in (18) can be written as follows:

min
H

{
Ê
}
. (24)

A synchronisation step size H is desired that minimizes
the extrapolation error estimation Ê in (18) for the con-
sidered co-simulation example. In the following, the opti-
mization approach in (24) is applied to the co-simulation
example in Figure 1. The coupling step sizes of the FMUs
are given with ha = 0.2ms, hb = 0.3ms, hc = 0.1ms and
hd = 0.2ms. A detailed description of the FMUs can be
found in Benedikt and Drenth (2019) and F. Holzinger and
Benedikt (2019). To identify the optimal synchronization
step size H, the minimum of the extrapolation error esti-
mation has to be determined. Therefore 20 synchroniza-
tion steps sizes were evaluated between H = 0.05ms and
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(a) Simulation result SA,yab
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-200
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300

(b) Simulation result SB,ybc

Figure 7. Simulation results for varied synchronization step
sizes H, monolithic simulation and optimal synchronization step
size H∗: (a) SA,yab; (b) SB,ybc.
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H = 6ms. The optimal synchronization step size based on
the extrapolation error estimation Ê is H∗ = 2ms.

Figure 7 shows the simulation results of the coupling
signals yab and ybc depending on the different synchro-
nization step sizes. The black solid line depicts the simu-
lation result of the optimal synchronization step size H∗.
The grey lines show the results of the other evaluated syn-
chronization step sizes. The monolithic simulation, i.e.,
all subsystems are solved within one model with one sin-
gle solver without extrapolation, is shown as black dashed
line and serves as reference signal. The results with the
optimal synchronization step size H∗ show the smallest
deviation from the reference solution for the coupling sig-
nal yab of FMU SA and coupling signal ybc for FMU SB.
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Figure 8. Extrapolation error estimation Ê compared to the
mean coupling error w.r.t. the monolithic simulation over syn-
chronization step size H.

The comparison of the determined extrapolation error
estimation Ê with the mean coupling error is shown in Fig-
ure 8. The mean coupling error corresponds the root mean
square error of the simulation results to the reference so-
lution (monolithic simulation) of all coupling signals. The
behaviour of the extrapolation error estimation Ê shows
similar behaviour to the actual coupling error with respect
to the monolithic simulation that occurs. This means that
a determination of the optimal synchronization step size
H∗ using the extrapolation error estimation Ê leads to the
optimal solution in terms of the synchronization step size.

5 Conclusion
The co-simulation of FMUs with different coupling step
sizes requires suitable synchronization methods to ensure
appropriate data exchange of the coupling signals between
the FMUs. The presented parallel fast scheduling shows
an effective way to synchronize the individual FMUs with-
out unnecessarily extending the simulation duration. The
usage of synchronization intervals, where FMUs exchange
their data, enables continuous timing behaviour through-
out the simulation and is therefore particularly suitable for
real-time applications. However, the definition of the syn-
chronization interval has a direct impact on the extrapola-
tion behaviour of the FMUs and thus on the simulation
accuracy. Contrary to the expectations, small synchro-

nization intervals do not generally lead to accurate sim-
ulation results. Therefore, an optimisation approach was
proposed to determine the optimal step size for the syn-
chronization intervals based on an introduced extrapola-
tion measure (extrapolation error estimation). This allows
to derive the optimal synchronization step size for the par-
allel fast scheduling.

The presented determination of the optimal synchro-
nization step size for the parallel fast scheduling based on
the estimated extrapolation error shows good results for
the example used in this work. However, in future work
this approach will be analysed and validated on further
examples. The extrapolation assessment depending on the
synchronization step size of the co-simulation assumes a
ZOH extrapolation for the estimation. The estimation of
the extrapolation error for other coupling approaches, e.g.,
FOH, will be considered in future works.
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