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Abstract
Increased demand for customized products and reduced
manufacturing times are key drivers towards modern, au-
tomated manufacturing systems. Manufacturing compa-
nies increasingly rely on simulation models of their man-
ufacturing systems, with the goal to optimize critical pro-
duction parameters and programming of their industrial
assets. Simulation driven optimization concepts like dig-
ital twin and virtual commissioning are gaining popular-
ity among manufacturing units to drive production rates
higher. Manufacturing systems in the aerospace domain
are highly complex, due to component size, tight tol-
erance requirements, and multi-tier manufacturing pro-
cesses. Accurate simulations of robots and other pro-
grammable assets are needed, in order to lower the risk of
collisions and manufacturing down times. In practice, this
leads to inhomogeneous and even proprietary simulation
environments, with different software interfaces. In this
paper we introduce an accurate robotic arm simulation for
industrial manufacturing robots that is based on open stan-
dards. This simulation environment is based on two open
access standards, namely the Functional Mock-up Inter-
face (FMI) and the Distributed Co-Simulation Protocol
(DCP). In a virtualized manufacturing process the number
of involved stakeholders is significantly higher. Typically,
it includes software and simulation tool vendors, next to
the robotic system providers. Therefore a modular soft-
ware architecture based on open access standards is con-
sidered beneficial. Due to the fact that passenger aircraft
are highly customized, frequent reprogramming of robotic
systems is needed. During these component manufactur-
ing processes the challenge is to maintain a high level of
accuracy and reliability.
Keywords: manufacturing, robotics, co-simulation, virtu-
alization, standards

1 Introduction
1.1 Motivation
The digitization of manufacturing progresses towards the
paradigm of Industry 4.0 (Lasi et al. 2014). We can

observe a strong shift from manufacturing products in a
repetitive way to a significantly more smart and intelligent
way of manufacturing. Especially in airplane industry,
where orders are highly customized, including lots of in-
dividual adaptations, following high numbers of variants.
Manufacturer Airbus produces parts across seven Euro-
pean countries (Mas et al. 2013) and finally assembles
them to complete airplanes. The production of airplanes is
massively distributed, and so is the entire supply chain be-
hind manufacturing. Production processes are optimized
for concurrency and collaboration. The goal is to enable
short time-to-market and reduced cost. At the same time,
quality levels should be maintained or even increased.

Today industrial robots are increasingly used in many
airplane manufacturing steps. Manual offline program-
ming of manufacturing robots for large aircraft compo-
nents is a difficult task. There are several reasons for that.
First of all, offline programming refers to the process of
defining robotic movements when the robot is not in ser-
vice. The manufacturing line has to be stopped for the
programming process. Second, offline programming is
constrained by numerous frame conditions. For example,
space for robot movement is often limited, due to robot
or machinery placement and complexity of parts. Third,
inadvertent contact and collisions between the robot and
airplane parts must strictly be avoided. Airplane materi-
als and parts are expensive, and even partly manufactured
composite parts are valuable. Damaged parts must be re-
placed, this adds up additional cost, generates waste, and
slows down production. The further manufacturing pro-
cesses are progressed, the more important it is to avoid
damage to parts. For these reasons collision free path plan-
ning is important. In practice, even small changes to the
manufacturing process may have severe impact to robot
movement, and therefore programming. Therefore maxi-
mum flexibility of configuration and reconfiguration is key
to speed up manufacturing and increase facility output. Fi-
nally and fourth, manual robot programming is time con-
suming and subject to improvement.

Due to advancements in simulation technology, virtual
validation has been identified as a key method to over-
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come aforementioned problems. Virtual validation refers
to the solution, where a software programmed robot can be
tested and evaluated in a simulated space, before the mov-
ing on to the real robot. This work focuses on the infras-
tructure required for virtual validation. As airplane parts
are provided by a large base of suppliers and go through
many different process steps, the used software tools are
diverse. As a consequence, virtual validation needs to be
able to deal with numerous different interfaces. Support-
ing many interfaces turns out to be costly.

1.2 Approach
In this work we are investigating the capabilities of FMI
and DCP standards, to cope with virtual validation of the
behaviour of robotic systems. FMI stands for Functional
Mock-up Interface (Blochwitz et al. 2011). It represents
a software standard for co-simulation in several industry
sectors. It was proposed to solve the need for interoper-
ability between models, solvers and tools. FMI was devel-
oped in the MODELISAR project, starting in 2008. The
FMI specification is standardized as a Modelica Associa-
tion Project (MAP). Its most recent specification version is
2.0.2 which was released in 2020. The FMI specification
document defines an interface for model exchange and co-
simulation. Today more than 100 software tools support
the FMI1. The Distributed Co-Simulation Protocol (DCP)
is an application-level communication protocol. It was de-
signed to integrate models or real-time systems into sim-
ulation environments. It was developed in the ACOSAR
project (Krammer, Marko, and Martin Benedikt 2016). It
enables exchange of simulation related configuration in-
formation and data by use of an underlying transport pro-
tocol (such as UDP, TCP, or CAN). At the same time, the
DCP supports the integration of tools and real-time sys-
tems from different vendors. The DCP is intended to make
simulation-based workflows more efficient and reduce the
overall system integration effort. It was designed with
FMI compatibility in mind, i.e., it follows a master-slave
communication principle, uses an aligned state machine
implementing an initialization mechanism, and defines an
overall integration process which is driven by standard-
ized XML file formats. Version 1.0 of the DCP specifica-
tion document was released as an open-access Modelica
standard in early 2019 (Krammer, Martin Benedikt, et al.
2018; Krammer, Schuch, et al. 2019).

We aim at an accurate simulation of a universal robot
(UR10) robotic arm. The UR10 is not compatible with,
e.g., the RRS2 (realistic robot simulation) protocol. To
overcome this issue, simulation environment provided by
the robot vendor shall be used. For that purpose, a DCP
master and slave pair shall be embedded into a FMU. The
FMU can then be consumed by any FMI compatible robot
programming software tool. The UR10 provides a virtual
robot controller (VRC) through a virtual machine. Addi-

1http://fmi-standard.org/tools/

tionally, UR drivers are openly available and adopted by
ROS (Robot Operating System). Its interfaces are speci-
fied in an open manner, but vendor specific. Due to the
open nature of FMI and DCP, the necessary interfaces and
configurations can be adapted effectively.

This paper is structured as follows. Section 2 provides
an overview of related work from the fields of robotics and
distributed co-simulation. In Section 3 our main contribu-
tion is stated. Section 4 highlights main results. Section 5
summarizes and concludes this paper.

2 Related Work
Realistic Robot Simulation (RRS) (Bernhardt, Schreck,
and Willnow 1994; Bernhard, Schreck, and Willnow
2001; Bernhardt, Schreck, and Willnow 2001; Bernhardt,
Schreck, Willnow, and Baumgartner 2002) is an initiative
of automotive companies, robot manufacturers, simula-
tor manufacturers, line builders, and measurement system
manufacturers. It aims at enhancement of robot simulation
accuracy and methodologies for robot off-line program-
ming. RRS-2 defines a Virtual Robot Controller (VRC)
interface. Its specification is maintained by Fraunhofer
IPK and is not openly available. Only few robot manufac-
turers are offering VRCs compatible to the RRS-II proto-
col for simulation purpose. Most manufacturers have their
own software solutions for realistic simulation. Unfortu-
nately those are often not compatible to their product life
cycle management (PLM) solutions.

A framework based on OPC-UA for distributed indus-
trial robot control is shown in (Vick and Krüger 2018).
It aims at virtualization on cloud systems and virtual ma-
chines, and uses the UR10 robot. The integration of simu-
lation systems into OPC-UA networks is shown in (Reitz
and Rosmann 2020). It focuses on data mapping from a
simulation meta data model to an OPC-UA information
model. The architecture allows for concurrent message
passing between an OPC-UA server and the simulation.
This allows for simulation of entire scenarios of an auto-
motive production line.

This publication focuses on co-simulation techniques.
A survey regarding the wide field of co-simulation is pre-
sented in (Gomes et al. 2018). A real-time co-simulation
platform for virtual commissioning of production systems
is presented in (Scheifele, Verl, and Riedel 2019). In a
similar way, virtual commissioning using co-simulation
for virtual plants is shown in (Süß, Strahilov, and Diedrich
2015). A co-simulation platform for design of networked
control systems is shown in (W. Li, Zhang, and H. Li
2014).

In the field of co-simulation, the coupling between
variables represents one of the largest challenges (Mar-
tin Benedikt and Hofer 2015). A solution to overcome
the coupling challenge is presented in (Benedikt et al.
2013). In (Stettinger et al. 2014) co-simulation is ex-
tended to the real-time domain by using a model-based
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Figure 1. Accurate simulation of a robotic arm system, including simulation based on open standards.

extrapolation scheme, to compensate round-trip time and
noise-handling. A mixed real-virtual prototype from the
automotive domain based on utilization of the DCP is
shown in (Baumann et al. 2019). A distributed demon-
strator consisting of a small scale test bed connected to a
co-simulation environment is used for performance evalu-
ation. Another example for a real-time co-simulation ap-
plication can be found in (Rehtanz and Guillaud 2016).

3 Co-Simulation Architecture for
Robotic Arm Control

3.1 Concept
The main concept of the proposed solution is shown in
Figure 1. The application software on the upper left side
provides a virtual environment for the robot and the ob-
jects it interacts with. This application software is able to
integrate functional mock-up units (FMUs), hence it acts
as an FMI master.

The robotics simulation on the top right hand side shall
be provided by the robot vendor. This ensures the best
possible simulation, having compatibility, consistency,
and accuracy in mind. For the intended target robot UR10
a virtual machine is available. This virtual machine is ac-
cessible and provides an entry point for adaptations. It is
intended to act as a DCP slave.

The center part of the concept is a co-simulation plat-
form. It must be able to control one or more robot simula-
tions, thus act as a DCP master. On the other hand, it must
abstract robot connectivity behind the FMI, and act like an
FMU for co-simulation.

The goal is to build an accurate and real-time capable
robotic arm simulation, with a simulation infrastructure

that is fully based on open standards. In a broader sense
of virtual validation, the robotic arm simulation shall be
used as a central component for safe and reliable robot
programming. Finally, the simulation shall imitate the
movement and behavior of the real hardware robotic arm,
so that manufacturing processes can be planned and ana-
lyzed with the best possible predictive capabilities.

3.2 Implementation
The aforementioned concept was implemented as shown
in Figure 2. The application software (3DExperience) is
capable of running FMUs. To establish communication
between the virtual environment and the virtual robot con-
troller a co-simulation platform is used. There are three
main characteristics of the co-simulation platform.

1. It can be accessed as an FMU from the outside.

2. It is capable of acting as a DCP master.

3. It is able to provide DCP slave functionality.

The DCP master is capable of configuring and operating
a DCP simulation scenario. Technically, it will establish
a configuration for two slaves. It distributes configuration
information, such as variable input and output configura-
tions. Typical parameters include step size and time res-
olution, as well as the network configuration information
for each variable. In our architecture one slave (slave A)
represents the robotic simulation. It is implemented using
DCPLib. The other slave (slave B) ensures DCP access to
the co-simulation platform. This summarizes the logical
view on our architecture.

However, in reality the DCP master and slave B are re-
alized in a monolithic fashion. It is able to send and re-
ceive simulation data as defined in the DCP specification.
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Figure 2. Realized tool couplings and interfaces to use URSim with 3DExperience

This simplifies the architecture as it is the only DCP com-
ponent in the co-simulation platform FMU. If the used
DCP master would not be capable of data exchange, a
separate, encapsulated DCP slave (representing slave B)
is needed within the FMU for this purpose.

When the FMU is instantiated by the FMI master the
DCP scenario is configured and started. This results in
data exchange via the DCP protocol between FMU 1 and
the robotic controller simulation. This data is then relayed
via FMU 2 to the application software (3DExperience)
and vice versa.

3.3 Configuration Management
One of the main advantages of this approach is its impact
on configuration management. Both FMI and DCP stan-
dards rely on static description files. So for each FMU
a modelDescription.xml contains the necessary in-
formation for structural integration. In a similar way the
DCP slaves, in particular Slave A, can be structurally inte-
grated by use of a standardized DCP slave description file.
The co-simulation platform consumes this DCP slave de-
scription file. After that, the co-simulation platform needs
a mapping, to associate all variables from DCP to vari-
ables of FMI, and vice versa. The only code that needs to
be compiled in a build process from source is the DCPLib
code for Slave A.

3.4 Scalability
In many industrial manufacturing tasks multiple robots
have to cooperate or interact with other manufacturing
appliances. Typical examples are multiple robotic arms

performing work on the same part, transportation vehi-
cles, conveyor belts, and similar. Following the introduced
simulation architecture, a larger number of DCP slaves
is required to incorporate these appliances. This can be
achieved in two different ways.

Assuming that one instance of a co-simulation platform
is used to control one DCP slave, the application software
must be capable of integrating multiple FMUs. By us-
ing this solution, the complexity of DCP communication
remains at a low level. But at the same time, multiple
instances of the co-simulation platform are required. This
poses increased requirements to resources (memory, CPU,
etc.) of the host system(s).

In contrast to this solution, the application software may
continue to use one single FMU, but increase the num-
ber of exchanged variables to control more devices. This
can be achieved by using array data types or multiple vari-
ables. In this case, the co-simulation platform has to reg-
ister and control multiple DCP slaves. Technically, there
are two options for this as well. Instantiation of one mas-
ter per DCP slave, or instantiation of one single master
controlling multiple slaves.

Combinations of these two possibilities are feasible. In
any way, the proposed architecture is considered to be
scalable, which also depends strongly on the underlying
hardware resources and their configuration.

3.5 Time Regime
The virtual robot controller has an operating frequency
of 125Hz. Therefore, the operating mode of the DCP
scenario was set to SRT (soft real-time) (Krammer, Mar-
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tin Benedikt, et al. 2018). This means that the absolute
time should be synchronized with the simulated time. The
DCP output step size of the virtual robot controller is con-
figured with 0.008ms. The DCP step size is handled in-
dependently of the FMI step size. It is guaranteed that
a FMI do-step call yields the most recent DCP variable
value. 3DExperience acts as FMI importer. For real-time
execution of the entire simulation scenario, the FMI im-
porter must periodically call the do-step function with the
same frequency and step size as used by the DCP master.

3.6 Software Tools
DCPLib is an open-source software library maintained
by Modelica Association Project (MAP) DCP. Its initial
version was created as a deliverable during the ITEA 3
ACOSAR project. It consists of several packages. The
core library contains common classes, like constants and
PDU definitions. Furthermore, master and slave packages
are available, to rapidly create DCP slaves and a master to
control them. DCPLib supports UDP and TCP over IPv4
transport protocols. Furthermore, it includes packages for
generation and processing of ZIP- and XML-based de-
scription files. DCPLib was used for the robotics simu-
lation part of this work.

Model.CONNECT™ is an open model integration and
co-simulation platform from AVL GmbH. Typically, it im-
proves development efficiency by interlinking simulation
models into a consistent virtual prototype. The origin
of simulation models is arbitrary, as the architecture of
Model.CONNECT™supports the integration of up to 40
different modeling tools. Next to these well-known mod-
eling and simulation tools, Model.CONNECT™supports
a number of open standards, including Modelica Associa-
tion’s FMI, DCP, and SSP specifications. This allows for
pure virtual and also mixed real-virtual prototypes, based
on open standards. Model.CONNECT™was used as a co-
simulation platform because it already supports all nec-
essary interfaces (like acting as a DCP-master for DCP-
slaves) and a Model.CONNECT™model can be exported
as an FMU to allow the interaction with any tool that can
import Co-Simulation FMUs.

ControlBuild is a software platform by Dassault Sys-
temes. ControlBuild is an open automation software plat-
form that allows seamless progress through all phases of
the application development cycle – from definition and
validation of specification to implementation and deploy-
ment (Systemes n.d.). ControlBuild Validation allows vir-
tualization of physical industrial installations. A large
part of the tests is traditionally carried out on-site. In
the following integration phase tests are simulated on a
test platform in a near-real-life environment. Control-
Build is part of the 3DExperience portfolio and provides
seamless interfaces with the 3DExperience platform for
simulation and validation purposes. Based on a model-
driven approach and supported by a structured set of li-

braries, ControlBuild is used to efficiently model, simu-
late, test, validate and deploy control applications accord-
ing to IEC61131-3 (Programmable controllers - Part 3:
Programming languages). Furthermore, ControlBuild al-
lows co-simulation of virtualized models of different in-
dustrial assets. It is able to link their behaviour to corre-
sponding digital representations in 3DExperience through
standardized interfaces, such as FMI.

3DExperience 3DExperience is a cloud-based collabo-
rative Product Lifecycle Management platform by Das-
sault Systemes. It contains software solutions for all
phases of the product life cycle supporting the digital de-
sign and development of products that are subsequently
manufactured. As a platform, it houses multiple capa-
bilities (applications or apps) in a single seamless piece
of software. DELMIA (Digital Enterprise Lean Manu-
facturing Interactive Application) is part of the 3DExperi-
ence platform that provides specialized solutions for digi-
tal manufacturing and simulations. 3DExperince supports
standardized simulation interfaces, such as FMI.

4 Results
The introduced concept was implemented, including the
described tool couplings and interfaces. Figure 3 shows a
screen capture of the running robot simulation. On the up-
per side of the image the debugging output of DCPLib can
be seen. DAT_input_output PDUs are sent, they con-
tain a payload carrying float64 data type values. In the
rolled out DCP configuration one data_id per variable
was used. On the lower side of the image the graphical
programming environment of UR10 can be seen. It shows
robotic arm controls next to the status of all joints of the
robotic arm.

Figure 4 shows a visualization of a sequence of move-
ments of the robotic arm in a three-dimensional space.
The trajectories were plotted by the robot’s tool tip. The
dashed line represents the movement trajectory as calcu-
lated by 3DExperience (3DX). It shows clear and ideal-
ized characteristics. In contrast to that, the continuous
line represents the movement trajectory as calculated by
the virtual robot controller (VRC). This trajectory shows
some deviations compared to the trajectory of 3DExperi-
ence.

The difference between both trajectories was calculated
by using a minimum-distance algorithm. For one trajec-
tory point, the minimum distance to a line defined by the
two closest points of the other trajectory was calculated.
As a result the maximum deviation of the virtual robot
controller’s path from the 3DExperience’s path was 2.793
millimeters. The standard deviation across the entire se-
quence of movements amounts to 0.421 millimeters, the
mean value was determined to be 0.691 millimeters. UR-
Sim considers additional robotic parameters, as physical
structures and materials, as well as mechanic joints and
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Figure 3. Universal Robot UR10 Simulation as DCP Slave A

hinges. It is expected that this leads to a more accurate
simulation result, which is considered being closer to re-
ality as the reference trajectory by 3DExperience.

5 Conclusion
In this paper we highlight a flexible concept for accurate
simulation of a robotic arm. Its simulation architecture is
based on open-access standards. Furthermore, it relies on
open-access interface specifications and partly on open-
source software.

We have successfully demonstrated the feasibility of
our approach. The proposed simulation architecture is
highly modular, mainly due to the use of FMI and DCP.
These open-access interface and protocol specifications
provide the most flexibility. This is not only true for large
original equipment manufacturers, but the entire approach
has the potential to (re-)align the entire supply chain of
industrial robotics and manufacturing. The proposed ap-
proach poses a strong shift from custom software tools
to configurable, modular, special purpose software tools
for robotics and manufacturing. The added value origi-
nates from the capability to configure the involved soft-
ware tools and their interfaces. The efforts spent for cod-
ing were reduced to a minimum. In our case, DCPLib was
the only software package that required a build process.

Future work includes the process of scaling up the in-
troduced solutions to full manufacturing processes or parts
thereof. For example, multiple robots operating in paral-
lel require respective collaborative solutions for simula-
tion. This can be achieved by modification of interfaces,
and parallelization of communication to distributed com-
ponents. Finally, a set of virtual robots could be effectively
created by multiple instantiation mechanisms.
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