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Abstract

System simulations are particularly useful when analyzing complex systems. Simulations are often cheaper and safer than physical tests of the actual system(s) of interest. Models can additionally be created for systems that do not exist to find solutions that are impossible to analyze experimentally in, for example, early life-cycle stages. Models used in system simulations require appropriate input data to give results with the required fidelity and, in the end, credibility. Integration is often challenging as each system commonly contributes to several engineering domains. Relying on relevant open standards for information exchange is seen as a means of mitigation. The results of the presented work encompass a developed methodology that allows Computational Fluid Dynamics (CFD) results to be integrated into a simulator using system identification and open standards. Reduced Order Models (ROMs) are generated based on results from a CFD analysis. These ROMs are coupled to lumped parameter system simulation models through the mechanisms of the System Structure and Parameterization (SSP) and Functional Mock-up Interface (FMI) standards. In addition, several important factors to consider before using the proposed methodology are presented. These include the intended use of the ROMs, knowing the flow inside the system, what resources are available, and any potential licensing issues.
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1 Introduction

Complex systems often need to be analyzed using models in order to exploit, understand, and manage emergent behavior. The use of models and simulations instead of physical experiments to analyze systems introduces a number of different benefits in relation to these needs. For instance, models can be created as cheaper and safer alternatives to testing the corresponding physical systems. It is also possible to create models, and multiple models coupled in simulators, of systems that do not exist yet, for which experimentation would be impossible (Ljung and Glad 2003). Dynamic simulation models are models which show how modeled system properties change over time (Ellner and Guckenheimer 2011). Such models are typically described mathematically by differential and algebraic equations. Models in general are typically developed to fulfill some specified purpose. This purpose often requires information gathered from different engineering disciplines. To achieve this exchange efficiently, standardized means to communicate and share digital artifacts across modeling domain boundaries are necessary (Hällqvist, Munjulury, et al. 2021).

At Saab Aeronautics, dynamic models are used during the development of many aircraft systems and sub-systems, both on their own in local desktop environments but also in various co-simulation constellations at different levels of abstraction (from hereon referred to as simulators) (Hällqvist 2023; Steinkellner 2011; H. Andersson 2012). The sharing of digital artifacts between different engineering domains (be it models, simulators, or simulation results) is often challenging partly as a consequence of a need to use the best-suited software, deployed on the most suitable target, for each engineering domain to address different simulation purposes. The export and integration of models have typically, for example, the Gripen E program (Saab Group 2023), been performed through in-house developed standards. While these standards are used successfully, maintaining them is difficult and a time-consuming process. Native tool support for in-house standards, not adopted by the community as a whole, is challenging to motivate tool vendors as the tool vendors are bound by their overall customer needs. This challenge only becomes bigger if considering the long life cycles of aircraft as life-cycle information needs to be aggregated, with traceability links, and made available to the end user and decision-makers. Failure to address any of these highlighted aspects may, in the end, lead to sub-optimal designs founded on simulation results with inaccurate credibility (Hällqvist, Munjulury, et al. 2021).
1.1 Contributions

The presented work provides a summary of a master thesis project conducted at SAAB Aeronautics & Linköping University (Lindqvist 2022). A main result of the work is a proposed methodology for creating portable ROMs based on CFD results. In addition, several important factors to consider before using the proposed methodology are presented. These include the intended use of the ROM, a need to know the flow to be analyzed, what resources are available both during model development and end-use, licensing set-ups of tools to be used, etc. The results of the work demonstrate that steady-state data, of internal flow systems, can be used as intended for transient system simulations. The ROMs created using the method gave results that were generally close to the corresponding handbook equations available in the literature, see for example Miller (D. Miller 1990) for a comprehensive theoretical background on internal flow systems.

2 Theoretical Background

This paper incorporates techniques from several fields of research and industry: data-driven methods (system identification) for surrogate modeling purposes, physics-based lumped parameter modeling, CFD, and standardized co-simulation. The work strives to employ a set of standards, exemplified by a set of relevant tools, to address a need identified in the industry. This need is summarized through a development methodology where the best-suited domain-specific tool is used for each engineering task, where each contributing digital artifact and the model-based decision is fully traceable to the end result.

2.1 Utilized Standards

Three different standards jointly enable the interoperability presented herein: the FMI standard (Modelica Development Group 2020), the SSP standard (Modelica Association 2019), and the ISO 10303-21 standard also known as Standard for the Exchange of Product Data (STEP) (International Standards Organization (ISO) 2016). All these three specifications strive to provide formats for a neutral, vendor-independent, and platform-independent information exchange and model-based decision-making.

The primary objective of the SSP standard is to establish standardized means for linking simulation models; in the end resulting in portable and executable set of coupled models. This standard offers a nested hierarchical definition of systems and subsystems included within the set. In contrast, the FMI standard focuses on facilitating the exchange of the constituent models, and their interfaces, specific to different engineering domains. The FMI standard additionally provides mechanisms for flexible management of Intellectual Property (IP) and simulation execution. The SSP standard provides a framework for standardized connection, configuration, and exchange of a connected group of models, which collectively form, what here is referred to as, a simulator application. To convey this information, the SSP standard outlines various Extensible Markup Language (XML) schema. The composition of the simulator is stored in the System Structure Description (SSD) format, the parameter values in the System Structure Parameter Values (SSV) format, and the associations of these values with the individual executable models in the System Structure Parameter Mapping (SSM) format. All these different artifacts are exploited in the presented research. The ISO 10303-21 standard specifies a standardized file format for exchanging and representing product data across different Computer Aided Design (CAD) and Computer-Aided Manufacturing (CAM) systems, particularly focusing on data capturing three-dimensional geometric representations. STEP is, unlike the FMI and SSP standards, not an open standard available to all engineers. It is however widely adopted by tool vendors in the geometry and CFD domains. In this work, the STEP format is exploited to exchange geometry models between these two engineering domains. There are several additional features presented in the STEP specification that could contribute to achieving traceable and credible simulations, for example, the Application protocol 209 for specification and exchange of solver related information (Lanza et al. 2018). These features are however not considered herein, and investigations of their usefulness within the presented context is left for future research.

2.2 Modeling and Simulation Tools

The work expands on a simulator that has been successfully developed by Saab Aeronautics in order to capture and communicate industrial requirements on Modelica Association Standards, and the corresponding tool support, that jointly provide technology deduced as essential when developing complex systems (Hällqvist, Naesser, et al. 2022; Lind and H. Andersson 2011). The simulator in focus, see Hällqvist et al. for a detailed description (Hällqvist, Munjulury, et al. 2022), incorporates digital artifacts developed in Dymola (Dymola User Manual 2016), OpenModelica (Fritzson et al. 2005), Matlab/Simulink, and CATIA. This work adds high-fidelity information, obtained through CFD analysis, conducted with the Altair suite of tools. The CFD simulations were performed using the Finite Element Method (FEM)-based Altair AcuSolve CFD-solver (Altair 2023). Furthermore, meshing and post-processing were performed using the built-in tools of AcuSolve.

2.3 Systems simulation

In order to simulate complex systems using mathematical models, it is necessary to use some form of computer software. Modelica is one of the, at Saab Aeronautics, commonly used software languages for physics-based modeling and simulation. Physics-based system simulation models are constructed by connecting components, or blocks, in order to transfer information between them.
Components for use in creating the systems are contained in various modeling libraries.

The simulation of a system is performed by first converting the code of the different components into a system of differential equations. First, the equations are sorted based on the flow of information between them. Second, the system of equations is simplified in order to reduce the computational time. Finally, the equations are solved numerically (Fritzson 2003). Special care needs to be taken if the system contains both fast and slow dynamics. This can cause the solution of the differential equations to become inaccurate or unstable (Ljung and Glad 2003).

2.4 System Identification

System Identification is the process of taking some higher-order data and creating a ROM based on it. The data used could be experimental, from in-situ measurements, or virtual from some higher fidelity simulation. ROMs can be created through various different methods, many of them described in detail by Ljung in (Ljung 1999b). The system identification procedure has three main components (Ljung 1999a): a data set, one or more candidate models to describe the relationship between input and output, and some selected technique for evaluating which model best fits the data. As an example, consider some time-series data with recorded inputs $u(t)$ and outputs $y(t)$. One way of modeling the relationship between them is through a simple difference equation

$$y(t) + a_1y(t-1) + \cdots + a_ny(t-n) = b_1u(t-1) + \cdots + b_nu(t-n)$$

(1)

where $a$ and $b$ are some unknown parameters. In order to calculate $y(t)$, it can simply be isolated on the left-hand side resulting in

$$y(t) = \phi^T(t)\Theta$$

(2)

where $\Theta = [a_1\ldots a_n\ b_1\ldots b_n]^T$ and $\phi(t) = [y(t-1)\ldots y(t-n)\ u(t-1)\ldots u(t-n-n)]^T$. The goal of the system identification procedure is to find the values of the unknown parameters in $\Theta$ so that $y(t)$ fits with the recorded data. This can be done through, e.g., statistical methods or machine learning algorithms (Sjöberg et al. 1995). Thus $u(t)$ and $y(t)$ are the data set, Equation 1 is the candidate model, and the method used to calculate $\Theta$ is the final step in the above list.

2.5 Neural Networks to realize ROMs

One of the methods for identifying data-driven mathematical models is to train a neural network (Chen, Billings, and Grant 1990) on available data. Neural networks are machines or computer software that solve tasks by imitating the way a brain works. The neural network is built up of interconnected neurons, or nodes. A neural network needs to be trained in order to gain the necessary knowledge to solve a problem. This is done by modifying the strength, or weight, of the connections between the neurons. Each neuron has an activation function that determines the output of the neuron based on the strength of the input signals entering it. Some common activation functions are the Rectified Linear Unit (ReLU), logistic, and hyperbolic tangent functions (Haykin 1999). Neural networks can be useful for training on non-linear problems and for mapping the input and output signals of unknown systems. This makes them well suited for system identification tasks (Haykin 1999). There exist many examples in the literature of system identification performed using, for example, Multi-Layer Preceptrons (MLPs) (A. Parlos et al. 1991) (Fernandez, A. G. Parlos, and Tsai 1990).

2.6 Computational Fluid Dynamics

The Navier-Stokes equations are the partial differential equations that describe the motion of viscous fluid substances. Since there exist no known analytical solutions to the Navier-Stokes equations, they have to be solved numerically. This is known as CFD. In CFD, the continuity and Navier-Stokes equations are spatially, and sometimes temporally, discretized to allow for iterative, numerical solutions to be computed (Anderson, John D. 1995). There are several CFD methods available, with two of the most commonly used being the Finite Volume Method (FVM) and the FEM. The difference between these two different methods lies in how the governing equations are discretized.

For the FEM, the weak forms of the governing equations are discretized over the entire fluid domain through, for example, the Galerkin method (Donea, Jean and Huerta, Antonio 2003) (Fontes 2018). However, the convective term $(\nabla \cdot u)u$ is non-linear and gives non-symmetrical coefficient matrices, a problem that only gets bigger with increasing Reynolds numbers and turbulent flows. Thus, special techniques need to be used in order to stabilize the solution (Bathe, Klaus J. 2014). In contrast, the finite volume method discretizes the equations for each control volume (mesh element). This means that the solution will be stable because the flow will naturally be conserved for each element. From a practical point of view, FEM can achieve a higher order of accuracy for the discretization, however, this will also lead to a higher computational cost (Fontes 2018).

In order to spatially discretize the fluid domain, there are several mesh element types to choose from. 2D elements can be, for example, triangular or quadrilateral, while their 3D counterparts can be tetrahedral or hexahedral, etc. The choice of element type depends on the geometry of the domain. Triangular and tetrahedral elements are better at capturing curved and complex geometries, while quadrilaterals and hexahedrals can cover the same domain with fewer elements (Versteeg and Malalasekera 2007).
3 Method

This section describes how the work was carried out and how the previously described theory was tailored and applied to the use-case of this paper. The section covers the three main areas of the presented research: CFD, system identification, and integration of information from contributing disciplines. A description of the resulting application example simulator is also included.

3.1 Application example

The implementation of the targeted aircraft cooling system Modelica model is described in detail by Hällqvist et al. in (Hällqvist, Munjulury, et al. 2021). This particular model represents one essential part of a broader simulator that incorporates models and information from the engineering domains of hardware and physics-based modeling, control development and software modeling, architecture and requirements modeling, and geometry modeling using 3D CAD. The aircraft cooling system constituent piping and the corresponding internal flow is in focus here. The pipe component pressure drop is modeled as a function of the mass flow,

$$\Delta p = \frac{(z + c \cdot l / D) \cdot m^2}{A^2 \cdot 2 \rho}, \quad (3)$$

as described by, e.g., Miller in (D. S. Miller 1990). Here $z$ is a parameter used to account for the pressure loss of pipe features such as bends and changes in the area, $c$ is the friction coefficient, $A$ is the pipe’s cross-sectional area, and $l$ is the pipe length. The pipe is connected to a heat exchanger at its outlet and a consumer of cooling power at the inlet. The inputs to the pipe inlet are pressure, mass flow, and enthalpy. Among the specified component outputs are pressure loss, fluid density, viscosity, etc. The parameters for the different system simulation components are automatically imported from the CAD geometry of the system. The Modelica model has been implemented in Dymola, using the in-house developed component library Modelica Fluid Lite (Eek, Gavel, and Ölvander 2017). The boundary conditions for the simulation consist of flight data (altitude and Mach number), and the heat load from the consumer. The atmosphere is modeled using the International Standard Atmosphere (ISA). The atmospheric conditions impact the friction heating and heat transfer from the aircraft to the surroundings. The equations describing this are available in (Hällqvist, Munjulury, et al. 2021). The cooling system incorporated software then regulates the flow to keep the fluid temperature in the feed line at 20 °C.

3.2 Proposed Methodology

A methodology was developed based on the CFD and system identification work done during the thesis (Lindqqvist 2022). CFD, System Identification, and ROM implementation make up its three primary stages. The methodology is depicted in more detail in Figure 1, along with the steps that are part of each phase. There are, in addition, several crucial considerations that should be made both before and throughout the work, including the intended purpose of the finished ROM, how the system will function, and the resources that will be accessible.

![Figure 1. Detailed view of the methodology and its included steps.](image_url)

The entire procedure is affected by the model’s intended use. The appropriate CFD and system identification techniques, for instance, depend on whether the system’s transient behavior needs to be accounted for or if steady-state characteristics are sufficient. For the CFD task, understanding the flow within the system that is being modeled is essential in order to, for example, choose the best turbulence model, meshing approach, and to determine whether the findings are plausible or not. In this context, the terms available resources and available software are used interchangeably. This will affect the number and sophistication of CFD simulations that can be performed, the system identification techniques that are accessible, etc. The following are the steps for each phase in Figure 1.

**Stage 1: CFD**

1. **Extract fluid domain**: Extraction of the fluid domain from the geometry of the system to be simulated is the first step in any CFD analysis. The domain could be divided into sections in order to focus on any interesting flow features while reducing the computational cost. Knowing the flow is crucial in this situation.

2. **Setup**: The setup of the CFD solver must be chosen in the next stage. This includes choosing a turbulence model, whether to execute steady-state or transient simulations, etc. Here, understanding the flow is equally crucial for choosing the modeling strategy that best depicts the anticipated flow characteristics.

3. **Mesh and Verification**: The mesh will need to meet different requirements depending on the turbulence model that is used, such as near-wall resolution. To make sure that it can handle any extreme scenarios, mesh verification should be done in the flow where the maximum turbulence is anticipated.
4. **Select + run cases**: If the system’s operational domain is known, an optimization method can be used to determine the ideal number of cases to cover the domain with the fewest number of simulations necessary. The operating domain can be expanded to accommodate system modifications, as was done for this study, to make the final ROM more adaptable.

5. **Post-process**: Depending on how much information the solution uses provides, post-processing the findings may be more or less challenging. When certain variables must be calculated using user-defined expressions, both the workload and the chance of error rise.

**CFD** can involve a lot of iterations. If, e.g., the findings of the post-processing indicate that a different turbulence model, is required, some processes might need to be repeated.

**Stage 2: System Identification**
The system identification steps largely follow the process outlined in Section 2.4.

1. **Data**: The data obtained from the CFD simulations need to be imported to the system identification tool used. For steady-state data, it may be necessary to add an “artificial” time-vector for each case, as many system identification techniques assume that such a vector is available.

2. **Method**: Here method denotes the decision on what candidate models and evaluation methods to use. The choice is likely dependent on what software that is chosen and available for the task at hand. In this scenario, knowledge about the system and flow can help with deciding, e.g., whether to use linear or non-linear models.

3. **Create ROM**: It is probable that the creation of the ROM will be highly iterative. It may be necessary to change the candidate models or evaluation in order to get a model that fits the CFD data.

4. **Validate**: The ROM should be validated against higher-order data that was not used to create it. In this study, the validation data consisted of CFD results for the same system at different flow cases.

**Stage 3: Implementation**

1. **Functional Mock-up Unit (FMU)**: In order to enable co-simulation, the ROM is exported as a FMU. This allows the ROM to be integrated into any FMI supporting system simulation environment.

2. **Change system**: In this study, the goal of the new ROM was to replace a component in a system model. Thus, the system model had to be modified to accept the new ROM. This step is not applicable when creating ROM for a completely new system model.

3. **Packaging**: The necessary model parameters, specifying the configuration or variant, for the FMUs are specified in an SSV file. If a system of several FMUs is to be simulated, it needs to be packaged as an SSP.

4. **Verification & Validation (V&V)**: The new model or system needs to be verified, to make sure that it reflects its specification, and validated to make sure that it fulfills its intended use.

5. **Deploy**: The model can now be deployed and used for the intended system simulation.

**4 Application example**
The geometry modeling was performed in CATIA and the resulting geometry model serves as the foundation for the CFD analysis. The CFD simulations were performed using the FEM-based Altair AcuSolve CFD-solver. Meshing and post-processing were also performed using the built-in tools in AcuSolve. These tools were used for convenience, as the Altair tool suite also includes system identification and modeling tools.

**4.1 Geometric Modeling**
Figure 2 illustrates the feed and return lines of the aircraft cooling system. The starting point of the feed line is connected to a heat exchanger, while the endpoint is attached to a consumer of cooling power, such as a radar. To replicate the flow of the fluid within the pipeline, the CAD model was used to extract the fluid domain using CATIA. The CAD geometry of the fluid domain was then imported into AcuSolve to initiate the flow scenario configurations.

![](image)

**Figure 2.** Pipes in the cooling system. The blue pipe is the feed line, while the return line is orange.

To decrease the computational cost of the simulations, the fluid domain of the return line was split into five distinct parts. These pipe sections were specifically selected due to their characteristics that could result in excessive pressure loss and turbulence, such as abrupt expansions and contractions, and acute bends. To ensure fully developed flow at the inlet and avoid reverse flow at the outlet, extensions were added to the inlets and outlets.
of all pipe sections.

The initial section (heron referred to as Section 1) focused on the inlet of the return line. It consisted of a 0.02m diameter pipe connected to a 0.008m diameter pipe through a fitting. The sudden contraction of the fitting was anticipated to cause separation and intensify the turbulence and pressure loss in this section. Since the section is symmetric along its axis, only a quarter of the fluid domain was simulated. The entire length of this section amounted to approximately 0.26m.

Section 2 and Section 3 (Section 2 is shown in Figures 3) exhibited resemblance. Each part comprised a pipe with a diameter of 0.008m and several closely located bends. Consequently, it was probable that turbulence would not disperse between the bends, which would result in an inaccurate estimation of pressure drop. Symmetry could be employed to simplify Section 3.

Figure 3. Section 2 of the return line, the flow direction is from right to left.

Section 4, depicted in Figure 4, constituted a complicated portion of the routing located approximately at the midpoint of the return line. A short pipe with numerous bends was linked to two additional linear sections using two fittings. Due to the intricate shape of this section, simplification through symmetry was infeasible. Furthermore, this was the most extensive section that was extracted and required the most computational resources to simulate. The complete length of this segment of the conduit was approximately 1.24m.

Figure 4. Section 4 of the return line, the flow direction is from right to left.

The last section dealt with the exit point of the return line (Figure 5). It showcased abrupt enlargements, reductions, and a 90-degree elbow. The inlet was elongated by 0.1m, whereas the outlet was lengthened by 0.2m in order to ensure fully developed flow at the inlet and outlet. This part could also be simplified using symmetry. The overall distance of the pipe in this segment was roughly 0.44m.

Figure 5. Section 5 (outlet) of the return line, the flow direction is from right to left.

A test segment was additionally established to investigate the turbulence and pressure drop caused by the pipe fittings. This segment was comparable to Section 5, except for the appended outlet extension with a length of 50 pipe diameters, and the pipe diameter decreased back to 0.008m. The test segment is illustrated in Figure 6.

4.2 Meshing
Tetrahedral elements were primarily used to mesh the sections, ensuring the capture of their intricate geometries. However, on the inlet extensions where the flow was expected to be fully developed, hexcore elements were employed, effectively reducing the total element count. To obtain acceptable $y^+$-values and capture the boundary layer, inflation layers were utilized. Furthermore, body of influence sizing was applied to refine the mesh in areas where significant gradients were anticipated, like sudden expansions. Figure 7 illustrates the general features common to all the meshes generated, including quad- and tri-surface meshes, the body of influence sizing around vital flow features, and inflation layers.

To verify the meshes, three different mesh sizes were evaluated for each section, and the solution results were compared. All mesh verification simulations were conducted using the fluid Dowcal 10 (Dow 2023) at 20°C with an inlet mass flow of 0.4kg/s. This resulted in a density of 1082 [kg/m$^3$] and a dynamic viscosity of 0.005kg/ms, as shown in Figure 8. Table 1 displays the element numbers employed for each section. Additionally, to ensure a smooth Eddy Viscosity Ratio (EVR) gradient from the wall to the bulk flow, the near-wall mesh’s resolution was also evaluated.
4.2.1 Solver Setup

Altair AcuSolve utilizes an implicit FEM-based solver with steady-state time-stepping. The turbulence model $k - \omega$ SST was chosen for the simulations, because of its good performance near walls, in adverse pressure gradients, and in separated flow. The boundary conditions for all sections were similar. At the inlet, the mass flow was specified, while the outlet was set to zero gauge pressure. The turbulence parameters at the inlet were automatically calculated. The pipe walls were given a wall roughness height of $2 \epsilon - 5m$, the same as in the Dymola model. Symmetry was applied to the symmetry planes if available. Heat transfer through the walls of the pipe was neglected. The material was set to the water-glycol mixture Dowcal 10, the same fluid used in the Modelica model. The density and dynamic viscosity variations for Dowcal 10 as functions of temperature are shown in Figure 8. In order to ensure convergence of the solutions, residuals, and monitor points throughout the domains were checked. AcuSolve also uses another convergence metric called the Solution Ratio, which measures the difference in results between iterations (AcuSolve Residual Computation 2013).

4.2.2 Post-processing

The pressure drop $\Delta p$ for the different sections was investigated by taking the difference in total pressure between the inlet and outlet. For routing Section 5, the pressure drop was defined as the difference between the point of lowest total pressure and the outlet. This is because the sudden expansion in the fitting causes the pressure to decrease rapidly to a minimum in this routing location. Thus, the pressure drop is the pressure required to get it back to zero at the outlet. Another example of calculating the pressure drop for a sudden expansion can be found in (Roul and Dash 2009).

4.3 System Simulation models - romAI & Lookup Table (LUT)

In order to integrate the romAI models in a system simulation context, a new pipe model had to be created. The purpose of this pipe model would be to combine the romAI models for the pipe sections of the pipe where CFD simulations had been run, with handbook equations for the rest of the pipe. This pipe model would then be exported as a FMU for integration using the FMI standard. The requirements for the FMUs were to use the FMI 2.0 standard for co-simulation and to be license free, enabling wide-spread use throughout the organization. The new model was created in Altair Activate. Figure 9 shows an overview of the romAI-based model.

The inputs provided by the surrounding modeled system are mass flow, enthalpy, and pressure entering the pipe model. The mass flow and enthalpy outputs from the pipe were also set to equal the input values, implying continuity and ideal thermal insulation. In order to calculate the pressure drop in the pipe, the input enthalpy first need to be converted into fluid density and viscosity, which are the inputs required by both the romAI model and the

<table>
<thead>
<tr>
<th>Section</th>
<th>No. of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>204000</td>
</tr>
<tr>
<td>2</td>
<td>773000</td>
</tr>
<tr>
<td>3</td>
<td>489000</td>
</tr>
<tr>
<td>4</td>
<td>4180000</td>
</tr>
<tr>
<td>5</td>
<td>862000</td>
</tr>
</tbody>
</table>

Table 1. Number of elements in the selected mesh for each section.
handbook equations. This conversion is conducted in block labelled Units in Figure 9. The equation block Eq receives the mass flow, density, and viscosity to calculate the pressure drop via Equation 3. The pressure drops calculated are then subtracted from the input pressure, to give the output pressure.

The new FMU is integrated into the simulator by removing the pipeB component from the legacy model, and then inserting the new FMU as shown in Figure 10. The complete system is then re-packaged as a SSP file together with the necessary SSV data etc.

The simulation of the updated simulator was performed using the OMSimulator tool (Ochel et al. 2019), executed through dedicated Python scripts. The altitude, Mach number, and consumer heat load boundary conditions were varied over time to simulate hypothetical flight missions. The results from the updated simulator were then compared to the legacy version.

5 Results

This section presents the outcomes of applying the technique outlined in the preceding section. The produced ROMs and the output data from the CFD simulations are both included. The method for CFD-based system identification is offered as a last step.

5.1 Design of experiments

The flow cases were selected in order to give the maximum coverage of the pipe systems Operational Domain (OD). The coverage was defined using the modified nearest-neighbor coverage metric described in (Atamturktur et al. 2015). A reduced metric value implies an increase in OD coverage. Figure 11 shows the operating points of the pipe system with regard to mass flow and fluid temperature. These operating points were calculated while using a specific pump connected to the cooling system. The outlier at $\dot{m} = 0.36\text{kg/s}$ and $T = 40^\circ\text{C}$ is a result of the simulation not reaching steady-state. In order to make the model more generalized (e.g., be applicable for evaluating different pump alternatives), a rectangular operational domain was created by connecting the maximum and minimum values in Figure 11. This gave the OD the limits of $0.25 < \dot{m} < 0.38\text{kg/s}$, and $-20 < T < 120^\circ\text{C}$.

Between one and 15 points (flow cases) were placed in the OD using Complex-RF optimization (Krus and J. Andersson 2003), striving to minimize the modified nearest-neighbor coverage metric. Figure 12 shows the change in coverage for an increasing number of points. A lower nearest neighbor coverage metric $\eta$ indicates better coverage of the domain. Based on the result, ten cases were selected, see Figure 13. An additional ten randomly selected cases were run to use as validation for the created FMU. All 20 cases are shown in Table 2.
Figure 12. Nearest neighbor coverage for the operational domain. A lower ηc indicates better coverage.

Table 2. Selected flow cases. Cases 1-10 were selected to optimize coverage to be used as input data for the ROM creation. Cases 11-20 were selected randomly for validation purposes.

5.2 CFD Outcome

Table 3 shows the outcomes for all the steady-state CFD cases run for each pipe segment. Cases 1-10 are the cases that were utilized to make the ROMs, while cases 11-20 were utilized for validation. From the outcomes, it may be presumed that the cases with the lowest temperatures and highest mass flows give the highest pressure drop. This demonstrates that it is the friction along the line walls that contributes most to the losses. For more detailed of CFD results, see (Lindqvist 2022).

5.3 Created ROMs

Figure 14 shows the calculated pressure drops for the model of routing Section 1 created using romAI, compared to the validation CFD data. The blue line shows the results for the ROM, while the green line is the results from the validation data. Figure 15 shows the ΔP output from the romAI and 8x8 lookup table run for a test case with the mass flow and enthalpy inputs as sine curves. The lookup table result differs at most between 2 – 3kPa from the romAI model. Additional system identification results can be found in (Lindqvist 2022).

5.4 System Simulations

The pressure loss for the different return line pipe models over a range of mass flow and temperature values is shown in Figure 16. The models all have a similar pressure drop when the temperature is around 20 °C. As the temperature decreases, the pressure drops for the romAI and LUT models increase. The Modelica pressure drop decreases until Re < 2000, when it too starts to increase. For the low-temperature flows, the romAI and LUT models consistently give a higher pressure drop than the cur-
rent model. The difference in the romAI and LUT responses to the changing flow conditions is because the LUT model has been implemented using dynamical model components, while the romAI model contains no dynamics. Thus, the romAI model’s response is instant. It should be noted that the temperature here goes lower than the lower limit of the operational domain of the created ROMs. Figure 16 mainly shows the similarity between the romAI and LUT results and the behavior of the Modelica pipe model at low Re.

6 Discussion and Conclusions

The work presented herein aims to fill a gap in the industry, enabling the adaption of model detail to the required level in model and simulator development. The presented use-case entails the incorporation of information of high-fidelity analysis using CFD in the systems’ simulation domain efficiently. However, a number of different application areas exist. The work demonstrates an efficient means of producing Reduced Order Models from high-fidelity data, and such surrogates have a wide range of applications. One concrete example, to be exploited in the European Defense Fund Project-NEUMANN (European Defence Fund 2022), relates to adapting models for applicability in the model-based design of energy management control strategies in the aerospace domain.
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