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Preface

From March 20th to 22nd 2011 the 8th international Modelica Conference took place in
the Auditorium Center of the Technische Universitdt in Dresden.

Modelica is an object oriented, physical modelling language, which allows a very
effective description of different physical systems. It has been developed for the last 15
years. The last Modelica Conferences, starting in Lund in 2000, via Oberpfaffenhofen,
Linképing, Hamburg-Harburg, Vienna, Bielefeld, Como and now Dresden show, that the
language is used in an increasing area of applications in industry, research and
education. The 8t international Modelica Conference in Dresden was with its 316
participants from 23 different countries the biggest Modelica Conference until now.

Besides 76 oral presentations and 23 poster presentations also the possibility of
interesting discussions to socialize with new people was given. Tutorials, to go more into
detail into about single topics in the Modelica area, were visited on Sunday, 20t of
March from already about 100 people. In the evening already 200 people joined the
“Coming Together”.

On Monday the Conference was opened by the sitting mayor of Dresden, Mr. Dirk
Hilbert, followed by greetings from Prof. Elst, head of the Fraunhofer IIS EAS and Prof.
Martin Otter, chairman of the Modelica Association. Keynote speeches were held by Dr.
Peter Schwarz, formerly department manager at Fraunhofer IIS EAS, about the
requirements on simulation of complex heterogeneous systems and by Scott A. Borthoff
from the Mitsubishi Electric Research Laboratories Cambridge (USA) about his
experiences with the Modelica language for the last decade and future challenges.

The topics in the Conference of course were the language itself and its further
development. Application-oriented papers were presented in the fields of automotive,
mechanics and fluidic, power plants, electrical engineering, as well as in new opened
application fields like building, climate, and biology. Many papers covered the Functional
Mockup Interface (FMI) which is an interface for the coupling of simulators as well as for
the model export to support the exchange of models between different simulation
environments. The papers reviewed to be the best ones described the application of
homotopy methods to improve the initialization phase of simulations, using the recently
introduced homotopy operator.

The small exhibition was an important conference issue. 14 tool vendors as well as
companies which use Modelica for modelling tasks presented their products. Another
important conference issue for communication was the conference dinner at “The
Westin Bellevue” hotel. The conference dinner was sponsored by ITI GmbH Dresden.

Dresden, April 1, 2011

Dr. Christoph Clauf3
Program Chair
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Simulation-based development of
automotive control software with Modelica

Emmanuel Chrisofakis', Andreas Junghanns?, Christian Kehrer’, Anton Rink'
'Daimler AG, 70546 Stuttgart
’QTronic GmbH, Alt-Moabit 91a, 10559 Berlin
’ITI GmbH, Webergasse 1, 01067 Dresden
{emmanuel.chrisofakis, anton.rink } @daimler.com, andreas.junghanns@gqtronic.de, kehrer@iti.de

Abstract

We present and discuss the Modelica-based develop-
ment environment currently used by Daimler to de-
velop powertrain control software for passenger cars.
Besides well calibrated vehicle models, the environ-
ment supports automotive standards such as A2L,
MDF, CAN, and XCP to integrate control software
and simulated vehicles on Windows PCs.

Keywords: automotive software development, soft-
ware in the loop

1 Introduction

More and more automotive functions are implemen-
ted using software. Hence, there is an increasing de-
mand to support the corresponding development pro-
cess using virtual, i.e. simulation-based develop-
ment environments.
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Figure 1: Vehicle model as used for SiL

Virtually coupling control strategies with plant mod-
els is standard technology today, mostly using com-
mon-place tools such as Matlab/Simulink for pre-

development of control algorithms. This paper
presents technology targeted toward the late stages in
the development process, like tuning, validating and
debugging the entire controller software in closed
loop with simulated plant models. Virtualizing these
later engineering tasks requires plant models with in-
creasingly higher quality (physical effects modeled
and quality of calibration) and near-production con-
troller software (percentage of the controller soft-
ware included, parameterization using production
parameter sets and adaptation of the software to the
plant) to be coupled.
A tool-chain supporting such coupling should
* be easy to set up and use by automotive de-
velopers who are usually not computer sci-
entists
e support many of the engineering tasks usu-
ally performed with physical prototypes to
allow for front-loading
e support short turn-around times, i. €. minim-
ize the time between editing of control soft-
ware and validation of the resulting behavior
on system level to help find problems early
e provide built-in support for standards and
de-facto standards used in automotive soft-
ware development to allow cost-effective
use of existing information sources
* support distributed development and ex-
change of work products between OEMs,
suppliers, and engineering service providers.
This requires e. g. measures to protect intel-
lectual property.
* support reconfiguration of the development
tool chain, since automotive development
tools are frequently updated or replaced, e. g.
due to emerging standards, new bus proto-
cols or tool policy considerations.
In this paper, we present the simulation-based devel-
opment environment used by Daimler to develop the
powertrain control software for Mercedes passenger
cars. The tool chain presented here addresses the
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above demands. It is based on vehicle models imple-
mented using Modelica and processed using Simula-
tionX as a tool for the design and analysis of com-
plex systems, the FMU standard for model exchange,
MATLAB/Simulink and TargetLink as a tool for
model based development of automotive controllers
and Silver as a tool for virtual integration of control
software, application data and the simulated vehicle.

The paper is structured as follows: In the next sec-
tion, we describe why and how Modelica is used
here to create vehicle models. Section 3 describes
how such a vehicle model is then coupled with con-
trol software and what else is needed to get automot-
ive control software running in closed loop on a PC.
Section 4 describes how such a SiL setup is used to
support automotive software development, and sec-
tion 5 describes costs and benefits of setting up a
SiL.

2 Vehicle models

Daimler started around 2004 to use Modelica for
building vehicle models used for test and develop-
ment of powertrain control software via software in
the loop (SiL). For example, the members of the 7G-
Tronic transmission family have been developed this
way [1]. Ongoing projects developed within this
Modelica-based framework include dual-clutch
transmissions by Mercedes [2] and AMG [3], and
hybrid drivetrains. Basic requirement of a plant mod-
el in a SiL-environment for automatic gearboxes is
the accurate calculation of the gear shifting. In order
to achieve this goal, detailed model representation of
gearbox kinematics, clutch mechanics and hydraulic
control is essential. Therefore special Modelica lib-
raries have been developed over the years to support
transmission development.

For the development of customer specific libraries
SimulationX offers a wealth of options such as the
dedicated TypeDesigner that simplifies graphical and
textual modeling compared to traditional forms.
Based on these libraries, a well calibrated vehicle
model for a new transmission project can be setup
within just a few weeks. This short development is
partly credited to good properties of the Modelica
language, which provides outstanding support for the
reuse of component models, mainly by providing
powerful means to parametrize models and built-in
support for acausal modeling. Latter feature offers
the model developer great possibilities to calibrate
and validate his model by using measurements either
from car or from test rig since no model modifica-

tions are necessary if the measured signal is a flow or
potential quantity (e. g. torque as opposed to speed).

win

Figure 2: Gearset of a 7G-Tronic Transmission

Different capabilities for implementing measured
data in SimulationX and validating the Modelica
models against these data without the necessity of
using another tool in combination with further op-
tions like the VariantsWizard help to increase the ef-
fiency of model calibration. With special regard to
the needs of powertrain modeling ITI provides dif-
ferent analyzing methods, e. g. the linear system ana-
lysis or the steady state simulation.
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Figure 3: Transmission hydraulics

Figures 1, 2 and 3 show typical Modelica models
used in series development projects.

Daimler uses Dymola and also SimulationX [4] to
edit and process Modelica models. Since Modelica
version 3.1 there is full compatibility of the plant
models both in Dymola 7.4 as well as in Simula-
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Figure 4: Modelica library Car in SimulationX and Dymola

tionX 3.4. Models and libraries are stored on hard
disk as .mo files. Both tools are able to read these
files with no specific modification, i. e. they use ex-
actly the same files for displaying exactly the same
structure. Figure 4 shows a screenshot of the direct-
ory structure and the integration in every tool.

This proves that one design goal of Modelica and the
Modelica Standard Library (MSL) has been reached
now, namely to provide a tool-vendor independent
representation format for simulation models. There
are however still a few issues to be solved to fully
reach vendor independence of the MSL.:

* The definition of tables in Modelica Stand-
ard Library is based on external functions.
The implementation of these functions is not
part of the library itself and has to be done
by tool vendors. In consequence of missing
specification the different implementations
are not completely compatible.

*  With the exclusive usage of external func-
tions it is difficult to adapt the implementa-
tion on the requirements of the underlying
tool. The substitution of external functions
by external objects would improve the im-
plementation capabilities.

*  For users of a Modelica tool it is difficult to
decide whether a used construct is compat-
ible to Modelica language specification or
not (e. g. classDirectory function). All tool
dependent extensions of Modelica language
should be marked as vendor specific similar
to existing vendor specific annotations.

*  Modelica libraries often use different version
of annotations for graphical objects or attrib-
utes which are invalid in the particular con-
text (e.g. fillColor for lines). While several
tools ignore such annotations other programs
generate error messages, which can be a
little bit confusing for users and developers.
For that reason a stronger validation of an-
notations would be preferable.

To create a Software in the Loop setup, the Modelica
model is then exported. In previous years, the C code
generated by either Dymola or SimulationX from a
given Modelica model has been wrapped and com-
piled for execution by one of the SiL tools described
in Section 3. For export, special wrapper code had to
be developed for each simulation tool, and even for
each version of such a tool, which was time consum-
ing and error prone. Daimler started recently to use
the FMI [8] developed within the Modelisar project
as an export format for Modelica models. This stand-
ard is supported by the latest versions of Simula-
tionX, Dymola, and Silver. This removes the need to
maintain version and vendor specific wrapper code,
which further improves and speeds up the SiL-based
development process.

3 Getting automotive control soft-
ware into the loop

Daimler uses Silver [5] and its in-house predecessor
Backbone to virtually integrate vehicle models and
control software on Windows PCs. Tools such as Sil-
ver or Backbone are mainly needed to support vari
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Figure 5: SiL environment an its interfaces to automotive standards

ous standards and quasi-standards used for automot-
ive software development. Developers are familiar
with these standards and know how to use them.
Data is available in these formats already as part of
the existing tool chain and reuse is virtually free of
cost. Furthermore, using these data sources in the
virtual development process allows early validation
of these data sources. A virtual development envir-
onment should therefore mimic, emulate, or else how
support these standards. A few examples of how the
SiL tool supports automotive standards is shown in
Fig. 5.

Developers typically use tools such as CANape
(Vector) or INCA (ETAS) to measure signals and
calibrate (fine-tune) parameters of the control soft-
ware in the running car or on a test rig using standard
protocols such as CCP or XCP. The SiL. environment
implements this protocol. Seen from a measurement
tool such as CANape, a SiL simulation behaves just
like a real car. Developers can therefore attach his fa-
vorite measurement tool to the SiL to measure and
calibrate using the same measurement masks, data
sources and procedures they are using in a real car.
Likewise, automotive developers use MDF files to
store measurements. The SiL can load and save this
file format. A measured MDF file can e. g. be used
to drive a SiL simulation.

Another example is A2L. This is a database format
used to store key information about variables and
(tunable) parameters of automotive control software.
A2L contains e. g. the address of variables in the

ECU, its physical unit, comment and scaling inform-
ation that tells how to convert the raw integer value
to a physical value. The SiL-environment reads A2L
files and uses the information to automate many
tasks, such as scaling of the integer variables of the
control software to match the physical variables of
the vehicle model.

The SiL-environment also knows how to read DBC
files. These describe how the control software com-
municates with other controllers using the CAN pro-
tocol. The SiL-environment uses this e. g. to imple-
ment rapid prototyping: Load the control software
and the DBC into the SiL tool on your laptop, con-
nect the laptop to car using a CAN card, and switch
the ECU to 'remote control' mode. The control soft-
ware running in the SiL tool controls then the corres-
ponding system of the real car, e.g. an automatic
transmission. The main advantage of such a setup is,
that it saves time. Getting the control software run-
ning in a real ECU is typically much more time con-
suming than using a SiL tool or any other tool for
rapid prototyping.

Finally, the SiL tool can process PAR and HEX files.
These files may contain calibration data, i. e. values
for all the tunable parameters of the control software.
The SiL tool knows how to load these values into the
control software running in the Sil, emulating
thereby the 'flash' process of the real ECU. In effect,
the SiL tool is actually not only running the control
software, but the fine-tuned version of the software,
which enables much more detailed investigation and
testing of the control software's performance.
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Having all these standards available in the SiL eases
the task of actually getting automotive control soft-
ware running on a PC, and doing useful things with
the resulting setup. Control software is typically de-
composed into a number of so-called tasks (i. e.
functions implemented in C) that are run by an
RTOS (real-time operating system) such as OSEK.
Many tasks are periodically executed with a fixed
rate, e. g. every 10 ms. To get such tasks running in
SiL, the user has to build an adapter as shown in
Fig. 5, i. e. a little C program that implements the
Silver module API and emulates the RTOS by call-
ing each task once at every (or every 2nd, 3rd, ...)
SiLL macro step. The SiL tool is shipped with the
SBS (Silver Basis Software), i. e. C sources that
make it easy to build such an adapter by adapting
template adapter code. A cheap alternative to writing
an adapter is to use the SiL tool's support for MAT -
LAB/Simulink and Realtime Workshop (RTW).
Automotive software is often developed by first cre-
ating a model of the controller using Simulink. The
model is then used to automatically generate fix-
point integer code, e. g. using tools like the Embed-
ded Coder from MathWorks, TargetLink from
dSPACE, or Ascet from ETAS (model-based devel-
opment). The SiL tool contains support for exporting
a Simulink model using RTW. The result will not
use fix-point integer but floating point arithmetic, so
it is Model-in-the-loop (MiL), as opposed to Soft-
ware-in-the-loop (SiL). This is a fast push button
solution for exporting a controller model to SiL,
which does not require any hand coding, and is
therefore attractive.
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Figure 6: Software in the Loop (SiL) setup of
transmission control software and vehicle model

4 Using the system model during
automotive development

So far we have mainly described what is needed to
get automotive control software running on a Win-
dows PC, in a closed loop with the simulated
vehicle. This section describes how such a SiL setup
can then be used to support the development process.
Supported activities include

*  Virtual integration: Automotive control soft-
ware for a single ECU typically consists of
dozens of software modules, developed inde-
pendently by a team of developers. Having a
SiL helps to detect problems in the interplay
of these modules early, long before an at-
tempt is made to run all the module in a real
car. For example, before releasing a new
version of his module, a developer can
quickly check on his PC whether the module
works together with the modules of other de-
velopers. To do this, he only needs access to
compiled modules (object files), not to the
sources of other modules [2]. An additional
benefit here is the isolation of developers
from the changes of others when validating
their modifications early on as his changes
are only local to his own sources. Later in-
tegration efforts build on modifications
already validated, albeit in isolation.

*  Debugging: In contrast to the situation in a
real car or on a HiL test rig, simulation can
be halted in SiL. It is then possible to inspect
all variables, or to change certain values to
simulate a fault event. In conjunction with a
debugger (such as Microsoft Visual Studio),
it is even possible to set breakpoints or to
single-step through the controller code,
while staying in closed loop with the simu-
lated car. The SiL tool can also be used to
debug problems measured in a real car, if a
measurement file (MDF) is available. In this
case, simulation is driven by the measure-
ment, and the SiL complements this meas-
urement by computing the missing signals to
provide a full picture needed to debug the
problem.

*  Fault simulation: Using a SiL, it is possible
to create and explore scenarios that would be
difficult or impossible to realize in a real car
or on a test rig. For example, you can simu-
late strong wind [7] or inject arbitrary com-
ponent faults into the simulation.

*  Comparing versions: The SiL tool offers a
function to compare the behavior of different
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software versions by comparing all signals
computed by these versions. This is e. g.
useful when checking for equivalence after
refactoring or clean up of modules.

e Scripting: A SiL simulation can be driven by
a script, written e. g. in Python. This can be
used to implement optimization procedures,
for performing tests, or to trigger self-learn-
ing algorithms that adapt the control soft-
ware to certain properties of the (simulated)
car, e. g. to compensate aging of compon-
ents.

*  Systematic testing: In conjunction with the
test case generator TestWeaver, the SiL tool
allows the systematic testing of control soft-
ware. TestWeaver generates thousands of
test cases which are then executed by the SiL
tool.

e Virtual endurance testing: calculation of
load collectives for gearbox and drivetrain,
e. g. to develop and test measures for safe-
guarding of the drivetrain components.

*  Application/Calibration: of the control soft-
ware on the PC.
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Figure 7: A debugger attached to Silver

A typical use case of the SiL tool is shown in Fig. 7.
The test case generator TestWeaver [8] has found a
scenario where the control software of a transmission
performs a division by zero. This is clearly a bug.
The user replays the recorded scenario, with Mi-
crosoft Visual Studio attached to the SiL tool. When
the division by zero occurs, the debugger pops up as
shown in the figure, showing the line in the control-
ler source code that causes the exception.

5 Costs and benefits

Main cost factors of using the simulation-based tool
chain for automotive software development are

* development and maintenance of the simula-
tion model: Here is where modern modeling
languages and tools such as Modelica and
SimulationX help reduce costs by reuse of
components and easy parameterization

*  continuous calibration efforts to keep such a
model up to date with the plant simulated:
SimulationX allows continuous enhance-
ments based on existing models and libraries
by replacing components and models of
varying complexity throughout all develop-
ment phases. Reusing models including all
interfaces necessary for calibration in com-
bination with a wide range of tool options,
e. g. VariantsWizard, COM-scripting or op-
timization tools, leads to an increasing effi-
ciency in the workflow.

*  Building the adapter code for the controller
software: With the introduction of the Silver
Basic Software package, this effort is signi-
ficantly reduced.

Despite continuing cost-reduction efforts, these in-
vestments are still significant.

They are compensated by the benefits of such a Soft-
ware in the Loop setup for developing control soft-
ware, namely

* extremely fast development cycles: due to
comfortable integration of software and
vehicle components on the PC of the de-
veloper. This helps to detect problems early.

* excellent debugging and test support, e. g.
with Microsoft Visual Studio Debugger or
QTronic TestWeaver [1,2,3,6]. Found prob-
lems can be exactly reproduced as often as
needed.

* parallelize the development process: A SiL
configuration can easily be duplicated at low
cost. This way, every member of a team can
use its personal 'virtual' development envir-
onment 24 hours a day, without blocking
rare resources like HiL test rigs, or physical
prototypes.

*  sharing results without sharing IP: All mem-
bers of a team exchange working results by
exchanging compiled modules (DLLs), not
sources. This helps to protect intellectual
property.

*  executing others contributions without their
tools: Our SiL runs modules (simulation
models, control software) developed using
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very different tools without accessing these
tools. This greatly reduces the complexity of
the SiL setups (no tool coupling).

6 Conclusion

We presented the tool chain used by Daimler for
simulation-based development of transmission con-
trol software. The environment is based on Model-
ica, provides build-in support for automotive stand-
ards, imports vehicle models via the standard FMI
and uses these models to perform closed-loop simu-
lation of automotive control software. The virtual de-
velopment environment created this way helps to
shorten development cycles, eases test and debug-
ging, helps to parallelize and hence to speed up de-
velopment and provides a convenient platform for
collaboration between Daimler's transmission devel-
opment departments and its suppliers and engineer-
ing service providers.
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Abstract

The TNO' Delft-Tyre is a renowned model for the
pneumatic tire in the automotive industry based upon
the famous Magic Formula first introduced by Bakk-
er et.al. in the late eighties [1]. The name Magic
Formula seems to appear first at the 1% Delft collo-
quium on tires four years later [2]. The Magic For-
mulae themselves have evolved greatly during the
last two decades with contributions from a wide va-
riety of companies and researchers.

The Magic Formula is widely used in the automotive
(and gaming) industry because of its ease of use to
represent the complicated tire characteristics.

TNO has marketed the Magic Formula tire model as
Delft-Tyre and implemented the dynamic forces and
moments computation routines, including the exten-
sion of SWIFT [3], in a variety of multibody simula-
tion packages, like ADAMS and DADS and general
purpose simulation software Simulink".

Modelon has in close cooperation with TNO by
means of extensive benchmarks implemented the
ME-Tyre/MF-Swift in Modelica. This paper presents
the work conducted to implement the TNO tire mod-
els in Modelica which now is available as a commer-

ii

cial library in Dymola™.

Keywords: Delft-Tyre, semi-empirical tire model,
Magic Formula, SWIFT-Tyre

1 Introduction

Modelica is gaining popularity as a modeling and
simulation language. In order to further increase the
number of possible applications by means of lower-
ing the threshold to embark on the Modelica route,
an interface to TNO’s MF Delft-Tyre/MF Swift has
been developed. Rather than following the object-
oriented modeling path stipulated in [5], this inter-
face creates a single wheel class that includes tire

characteristics and road-tire interface. One of the
advantages using this solution, over the referenced
one, is the well proven underlying code for force and
moment computation of the tire characteristics. The
tire model is semi-empirical and widely used in the
automotive industry due to its ease of use and corre-
lation with measured characteristics. Also, the neces-
sary tire data is relatively easy and commercially
available.

2 The models

2.1 Wheel model

The tire model used is TNO’s MF-Tyre/MF-Swift.
The MF-Tyre is solely based on the Magic Formula
and can be used in models that are used for low fre-
quency analysis (<8Hz), like exploring handling cha-
racteristics of a vehicle. The MF-Swift, that requires
a separate license from TNO, can be used in models
that are intended to be used in a higher frequency
range up to 100Hz, and thus useful in for example
ride and controller development studies. The MF-
Swift tire model includes a rigid ring that models the
tire belt and introduces additional rigid body modes
to represent tire dynamics.

[
Figure 1 Wheel Model in Dymola (preferred)
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The Modelica interface is firstly made available in
Dymola and other simulation environments are in
progress. In Dymola a wheel model (see Figure 1) is
made available that incorporates the MF-Tyre/MF-
Swift.

I
Figure 2 Wheel Model in Dymola

The preferred wheel model utilizes Dymola’s capa-
bilities of combining 1-DOF and 3-DOF multibody
mechanics. The wheel is mounted with two connec-
tors; a flange for the wheel spin degree of freedom
and a normal connector for the wheel hub orienta-
tion. This is a numerical efficient method to include
a power train in the complete vehicle models and
compatible with the wheel implementation in Dymo-
la Vehicle Dynamics Library, although not required
for the Dymola Delft-Tyre interface.

TNO’s Application Programming Interface, API,
does allow for different types of interface and the
straight forward interface with only one connector is
also made available (see Figure 2). In this particular
case the reference frame spins around the wheel spin
axis.

2.2  Moving road

The API of MF-Tyre/MF-Swift allows, among dif-
ferent standard supplied types of road, moving roads.
Moving roads are used to simulate for example a
four-poster rig where the tire ‘road’ interface is mov-
ing vertically. Therefore a second connector is intro-
duced in the wheel model that connects the wheel to
the moving road and only visible when moving road
is selected in the parameter dialogue.

3 Benchmark

3.1 Introduction

TNO has developed MF-Tyre/MF-Swift interfaces to
three different simulation programs themselves. The

results of these three interfaces have been thoroughly
tested with help of simple models and smart load
cases to exercise all functionality and features. The
entire virtual test program is specified in [7].

5

Figure 3 Single Wheel Model

In order to be allowed to release the MF-Tyre/MF-
Swift interface for Modelica, sanctioned by TNO
Automotive, models had to be made and run in Dy-
mola according to the referenced specification.

The single wheel model (see Figure 3) is run many
different ways in order to explore and verify the MF-
Tyre/MF-Swift robustness and accuracy. For exam-
ple, the tire model can be run in a steady-state mode,
such that the relaxation length is omitted. In case of a
motor cycle tire (with motor cycle tire data) the
wheel model is run with significant camber velocity
as well as spin velocity resulting in large camber to
road angles.

Also, a simple vehicle model (see Figure 4) is simu-
lated to extend the virtual tire tests. Modeling the
ply-steer and especially conicity, the tires will have
to be identified to be left- or right hand mounted.

'u —
’f&ﬁe
*®

Figure 4 Simple Vehicle Model

The vehicle model will also be used on a four poster
rig to verify the moving road interface. This four
poster rig at the same time also verifies that the im-
plemented tire model gives adequate results at stand-
still.

3.2 Execution

The created models discussed in the chapter above
had to be executed through the entire virtual exten-
sive test program specified in [7]. The simulation
results for all the different test runs will have to be



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

forwarded to TNO in a readable format. TNO will
compare all results with their base line results with
help of an automated process. The feedback by
means of many graphical plots is sent back to the
issuer of the simulation results. Never is the base line
disclosed in numerical readable format. Once the
simulation results match (some exceptions allowed,
see chapter below) with the base line results, the in-
terface is deemed to be implemented correctly. Expe-
riences have shown this is a tedious process.

3.3 Results

During the course of executing the benchmarks and
discussing and looping the results with TNO it be-
came apparent that the specification in some in-
stances was not concise enough and different inter-
pretations could be made. Through discussion con-
sensus was reached in all cases. In some cases the
Dymola models had to be adjusted in other cases the
specification had to be updated in order to aid future
benchmarks with other simulation programs.

For instance the benchmark specification expected so
called ‘cut-forces’ and ‘cut-torques’ between two
bodies, where this has neither standard support in
Modelica nor in Dymola. Specialized multibody si-
mulation programs may have functionality to sum all
forces and torques between two bodies, which be-
comes equivalent to cut-forces and cut-torques be-
tween two bodies. Cut-force and cut-torque sensors
had to be created and inserted in the models at the
right places.

Another discrepancy was found in one of the tests
where the simple vehicle model had to perform a
brake action on a split friction road surface. The
benchmark specified a brake torque profile as func-
tion of time, but it became apparent that a special
filtering function was used in the base line models to
accommodate brake torques (see chapter below for
detailed discussion).

4 Brake model

4.1 Introduction

As indicated in the chapter above, a discrepancy was
found between the base line vehicle model and the
Dymola vehicle model. The brake torque capacity
was specified as function of time and an example of
the front wheel brake torque capacity is depicted in
Figure 5. However, the actual brake torque is basi-
cally limited by the actual surface friction between
tire and road and the actual vertical tire force. Hence,
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the actual resulting brake torque may be lower than
the brake torque capacity, which is determined by
the clamp forces, disc and pad friction and effective
disc radius (in case of a disc brake).

4.2  Actual brake torque

Mathematically the brake torque is a result of the
brake torque capacity and the external load on the
wheel by means of longitudinal tire forces. The lon-
gitudinal forces on the tire are dependent on the load
case as vertical tire force, actual surface friction and

kinetic energy of the vehicle that the tire supports.
MF-Tyre/MF-Swift Benchmark

— Brake Torque Capacity Actual Brake Torque

2000

1500

1000

500

Torque [Nm]

-500-{ ‘

-1000 T T T T

0 2 4
Time [s]

Figure 5 Brake torque capacity (blue) and actual brake
torque (red) on front left wheel

The direction of the brake torque is also dependent
on the load case and in its simplest form the brake
torque takes the form:

Ty = CapSign(wwheel)
In many simulation programs the sign of the wheel

spin velocity will cause numerical difficulties. Hence
smoother sign functions are used. For example:

Ty = Tcaptanh(wwheel)

Of course such solution will distort the actual result.
Modelica allows, as a standard feature, for accurate
friction torque modeling as discussed in [8].

4.3 Results

Figure 5 through Figure 7 show some Dymola results
of the actual benchmark with the split friction brak-
ing maneuver.
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Figure 6 Wheel spin velocity traces

Figure 5 shows a trace of the brake torque capacity
and the actual brake torque of the front left wheel. It
can clearly be seen that the brake locks after about
6.5 seconds of simulation time, because the actual
brake torque is lower than the brake torque capacity.
At around 8 seconds of simulation time the brake un-
locks a short while because the brake torque capacity
and actual brake torque are equal.
MF-Tyre/MF-Swift Benchmark

—— Wheel FL —— Wheel FR] —— Wheel RL —— Wheel RR
6000
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Figure 7 Traces of longitudinal tire forces

These results are also supported in the wheel spin
velocity traces of Figure 6. The wheel spin velocity
of the front left wheel becomes zero indeed after ap-
proximately 6.5 seconds of simulation time. Also, at
around 8 seconds of simulation time the wheel spins
up a split second.

For sake of reference the tire longitudinal force trac-
es are shown in Figure 7. The vehicle will actually
spin due to the yaw moment disturbance as a result
of the split surface friction and the brake forces may
switch sign.

The shown results deviate from the base line simula-
tions run in non-Modelica based other simulation
software as soon as one of the braked wheels locked,
but were deemed correct due to modeling differenc-
es.
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5 Conclusions

The extensive benchmark conducted in order to ap-
prove the MF-Tyre/MF-Swift Modelica interface has
proven Modelica based simulation software Dymola
to be a great tool to perform vehicle dynamics ana-
lyses. Yet with access to the renowned Magic For-
mula based tire model as a commercial library. This
interface will leverage Modelica as simulation lan-
guage for vehicle dynamics studies.

6 Outlook

Other Modelica simulation software solutions are in
progress to adopt this interface.
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1. Abstract

In future cars, battery electric and hybrid elec-
tric drives will increasingly appear. Subsys-
tems like e.g. the steering system and the
braking system will accordingly be based on
electric power supply. This leads to new chal-
lenges as well as opportunities also in the field
of vehicle dynamics and an increased need of
multidomain simulation concepts that com-
bine multibody-based vehicle dynamics mod-
els and models of the electric and control sys-
tems. This paper includes a simulation study
of the Audi sports car e-tron with electric
power steering system using the Vehicle Dy-
namics Library from Modelon AB Sweden to
model chassis and suspensions and the
Modelica Standard Library to model the elec-
tric power steering system. The steering sys-
tem controller unit was modeled alternatively
in the Modelica Standard Library and in Mat-
lab Simulink. Dymola and Matlab Simulink
have alternatively been used as simulation
environments whereas a special focus was put
on different ways to integrate these tools ac-
cording to standard development processes in
the automotive industry. Additionally, exten-
sive validation work was invested to compare
vehicle dynamics results generated with
ADAMS/Car and the Vehicle Dynamics Li-
brary.

2. Introduction

As hybrid and electric cars can store a higher
amount of electric energy and dispose of
higher voltage levels, it stands to reason to
base subsystems like the steering system fully
on electric power supply.
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Fig. 1, Design Sketch of Electric Drive Sports
Car Audi e-tron, Picture: www.audi.de
Moreover electric drive systems offer the op-
portunity to give controlled input to the wheel
torque in order to optimize the handling and
the safety of the vehicle. For example con-
cepts which provide a combination of stan-
dard propulsion technology on one axle and
electric drives on the other, offer certain po-
tential regarding handling behaviour, how-
ever, require high attention to ensure save
driving in all conditions, e.g. during recupera-
tion phases. As vehicle dynamics interfere
with the dynamics of the electric systems and
as an integrated control concept is required
that includes vehicle dynamics and drive con-
trol systems, the usage of a multidomain
simulation environment has obvious advanta-
ges compared to specialized tools with e.g.
purely signal oriented or mechanical focus. In
order to study the suitability of Dymola and
the above named libraries, within this project
a vehicle dynamics model of the Audi sports
car e-tron was set-up and extensively verified
and optimised towards an  existing
ADAMS/Car model. As an example for vari-
ous electric systems, the electric steering sys-
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tem was added to the vehicle dynamics model.
Finally, the controller was modelled both in
Dymola and Matlab Simulink. The entire sys-
tem model was simulated within Dymola (im-
porting the controller model via Functional
Mock-up Interface [2]) and Simulink (import-
ing the Modelica based models via the stan-
dard Dymola — Simulink Interface).

3. The Vehicle Dynamics Model
Used

The model of the vehicle dynamics in terms of
the mechanical system was carried out using
the Vehicle Dynamics Library (VDL) [1]. It
contains fully detailed multibody models of
the double wishbone front and rear suspen-
sions of the car, whereas the single suspension
links are interconnected with nonlinear bush-
ing elements. In Fig. 2 the Dymola Model of
the front suspension linkage subsystem is
shown in detail. The models are based on
VDL standard templates.
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Fig. 2, VDL subsystem model of the double
wishbone right linkage in Dymola and Vehi-
cle Dynamics Lib

Fig. 3 gives a showcase overview of the full
vehicle as it is graphically displayed in the
animation tool of Dymola. The focus of the
modelling work lied on the resolved rear and
front suspensions. The car body and the sub-
frames are modelled as rigid parts having six
degrees of freedom each. The structure of the
VDL-model was based on an already existing
ADAMS/Car model with comparable com-
plexity. The assembly of the VDL subsystems
with the relevant multibody data like masses,

14

inertias, geometry points, elasticities, damp-
ing, etc. was transferred and adopted from this
ADMAS/Car model.

Fig. 3, Graphical animation of the full vehicle
model in Dymola with focus on
the resolved suspensions

However, the ADAMS model was not real-
ised in any detail, as this was not in focus of
the project. Differences in the simulation re-
sults aroused from certain elasticities of the
suspension models that have not been taken
into consideration in the VDL, due to the wish
to work with standard templates.

4. Comparison of the VDL and
the ADAMS/Car model

To compare and validate the VDL towards the
ADAMS/Car model, experiments in the field
of suspension kinematic and compliance an-
alysis (K&C) have been set up as well as full-
vehicle handling experiments. For the K&C
tests, elasto-kinematic models have been cre-
ated, optimised and then used in identical
form in the full vehicle analysis. The results
shown exemplarily in the following two fig-
ures contain a small cutout of the entire set of
results that was achieved.
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Fig. 4, Front Axle K&C-Test: Toe Angle (de-
gree) vs. Wheel Travel (mm)
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Fig. 5, Front Axle K&C-Test: Vertical Force
(N) vs. Wheel Travel (mm)

In summary the K&C results achieved the
expected accordance between VDL and AD-
AMS or have explainable deviance due to
differences in modelling. The quality of K&C
accordance was from a certain point on not
further optimized, as not being in the focus of
the project. E.g. the differences in the extreme
regions of Fig. 4 and Fig. 5 are due to a dif-
ferent modelling approach for the bump stop.

A typical set of entire vehicle handling ex-
periments was carried out, too. Exemplarily
for the comparison an abstract of results from
the fundamental experiments Step Steer Ma-
noeuvre and Stationary Cornering are given
in Fig. 6 and Fig. 7.

As tire model Pacejka’s magic formula was
used in both codes.

— = -ADAMS
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Fig. 6, Full Vehicle Steady-State Cornering:
Steer Wheel Angle (degree) vs. Lat. Accelera-
tion (m/s%)
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Fig. 7, Full Vehicle Step Steer: Yaw Rate (de-
gree) vs. Time (s)

In summary the full vehicle simulations are in
good accordance. It could be shown that an
industry standard vehicle dynamics model in
ADAMS can be redone with reasonable effort
and satisfying precision within a relatively
short time in a multidomain simulation tool.
Having available the model there, additional
non-mechanical systems can be added easily.

For the following investigations no further
comparisons to the ADAMS/Car model were
considered.

5. Electric Power Steering and
Controller Model

The Electric Power Steering (EPS) model was
added to the vehicle dynamics model de-
scribed above in Dymola, using elements ex-
clusively from the Modelica Standard Library.
A model of the steering controller was created
in Dymola, too, and alternatively the control-
ler was added to Dymola as a Simulink model
that was exported with the Real-Time Work-
shop using the Functional Mock-up Interface
(FMI) [2]. The FMI was defined by the
Modelisar consortium with the intention that
dynamic system models of different software
systems can be exchanged and used together
for simulation. The Functional Mock-up Unit
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(FMU) essentially contains an Xml model
description and a Dynamic Link Library
(DLL).

e
A
-
g
@

82105543

rack

Fig. 8, Electric Power Steering and Controller
Model in Dymola

The EPS model itself consists of mechanical
multibody, electric and control blocks. The
controller was simplified and treated as a
black box of binary code, as this is the usual
way that vehicle manufacturers receive the
model code from their system suppliers. For
this kind of pilot approach the controller was
kept as simple as necessary and was designed
just as a proportional gain. The output of the
control unit is a drive signal for the voltage of
the electric motor.

The impact of the power steering system on
the dynamic vehicle behaviour was not the
point of interest in this project and therefore
not elaborated or tuned.

6. Interface Concepts and accord-
ing Simulation Results

Dymola and Simulink models can be inter-
faced in multiple ways. For instance, the
Simulink model of a controller can be im-
ported to the Dymola model using the Func-
tional Mock-up Interface Approach proposed
by the Modelisar research project [2]. In this
case Dymola serves as the solver for the entire
system consisting of Modelica and Simulink
subsets. Alternatively Dymola models can be
exported to Simulink using e.g. the standard s-
function interface of Dymola. In this case
Simulink serves as the solver.
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According to the scope of the simulation work
and the particular development process of the
user, there are motivations for both ways. For
this project, the following variants have been
applied.

Vehicle EPS Steering Simulation
Dynamics Actuator Controller Tool. Solver
Model Model Model ’
. Dymola Dymola
Yariant 1 Dymola VDL giocvic b Gontrol Lib Dymola
: Dymola _—
Variant 2 Dymola VDL Electric Lib Simulink Dymola
. Dymola - . .
Variant 3 Dymola VDL Electric Lib Simulink Simulink

Table 1, Different Interface Approaches for
the Simulation of a Vehicle
with EPS-System

Due to the multidomain approach of the simu-
lation concepts described above, in any vari-
ant multiphysical results can be studied, il-
lustrated e.g. by the analysis of the EPS motor
current in Fig. 9.

/ ==="No_EPS
===+ Dymola_CutForce
j Simulink_CutForce

00
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Fig. 9, Full Vehicle Step Steer: Steering Servo
Motor Current (A) vs. Time (s)

Due to the different solver technologies and
ways to derive equations from the system de-
scription, significant differences in the com-
putational performance of the studied inter-
face concepts occur for a Step Steer Ma-
noeuvre (SSM) and Steady State Cornering
Manoeuvre (SC). In all cases, however, the
simulation results are practically identical.



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

Simulation Simulation Simulation
Tool, Solver Time, SSM Time, SC

Variant 1 Dymola 25,2 sec. 14,8 sec.
Variant 2 Dymola 25,2 sec. 14,8 sec.
Variant 3 Simulink 25,3 sec. 65,4 sec.

Table 2, Simulation Performance of Different
Interface Approaches

7. Summary and Outlook

The work presented demonstrates that a re-
solved multibody model comparable to an
industry standard ADAMS model can be cre-
ated with reasonable effort in a multidomain
simulation environment like Dymola using the
Modelica approach and according specialised
libraries. Extensive validation work was in-
vested to ensure that both models lead to
comparable results.

From there on it was demonstrated that entire
mechatronic system simulation is easily pos-
sible in multidomain simulation tools, using
vehicle dynamics, electric, additional me-
chanical and control models. Manifold ways
to interface Dymola and Simulink support
flexible approaches and tool strategies to
simulate multiphysical mechatronic systems
and match the particular needs of a user’s spe-
cific development process.

It was shown that the described approaches
have the potential to cover the needs of the
upcoming challenges of e-mobility for system
design.

Additional concepts to interface multidomain
simulation tools like Dymola with control
simulation tools like Simulink are under de-
velopment at different places and promise an
even tighter integration of the required tools.
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Abstract

In 2009 a new price system for the produced power
was introduced for Norwegian hydro power plants.
Basically a power producer gets punished if his pro-
duction deviates from the scheduled production. The
power plant is paid for the actual production: if too
much power is produced that the price for the excess
power is low. Even worse if too little power is pro-
duced the power plant has to pay a fine.

If such deviation occurs it is very important to iden-
tify components/systems that are responsible in order
to adjust the controller or replace the faulty equipment.
This paper describes the first step in problem solv-
ing, by presenting the development of a model of a
hydro power plant that shows differing power produc-
tion. The modelling part was done in Modelica® us-
ing the HydroPlant Library! of Modelon AB. The
model was parametrised using construction data and
validated using data from test and operation runs.

Keywords: Modelica, Hydro Power Systems, Hy-
droPlant Library, Test and Validation

1 Introduction

Several things affect the actual production in the power
plant. The turbine governor controls guide vanes in the
drum case, which in turn determines the power pro-
duction. The most important input is the set-point. In
addition it is possible to vary how sensitive the con-
troller is wrt. changes in the frequency (also known as
droop control). The droop is set by the national grid
company, Statnett in case of Norway.

The produced power also varies with the water level
in the reservoir. With a fixed guide vane opening the

'For more information on this library see:
modelica.org/libraries/HydroPlant

https://

Hege Marie Thoresen
Magamage Anushka Sampath Perera
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produced power increases when the reservoir level in-
creases and decreases when the level decreases. The
reservoir level is also fed to the turbine controller as
an input and the controller should in principle com-
pensate varying levels automatically.

In general, the various measurements, other inputs,
and transformed signals used as inputs to the turbine
controller, can contain uncertainties which may lead
to production deviation.

In the past it occurred that a power plant called
“Sundsbarm” which is located in Seljord, Norway has
experienced a certain power production deviation. In
order to investigate the reason for this deviation a
reference model using the Modelica modelling lan-
guage was developed and validated. With the help of
this model ideally the reason for production deviation
could be identified.

2 Main Components of a Hydro
Power System

Hydropower facilities regarding if they store water for
peak load period or not, and the way they store the
water, can be classified into several categories:

Storage Regulation (Impoundment) This is the
most common development of hydroelectric
power plants in which a dam is used to store
a large quantity of water in a big reservoir.
Potential energy of the stored water then can be
released in a controlled way.

Diversion Part of the river water is diverted into a
canal or a tunnel and is passed through the power
station and then might join the river again in the
downstream. This development can use the natu-
ral difference in height of the river at the upstream



and downstream locations and may not require a
dam.

Run of River In the run-of-river type, a small dam
with little impoundment of water is used. Short
tunnels (called penstocks) direct water to the
power station using the natural flow of the river.
Capacity of generating electricity in a diversion
or a run-of-river station is dependent on the
amount of water flowing in the river.

Pump Storage In pump storage development water is
pumped to a higher reservoir during periods of
low energy demand. The water is then run down
through the turbines to produce power to meet
peak demands.

Hydropower stations may also be classified by the type
of their loads into Base-Load and Peak-Load plants
[1]. The main focus of this paper will be on the Storage
Regulation (Impoundment) type of hydropower sta-
tions.

2.1 The Water Way

Figure 1 shows an example cross-section of an im-
poundment hydropower station. The water passage
starts from the upstream reservoir and ends at the
downstream pond/river. The difference of elevation
between water surfaces in the reservoir and the down-
stream pond determines the total head (gross head) of
the water in the system. Because of the energy loss in
the water passages due to friction, the effective head
of the water that can be exploited is less than the total
head.

Different parts of the water passages in this type of
power plant are described briefly.

Intake Intake is the inlet of the head race tunnel
which is equipped with Trash Rack for preventing big
solid objects from entering the tunnel and Gate Door
for isolating the tunnel for maintenance.

Head Race Tunnel or Conduit Head race tunnel
(conduit) connects the reservoir to the penstock near
the power house. It can be equipped with sand traps for
collecting sand and garbage that had passed through
the trash rack in the intake. The tunnel can be as
long as 45 km like in “Muela” power station in South
Africa [2]. It is also possible that the tunnel have inlet
branches from more than one reservoir.

Surge Tank/ Surge Shaft Surge tanks or surge
shafts might be used in different parts of the water
passage to prevent the “water hammer” effect. When
the water flowing in tunnels or pipes is accelerated
or decelerated, pressure surges are created in the wa-
terway which their magnitude may be much larger
than the nominal pressure in the waterway. This ef-
fect is known as “water hammer”. The strength of
the pressure surges depends on the value of accel-
eration/deceleration and the length of the waterway.
The waterway shall be built strong enough to with-
stand these pressure surges (often not an economical
solution) or the surge magnitude shall be limited/ con-
trolled somehow. One way for reducing the surge am-
plitudes is using surge shaft/ surge tank. Some other
means of controlling the water hammer are:

e Limiting the gate or valve closure time

e Using pressure regulator valves / relief valves lo-
cated near the turbine

Penstock A penstock (also called Pressure Shaft) is
a pipe made of concrete, steel, fiberglass, or wood that
is used to carry water from the supply sources to the
turbine. This conveyance is usually from a canal or
reservoir or from a tunnel. Penstocks may be equipped
with shut-off/isolation valves. The control valve (e.g.,
guide vanes) at the turbine side regulates the water
flow through the turbine.

Turbine Case The turbine case is the final compo-
nent of the water passage before the guide vanes and
the turbine runner. Here turbine cases for Francis tur-
bine will be described shortly.

Guide Vanes Guide vanes are located between the
turbine case and the runner of Francis turbines. These
are movable vanes that are actuated by turbine gover-
nor to control the flow rate of water through the turbine
and hence controlling the load of the turbine.

Turbine Runner Turbine runner for a Francis tur-
bine is a reaction type turbine. Instead of using a water
jet (like for impulse type turbines like Pelton turbines)
a water flow is allowed to pass through the runner.

Draft Tube Draft tubes are the final components of
the water passages of hydropower plants with Francis
and Kaplan Turbines. Draft tubes carry away the water
from turbine to the downstream channel or pond (the
tail race).
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Figure 1: Example Schematic Diagram of an Impoundment Hydroelectric Station

decrease so that the turbine runner is supplied
with water uniformly around its circumference.

2. Irrationality of the flow inside the case shall be
maintained.

2.2 The Electrical System

It follows a very brief introduction into the generator
theory.

The generator converts the mechanical energy from
the turbine into electric energy. The basic principle be-
hind a generator was discovered by Michael Faraday,
that a voltage is induced in a conductor when it moves
through a magnetic field. Faraday’s law of electromag-
netic induction is explained in equation (1):

_ N9
emf = th )

Where

emf = electromotive force [V]

¢p = magnetic flux [Vs]
N = number of wires in the conductor
Figure 2: Francis Turbine Case with Dimensions [1]
The Generator has two main parts: The rotor, which is
the rotating part, and the stator, which is the stationary
part. The rotor is delivering the magnetic field, and
the copper coils in the stator get an induced voltage
from the rotating magnetic field. There are two main
types of generators, synchronous generators and asyn-
chronous generators. The synchronous generator is
the most used generator in bigger hydro power plants.
1. The cross-sectional area of the spiral case must Smaller hydro power plants may have asynchronous

Usually spiral cases are used for delivering water to
the Francis turbine. Figure 2 shows a typical Francis
turbine and its case. In general, following considera-
tions shall be taken in design of the shape and dimen-
sions of the case and runner:
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generators, such as smaller hydro power plants which
produce up to about S MW.

2.2.1 Synchronous generator

The synchronous generator has a DC electric field in
the rotor. In reality, a reverted synchronous AC gen-
erator (with armature windings on its rotor) connected
at the end of the synchronous generator shaft produces
this DC current. A principal sketch of a two-pole,
single-phase synchronous generator is shown in Fig. 3.
It shows the field conductors in the rotor which makes
the magnetic field, and the stator conductor which gets
an induced voltage from the rotating magnetic field.
When the rotor turns and the poles change place, the
induced voltage in the stator is alternated. This makes
the generator produce AC (Alternating Current) volt-
age from the DC current in the rotor. The terminal
voltage of the generator can be controlled by the mag-
netising current in the rotor.

magnetic flux lines
field conductor
iron rotor
stator conductor
slip rings
iron stator

end connection

211 994 Encyclopaedia Britannica, Inc.

Figure 3: A 2-pole single phase synch. generator [3]

2.2.2 Power factor

The power factor is a very important subject when it
comes to electric power. When the voltage and current
are in phase (no lag) then the power factor is maxi-
mum, i.e., 1. This gives the optimal power output. The
definition of power factor is:

P

PF=—= 2
g oS¢ (2)
Where
S = apparent power [VA]
P= active power [W]
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2.3 Control System
2.3.1 Turbine governor

The turbine governor’s main task is to control the
power output and the rotational speed of the turbine
and also to smooth out differences between generated
and consumed power at any grid load and prevailing
conditions in the water conduit [4]. At the same time
the governor also need to close down the admission at
load rejections or when a need for an emergency stop
rises. This has to be done in accordance with speci-
fied limits of rotational speed and pressure rises in the
waterway.

Deviation between power generation and consumption
in the grid will cause an acceleration or deceleration
of the rotating masses of generating units. Acceler-
ation happens in case when generation is more than
consumption. The turbine governor then will cause a
deceleration of the water flow. At the same time pres-
sure in the penstock will increase.

In order to keep the rotational speed within specified
limits at load rejections the admission — closing rate
must be equal to or higher than a given value [4]. In the
opposite way the closing rate of the admission have to
be equal or lower than a certain value in order to keep
the pressure rise in the conduit within specified limits.
The turbine governor acts in two modes: speed con-
trol and load control. Speed control mode takes place
when the generator is isolated from the grid (MCB is
open). In this mode the governor regulates the speed
of the turbine-generator with the speed set point. Load
control mode takes place when the MCB is closed. In
this mode the governor regulates the generated power
with the load set point and through a mechanism called
“droop” which is described in section 2.3.2. The gov-
ernor output signal in a Francis turbine power genera-
tion unit is applied to the guide vane servomechanism
and hence the governor controls the unit through the
guide vane position.

2.3.2 Speed Droop Control

In case of frequency increase (decrease) in the grid,
each power generation unit reduces (adds) a fix per-
centage of its total rating output power multiplied by
the amount of the change in the grid frequency’ from
(to) its output power. The amount of this power can be
calculated from equation (3):

_Af/fn

5= AP /Py

-100%

3)



Where

S = permanent speed droop [%]
fv = nominal frequency [Hz]
Py = nominal power [MW]

Where the permanent speed droop in equation (3) is
a percentage number which is decided by the grid ad-
ministration (e.g., Statnett in Norway). For example in
Norway for a stable operation of the electrical grid the
permanent speed droop is currently set to 10% .

2.3.3 Power/Frequency Control

In every electrical system the power needs to be pro-
duced when it is consumed. It is not possible to
store electrical energy. Energy has to be stored in
the form of reservoirs for larger power systems, and
as chemical energy (batteries) for small power sys-
tems. This means that the production system must
be sufficiently flexible to both changes in consumption
and the outcome of the production, and that the trans-
fer can be handled instantaneously, preferably with-
out consumers noticing it. For example, the national
grids in Norway, Sweden, Finland, and at Sjelland
in Denmark are all connected to one coordinated syn-
chronous grid. This means that events in one of the
sub-grids can affect the other grids in the other coun-
tries.

The frequency is a measure of how fast the machines
in the system rotate. If it becomes an increase in load
(as with any other rotating machines) the frequency
(speed) will decrease, and at load rejection the fre-
quency will rise. The controlling devices will auto-
matically perform a primary control so that it again is
a balance between production and consumption. How
much the speed decreases are influenced both by the
total torque, and by how quickly the primary control is
done.

At frequencies below 50Hz, the total load will get
higher than the desired production and at frequencies
above 50 Hz, total load will become lower. In prac-
tice, the load varies continuously. Consequently, the
controlling devices continuously need to perform the
frequency control.

The power/frequency control is normally exacted in
two stages.

1. Primary control or primary frequency control is
simply the application of the speed droop control
as mentioned in section 2.3.2. This kind of con-
trol is applied automatically and is built into all
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turbine governors. This means that when the fre-
quency deviates from the optimal 50 Hz the tur-
bine governor will increase or reduce the guide
vane opening according to the droop control set-
tings.

. After the primary control has settled we will still
have a constant frequency deviation. This is when
the secondary control is used to compensate the
deviation with the help of the Load Frequency
Control (LFC). The LFC will simply raise or
lower the set-point so that frequency is corrected
again.

LFC is normally used in combination with Auto-
matic Generation Control (AGC) where different
generation regions are taken into account in order
to balance the power production [5]. However in-
ternationally there exist different interpretations
and implementation of the Automatic Generation
Control.

First the primary frequency control is applied.

3 Complete Dynamic Model

This section discusses the basic hydraulic theory re-
lated to hydropower plants, hydro power modelling
in the Modelica HydroPlant Library (HPL), ana-
lytical models for hydropower plant’s hydro dynam-
ics and analysis. The total system is divided into
several subsystems, namely reservoir, conduit, surge
tank, penstock, turbine, generator, and grid. The
HydroPlant Library uses digitised turbine charac-
teristics (in practise turbine characteristic is given as
a chart so called “Hill Charts” by the manufactures)
and this may lead to some uncertain results (because
some extrapolations and interpolation needed among
data points). So emphasis is put on having a good an-
alytic model for turbine. An analytical model for a
Francis turbine is proposed in [6].

In the HydroPlant Library some units (e.g., con-
duit, penstock) are divided into sub volumes also
called control volumes (CV) and each sub volume is
characterised by temperature and pressure (so called
the state of a control volume). Two Ordinary Differen-
tial Equations (ODEs) are derived from the conserva-
tion equations (i.e., mass, energy). Mass flow rate be-
tween two adjacent control volumes is governed by a
third ODE which is derived using the momentum con-
servation. The main assumption is that state is uni-
formly distributed throughout the CV. This is the so-
called “Lumped Parameter” assumption.



Two dynamic equations will be derived for tempera-
ture and pressure. But however more concern is given
into deriving equation in Laplace or frequency do-
main which will help to study the dynamics of the
systems. A detailed discussion is given in [6]. When
a hydropower plant is modelled (in Modelica), local
resistances (e.g., trash rack losses, bend losses) are
considered to be minor pressure losses while the ma-
jor losses are due to wall friction. So in the Mod-
elica model those minors losses are neglected, only
major wall frictional losses considered (HydroPlant
Library blocks take care of this).

4 The Sundsbarm Hydro Power
Plant

In this section only some parts of Sundsbarm Hydro
Power Plant are explained.

Francis Turbine governor The turbine governor at
Sundsbarm is a TC 200 digital turbine governor from
Kvarner. It is a PID controller, and it has inputs for
frequency reference (fy) and frequency measured out
from the generator (f), as well as inputs for load ref-
erence (Py) and power measurement after the genera-
tor (P).

The set point for frequency and the permanent speed
droop are controlled and set by the operator or a over-
all control system.

The functions inside the governor at Sundsbarm and
the function of the governor used in the HydroPlant
Library are not identical. In order to obtain as similar
control of the power plant inside Modelica and the real
process at Sundsbarm these functions need to equal
each other. In order to get this similar to each other
we have looked into the block drawings and made a
simplified block drawing of the functions inside the
TC 200 governor at Sundsbarm. We then compared
this with the block drawing from the HydroPlant
Library and we obtained the controller in Fig. 4.

P

A
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>

-
/ Kp( 1+1/Tis)

Figure 4: Simplified block-drawing from the turbine
governor at Sundsbarm
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This structure can be reorganised to the controller
shown in Fig. 5.

fo-f
— Tds — Kp( 1+1/Tis) —;
1‘/ + »—»
ep(Po-P) o o+ > Kp(1+1/Tis) J

Figure 5: An equivalent controller block diagram to
the one at Sundsbarm

This gives two governors:
e One with PI characteristic

e One with PD characteristic

Turbine The turbine placed at Sundsbarm is a verti-
cal Francis Turbine with a performance of 104.4 MW,
and is constructed for a nominal head (H,,,,) of 460m.
The efficiency and volume flow of the turbine is calcu-
lated in the Modelica model using a look-up table.

Generator and Main Circuit Breaker In Sunds-
barm there is one generator delivered by “National In-
dustri” Drammen, Norway. The nominal performance
is 118 MVA and the nominal frequency is 50 Hz. The
number of generator poles is 12. Inertia momentum
of the generator is given by Alstom and is equal to
850,000 Kg.m?.

Reservoir The reservoir type for the Sundsbarm
plant is an impoundment dam. This means that the
water source has a water storage that makes it possi-
ble to store energy in the reservoir. The lake Sunds-
barmsvatn is used as a reservoir. Other lakes are con-
nected to Sundsbarmsvatn, to lead more water through
the power plant. The other lakes are not modelled, be-
cause they are not connected directly to the conduit
channel or to the penstock.

The Sundsbarm lake is approximately 12.5km long
and 0.75km wide. These approximate sizes of the
reservoir are used in the model, because normal op-
eration conditions are of interest, not the level of water
varying over a long period in Sundsbarmsvatn.

Conduit channel The conduit channel consists of
the intake at the reservoir, Sundsbarmsvatn, a trash
rack, and an intake gate. Just before the penstock



there is another trash rack, a surge shaft and an emer-
gency valve. There is an additional small intake called
Finndalsai that is connected directly to the conduit
channel but was not included in the model.

Penstock The penstock for Sundsbarm hydro power
plant consists of a steel pipe inside a tunnel. The pen-
stock is 600 meters long and is tilted 45°. The start of
the penstock is at 541.5m above sea level and the end
of the penstock is at 112.5m above sea level. Diameter
of the penstock is about 3 meters.

Surge shaft The surge shaft for Sundsbarm hydro
power plant is a pipe or tunnel with a length L of about
138 m which is tilted by 67.5°.

Outflow tunnel The outflow tunnel consists of a
rough tunnel that goes from the draft tube at the tur-
bine and to the output reservoir. The outlet tunnel has
its lowest elevation closest to the draft tube at 107.5m.
At the end of the tunnel the elevation is 4.5m higher,
at 112m above sea level.

Reservoir at outlet The reservoir at the outlet is the
river in Seljord. The reservoir model used here is
also the Fixed_HT model together with a model of the
reservoir. The Fixed HT model has an infinite volume
with prescribed water height and temperature. The
level at the outlet reservoir is 123 m above sea level.

4.1 Modelica Model of Sundsbarm Power
Plant

Putting all the different parts together using the com-
ponents from the HydroPlant Library and filling in
their respective parameters we gain the complete dy-
namic model as shown in Fig. 6.

5 Test & Results

5.1 Validation of the Model
5.1.1 Consistency of Turbine Parameters

The first attempt in validating the model is to com-
pare the turbine response with the performance test re-
sults which are included in measurements done back
in 1993 [7]. This is done to ensure that the parameters
entered into the turbine model (e.g., nominal power,
flow rate, Mechanical efficiency) are consistent with
the turbine data table values.

For validating the consistency of the turbine model a
simple model as shown in Fig. 7 was created.

VGV Frequency

fixed_pT1

fixed_pT2

basicTurb.

Figure 7: Model for simulation of the turbine consis-
tency

This model is simulated for different guide vane open-
ings given by the measurements from 1993 [7]. The
frequency is kept equal to the nominal value in all of
the simulations. In each simulation the constant pres-
sure drop across the turbine is set to be equal to the
value corresponding to the relevant guide vane open-
ing.

5.1.2 Step Response Simulations

For this simulation the model shown in the Fig. 8 is
used in which the input command is directly applied
to the guide vane.
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Temperaturet PondLevel
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Figure 8: Test model for applying step changes in the
guide vane input

Fig. 9 shows the step response of the model for a posi-
tive step change at time ¢ = 500 sec and then a negative
step change applied at t = 1500sec. For this simula-
tion the relative pipe roughness of the conduit and the
outflow tunnel is set to 0.065 as found from calcula-
tions. The relative pipe roughness of the penstock is
set to 0.003. The guide vane servomotor opening time
is limited to 20sec (full range opening) and its closing
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Figure 6: Complete model of Sundsbarm Power Plant modelled using the HydroPlant Library

time is limited to 2.5sec. This effect can be seen in
the guide vane opening in the Fig. 9. Because of this
difference, the magnitude of the surge pressure at the
turbine inlet is greater when the guide vane closes al-
though the magnitude of negative change in guide vane
opening is smaller.

5.2 Linearisation of the Model

Dymola can linearise nonlinear models around their
steady state operating point. In this section a linear
model will be obtained for the hydropower model that
can be further analysed and used for design in the
MATLAB environment. For this reason the model in
Dymola needs some adjustments. Fig. 10 shows the
resulting model.

After loading the steady state condition of the model in
Dymola, a random noise input is used for linearising
the model. The reduced order of the linearised state
space model is 58.

5.2.1 Applications of the Linearised Model

The linearised model can be used for implement-
ing more advanced control methods like the ones de-
scribed in [8]. The model shown in Fig. 10 is specially
taylored to be used for such control schemes:

e For saving number of state variables just fixed
sources are used to model reservoires.
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Figure 10: Adjustments done to the model before lin-
earisation

e For having a time invariant dynamics, the load in
the grid block is set to be constant and then the
changes in the grid is modeled merely by adding
a random disturbance signal to the grid balance.
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Figure 9: Step response (Relative pipe roughness of conduit and outflow tunnel=0.065 and Relative pipe rough-

ness of penstock=0.003)

e The same opening and closing rate limites are
considered for guide vane operation for better lin-
earity. Additional rate for guide vane opening
may be implemented in the controller.

e For having a strict constraint on the power gener-
ation/grid frequency values (to satisfy droop re-
quirements) a combination of these variables are
selected as output of the model and this combina-
tion can be used as a feedback for the controller.

e Other quantities (like pressure in different loca-
tions) can be selected as additional outputs to en-
force constraints on the system state variables by
controller. These constraints can be applied by
advanced methods like Model Predictive Control.
This can be considered as a future work.

6 Conclusions

In this paper the theory of hydro power systems was
briefly presented. Based on dimensions and specifica-
tions, as well as structure drawings, (from Skagerak
Energy’s archive) a dynamic model of the Sunds-
barm power station was created using the HydroPlant
Library of Modelon AB.

At the time of writing only operational data of the
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power station were available. Therefore the model was
tested against friction values from pressure measure-
ments at the conduit channel. Obviously with the more
data points, a better model can be obtained. The data
available do not cover the complete operational range
of the guide van opening and the flow rate of the tur-
bine. The relative wall roughness for the conduit was
calculated from the measurement data. The model was
then tested with the calculated roughness to verify that
the same friction loss can be reproduced and the result
was comparable. This means that steady state calcula-
tions in the HydroPlant Library are reliable.

Finally suggestion was made for implementation of a
model predictive controller as part of a future work.
A linear model had to be made in order to develop
a MPC. The linear model had additional outputs for
pressure in penstock and draft tube. Therefore a MPC
controller could have these output constraints for pres-
sure in penstock and the draft tube, which is believed
that gives safer and more optimised control of the
Sundsbarm power plant.

Other improvements that could have been imple-
mented for the plant is to have power feedback for the
turbine governor at the grid connection, instead at the
generator terminals. This means correcting the power
set point with measurements at the delivery point of
the power to the grid. This way the power produc-



tion will have less deviation since the power readings
for the grid operator are at the grid. This will al-
low the power plant to consider the loss of approx.
0.5 MW from the transformer, cables, and own power
consumption, when adding a set-point for the plant.
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Thermal Separation Library: Examples of Use

Karin Dietl* Kilian LinkT Gerhard Schmitz

Abstract The developed models have been tested on several
different processes, mostly on a single column. There
This paper deals with the Thermal Separation Libragge also examples where more complex system designs
which is intended to be used for absorption and resre presented ([6]).
tification processes. Two example calculations showThe aim of this paper is to describe a modelling
how the simulation speed can be increased by choliisrary which can be used for flexible modelling and
ing the right way to set up the equations. One examglenulation of complex separation systems. As an ex-
refers to the ordering of the substances in the substaagagple a fully integrated absorption/desorption loop for
vector and one refers to the modelling of equilibriursarbon capture is simulated. Simulation results will be
processes. An example of use presented is the G@@mpared to measurement data obtained in a Siemens
absorption in a post-combustion carbon capture plapilot plant. The process is shown in figure 5 and will
The transient simulation results are compared to méa-discussed in more detail in section 4.1.
surement data obtained in a Siemens pilot plant.

Keywords: thermal separation, carbon capture, ah- .
sorption / desorption % Modelling Approach

It is commonly agreed on that when developing a
1 Introduction model of multicomponent system including chemical
reactions, a simple equilibrium-based model which ne-

Dynamic analysis of thermal separation procesé@g‘:ts mass transfer, is often not sufficient and a more
gains in importance, be it in batch processing, systéfysical approach - the rate-based approach ([18]) - is

control, start-up strategies or shut down behaviour#§€ded (e.g. [19], [17], [10]). The simulation models
continuous processing ([9]). are built using the object-oriented Thermal Separation

Library ([8]) which was developed in order to model

General modelling approaches for these problefh@mic absorption and rectification processes.
(or a part of these problems) have been reported
in literature. READYS ([16]) as well as a modeR.1 Model equations
developed in [12] can be used for dynamic simulatign )
of equilibrium columns. A model which considerg'l'l Balance equations

dynamic simulation of multiphase systems is prehe balance equations are established separately for
sented in [2]. [11] describes steady-state and dynarfie vapour and liquid bulk phase as described in [8].
non-equilibrium models. A tool for dynamic processhere is therefore a mole balance for each compo-
simulation - DIVA - is proposed by [5], which hashenti of vapour and liquid phase. Additionally there
a sequential simulation approach. DYNSIM washould also be summation equations in the bulk phases
developed by [3] and is a tool for design and anaIyS(iEiyi =1 andy;x = 1). However, in general systems
of chemical processes. In [13] a modelling language ordinary differential equations can be more easily
gPROMS is proposed to model combined lumped agglved than differential algebraic equations and intro-
distributed systems which was then successfully usigting a differential equation instead of an algebraic
in several publications in order to model separati@uation is rewarded with faster computation times.
processes (e.g. [23]). Therefore these two algebraic equations are replaced
by the total amount of substance balance for vapour

*Hamburg University of Technology, karin.dieti@tuhh.de and I_Iqulld phase. .

tSiemens, kilian.link@siemens.com For liquid and vapour phase there is one energy bal-

*Hamburg University of Technology, schmitz@tuhh.de ance each (see [8]).
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Nomenclature
Greek symbols
heat transfer area gVap gliq vapour or liquid hold up
a specific ar(_ea [r] thermodynamic correction matrix
c concentration y activity coefficient
H Henry coefficient ® fugacity coefficient
k mass transfer coefficient Subscripts
M molar mass i Component
N molar flow rate j stagej
n number of discrete elements r reaction
Ns no. of substances which are in both Phaéﬁéerscripts
n'g‘, ng’  number of liquid / vapour substances |ig liquid
R] rate matrix for mass transfer coefficientgat saturation
T temperature vap vapour
u specific inner energy * thermodynamic equilibrium
X liquid composition Abbreviations
y vapour composition nLF number of liquid feeds
z factor for equilibrium stage nVF number of vapour feeds
2.1.2 RateEquations It is also important to note that the vectol%}éap and
In [8] the molar flow rates at staggover the phaseN;" in eq. (2) and (3) contain only the molar flow rate
boundary are calculated as N;; of n&?P— 1 andnls! — 1 substances respectively, that
- is this equation is not established for every substance.
Ni,j =kij-a;-(¢j— cfj) (1) The missing equations are the summation equations at

the phase boundary:
This approach however is only valid for binary sys-

tems, and using the concentration difference as driv- Zy{ =1, in* =1 4)
ing force is only applicable for isothermic condi- ! !

tions. Therefore this was replaced by the more general

Maxwell-Stefan equations as described by [22]:  2.1.3 Inert Substances

- . - . An equation describing the thermodynamic equilib-

Vap _ NVaP L VAP g [RYPIELL VAR L (v — ) ) .

N{™ = Nigtar ¥ + 6725 - (R M- (% = Y)) rium does only exist for thas components, which ex-
(2) ist in both phases, but not for inert substances. The

. i o o i o . : ) .

N = Ntl?tal,j %+ ay - R 1, M9 (% —xt) ~ missing equations for the inert substances are obtained
3) by setting the molar flow rate over the phase boundary

of the inert substances to zero:

The thermodynamic correction matric#g are nec- - vap
essary, since here the difference of the mole fraction
as driving force is used and not the difference in the
chemical potential. Thé |-matrices contain the com-
position derivatives of the activity coefficient (liquid2.2 Numerical Solutions

or fugacity coefficient (vapour), which can be found ) ) )

for several activity coefficent models in [21]. TFg- " order to solve the resulting system of differential-
matrices are calculated using the binary mass trandigfePraic equations using numerical integration, as
coefficients. How to obtain thi&]-matrices via the bi- Many state variables as differential equations are

nary mass transfer coefficients is described in detaillf€ded For the columns, the following variables are
[22] chosen as state vanable:%‘:ip, cj‘}, u! P ujq, £ Pand

The total molar flow rates in (2) and (3) are obtainel (o M;°” which is as suitable), withy = 1...n and

by summing the molar flow rates for each componeit=1..n2° or i = 1..n respectively. Using this set

e j'L’JNﬁlm 0 }if substance is inert  (5)

ri,j —
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of state variables, all other variables can be calculatdnce at phase boundary may even be calculated to be
via algebraic relations. Intensive rather than extensivegative. This is known as cancellation problem (see
guantities were chosen as state variables, since the li. [4]). Figure 2 shows an example for the absorption
ferential equations were set up using these intensofeN, and G in H>O. The simulation time decreases

variables. by the factor 5 if not @ is the last substance in the
medium model.
2.3 Library Structure So it can be stated having substances with very low

. . concentrations at the last place in the substance vec-
The library structure of the column models is reprgs; gecreases simulation speed. If this is not possible

sented in figure 1 which shows a class diagram @& no substance is always large enough to be suit-
the library. The three different column types (packeghie as last component) it is also possible to apply the
column, tray column, spray column) all inhert frony;ayvell-Stefan equations to all components and om-

FeedStage (Which is denoted with an arrow pointingyit the summation equations at the phase boundary.
at the parent class). TheeedStage-model inherits Thjs also reduces the CPU-time, but in some test cases
from the BaseStage-model which contains the balyhe sums of the mole fractions at the phase boundary

ance equations and some of the constitutive equatigi$e observed to deviate about 10% from 1.
for n discrete elements. It also contains instances of

the medium models, the reaction models etc. These

models are declared as replaceable, where replaceabil- 200
ity is denoted using a dotted line with a diamond.

The extending column classes supply the geometry,

the instances of the pressure loss and liquid holdup & 150
model, the heat transfer model between the two phases Py

and the mass transfer models. Each column type is E 100
structured the same way; but only the structure of the 3
packed column is shown in the diagram due to read- ©
ability. 50
3 Examples ol

0 20 40 60 80 100
As stated in the introduction it should be possible to Time (s)
model and simulate a complex separation process us-
ing the Thermal Separation Library. In the following &igure 2: Influence of the ordering of the substances in
complete absorption/desorption loop is presented. Bee medium model. Simulation speed is increased, if
fore doing so some small examples show how a diff-the liquid phase a substance with a high mole frac-
ferent writing of the modelling equations can increag®n (H20) is the last substance in the medium model
simulation speed. (i.e. the CPU time for simulation is smaller).

3.1 Ordering of Substances in Medium
M odel 3.2 Equilibrium Model

In general any order of the substances in the medida stated in chapter 2 the stages were modelled as non-
model can be chosen. However since for a noequilibrium stages, i.e. mass transfer is taken into ac-
equilibrium model the equations for the molar flomount. However sometimes it is advantageous to de-
rates eq. (2) and (3) exist only fof® — 1 andni' — 1 scribe the separation column using equilibrium stages,
substances respectively, and the molar flow rate for #ng. if no suitable correlations for the mass transfer are
last substance in the medium model is defined via theailable.

summation equations (4), the ordering becomes iifhere are basically two different approaches to model
portant in case the fraction of the last substance lseich an equilibrium stage: The first possibility is to
comes very small (in the order of the tolerance of tii@plement a new set of equations which describe the
numerical solver). In this case the calculation can beguilibrium stage. However the additional algebraic
come very slow and the composition of the last subenstraint of the compositions at phase boundary and
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The arrow denotes inheritance,

Figure 1: UML class diagram of an absorption or rectification process.
i.e. FeedStage inherits fromBaseStage only. The line with the diamond denotes composition. Dotted lines

mean that the object is replaceable. The composition of spray column and tray column are analogue to the

composition of the packed column.
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in the bulk phase being equal result in a large nonlin-

to the system. Together with a very high value for the
binary mass transfer coefficients, necessary inorderto  5gg
approach equilibrium, the computation time can be-

come very large (see figure 3). Since the equation (2)

- (4) do not give any information for the equilibrium

ea system of equations. == =
The second possiblity is to approach the thermody- 800 o 1
namic equilibrium  — x") using the non-equilibrium 7
equations and increasing the binary mass transfer co- & 600 7
efficients to infinity. Using this approach the systemis o / - — —eq.(2) - (5
less strongly coupled, but still it has to be noted that £ ’ eq. (6), (7)
the equations (2) to (4) introduce a high non-linearity g 4000 | eq. (8), (9)

|

|

. 0 20 40 60 80 100
model they are replaced by the much more simpler Time (s)
eq. (6)-(7):
qvap _ ovap [, Figure 3: Computation time using three different sets
Nii =2Z; - (Yii—Yii) (6) ) > _
j"q fiq ’ . of equations to model an equilibrium stage. The first
N7 =Zj; (X, —Xj,i) (7) set uses exactly the same equations as for a non-

. : . equilibrium model (eq. (2) to (4)) with a constant,
wereZ is an adjustable factor. I approaches in- but high mass transfer coefficient. The second and

finity, the difference between the composition at the. - - . .
phase boundary and in the bulk phase vanishes Eﬁlgj set use simplified yet sufficient detailed equations

equilibrium is attained. A very high value fdrlead to fitiich increases simulation speed.

a very accurate result. An indicator for the accuracy is

the difference of the composition at the phase boun#ithout increasing the computation time, compared to
ary to the composition in the bulk phase. This dig. (6) and (7) wherg is constant.

ference should become zero for an equilibrium mod#?. this example, the first set of equations has more
However for a very high value faZ, the computation time states than the last two (178 scalars instead of
time may become very large or - even worse - theté2 scalars; for eight stages) but about the same
are convergence problems with the nonlinear solv@mount of time varying variables (around 12000). The
Since a optimal value faZ, which leads to an accept-size of the nonlinear system of equations obtained by
able compromise between computing time and acddymola is higher, for the first set of equations: eight
racy is not constant during simulatiod, is continu- blocks of 20 iterations variables are necessary instead
ously adapted to minimize the difference between butk eight blocks of 15 iteration variables (the other
and phase boundary composition using the equatidigcks are identical with lesser iteration variables.

of a simple PI controller.

Equations (6) and (7) are then replaced by equatiohse same approach is also chosen when reaction
(8) and (9), wher& are functions of the errofy;; — €quilibrium should be assumed: in this case the con-
y’ii) and (xj; — x’j"i) respectively and some controlletroller minimizes the difference between the reaction

parameters which are constant during simulation. equilibrium constant and the product of the activities.

N} = ZJ%(y;i — yi;, contr. parameter (y;; — ;)
(8)
contr. parameter (xj; —X:;)

9)

Figures 3 and 4 show that using eq. (6) and (7)
(solid line) or eqg. (8) and (9) (dotted line) instead
of eq. (2), (3) and (4) (dashed line) lead to a lower
computation time and a higher accuracy of the result.
Adapting the variabl& during the simulation using a
PI controller (dotted line) further increases accuracy

glia _ <liq /. . *
Nji = Z;7 (X — X,
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5 x 10 Table 1: Physical properties and other parameters
Property Reference
- T T T Pressure loss vapour [20]
"é 15 e ] Interfacial heat transfer coeff.  Chilton-Colburn
3 / Mass transfer coefficient [15]
£ 1 // — o] | Liquid holdup [14]
< , €q. (2= 5 Diffusion coeff. vapour [1]
?‘ , eq. (6). (7) Interfacial area [15]
. A eq. (8), (9)
> 05f
// using pure water. In the absorber, the saturated flue
ob—r gas is then brought in contact with a liquid containing
0 20 40 60 80 100 a high amount of dissolved amino acid salt. Here, the
Time (s) CO, is absorbed by the liquid and nearly g@®ee gas

leaves the absorber. The loaded liquid is now heated
Figure 4: Largest difference iyi —y usng three dif- up in a heat exchanger before it enters the desorber,
ferent sets of equations to model an equilibrium stagghere the CQ is stripped from the liquid using
water vapour, which is obtained in a thermosyphon.
4 Dynamic Analysis of CO, Capture The gas leaving the desorber (containing water and
CQ,) is cooled down and such water is removed via
Plant condensation. The pure GOs then liquified and
stored; the pure water is fed back to the desorber.
The now unloaded liquid from the desorber bottom
The simulation of the carbon capture plant refers i@ partly evaporated in a thermosyphon and partly led
the same pilot plant as presented in [7]. It is a slipack to the absorber via two heat exchangers in order
stream pilot plant operating under real conditions. Tkecool down to the absorber temperature.
absorber as a diameter of approx. DN200 and the dipe solvent used is an amino-acid salt solution, as
sorber height is approx. 35 m. The plant layout @escribed in [7]. The underlying chemical reaction
shown in figure 5. is shown in figure 6. In the model, it is assumed
that reaction takes place in the film only and reaction
co. Kinetics are not considered.

4.1 Plant Layout and Data

FLUE GAS
OUTLET

COOLING
WATER

Table 1 provides an overview of the most important

o~ . .
8a]
3 3 physical properties.
% RICH
< SOLVENT . . .
TANK 4.2 Thermodynamic equilibrium
~
=
COOLING 2 421 Phaseequilibrium CO,
WATER 2 &
é a § Ahvery simple Zplprﬁachh propose(ilbby Sie:(nens was
28 2 choosen to model the phase equilibrium o -
50 \__ & P d L

tween liquid and gas phase. This approach combines
the dissolution of C@in the liquid and the stepwise
reaction with the dissolved salt to the final product
in a single phase equilibrium equation. The main
Figure 5: Carbon capture pilot plant as it can be fou@dlvantage is that only very few components in the
in [7]. liquid phase have to be modelled, namely( the
dissolved salt called AAS (amino acid salt) and the
The plant consists basically of a flue gas cooler, éinal reaction product. All reaction intermediate prod-
absorber and a desorber (see figure 5). The flue gats as well as dissolved molecular €@ the liquid
first enters the flue gas cooler, where it is cooled doywhase have not to be considered, the latter due to the

FLUE GAS
INLET
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2 C—C—N + 0=C=0 =—* C—OH C—C—N—H + —GC—
V2R Vi 7T 72 ™
0 H Heat (o] o] H R 0 H
Armino acid salt COz Bicarbonate salt Armino acid salt
+ H20
Lowy pH
temperature
i
ko~ R H
o § o f o o T
VR I Vi
0 0
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Carbamate salt iZarbonate salt

Figure 6: Reaction scheme in the amino acid salt solution,esepted in [7]

assumption that the reaction is nearly instantenous &2 Phase equilibrium water

the CQ concentration in the liquid is negligible. This L _

means that if a molar flow faﬂ@coz of gaseous CQ The water equilibrium is calculated using

crosses the phase boundary, a source term increases

the molar qugntity of the rea)llction product and a sink P-Yr:0 = X0 Py ¢ (13)
term decreases the molar quantity of the eductg(H
AAS) such accounting for the stoichiometrics.
Since CQ is nonexistent in the model of the liqui

For the calculation of the water saturation pressure,
C}he saturation pressure of pure water is multiplied by

h the oh Jibri i d ived usi factor smaller 1 to match the higher saturation tem-
bhase he phase equilibrium 1S described using %@rature. The activity coefficientis set equal to one,

€O, vapo_ur mole fracthn on the one side and _t Q_/en though it should be smaller than one in reality.
mole fraction of the reaction product on the other SIth Siemens steady-state calculations were performed

" using AspenPlus where much more detailed medium
Product  H(T)- y(T,Xproaue)  (10) models than the ones here where used. These Aspen-

1+ Xproduct Plus calculations revealed that the activity coefficient
The Henry coefficient is temperature dependent angig not differ significantly from one in the considered
the activity coefficienty is additionally dependent ontemperature and concentration range. Therefore, since
the concentration of the product in solvent. For bothe proposed modelling of the thermodynamic equi-
coefficients Siemens provides a correlation, which afigrjum is anyway not suitable in order to obtain very
as follows: accurate steady-state results, setting the water activity

P-Yco, =

INH = at 2 (11) coefficient equal to one does not increase the overall
T error very much.
. Xproduct
Iny = e(C+d T+eT2) . ~roduct 12 )
y 1+ Xproduct (12) 4.3 Medium models

The parameters, b, ¢, d, e have been adjusted using 31 Gasmediums

measurement data.

It has to be stated that this approach has drawba8lath gases, the flue gas, consisting of, €O,, O,
concerning the accurateness of the results, nevertied HO and the C@water vapour mixture in the
less they are all in the right order of magnitude amtksorber, are modelled as ideal gas, even though this
the main factors influencing the result are considerextsumption is more questionable for the S@ater
This approach is therefore suitable for dynamic simuapour mixture, due to the high water vapour content
lation, where the dynamics are in the focus of the stu(gbout 70%-90%) at the saturation temperature of wa-
and a high simulation speed is needed but very corraat (around 100C). However the error due to differ-
steady-state results are not of such importance.  ences in density and enthalpy are not important.
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4.3.2 Liquid mediums

= = = simulation
measuremen|

The pure water in the flue gas cooler is modelled il
ing the waterlF97 medium model from the Modelic 1
. 6 [ ‘
Standard Library.
The solvent is also modelled based on the water IF
standard, but density and heat capacity are adjuste
match the solvent values (for a solvent containing ¢
prox. 30 weight -% AAS). All solvent medium propet
ties are temperature and in parts also pressure de
dent, but independent of composition. '
As stated in 4.2.2 the solvent model consists ol
of three components in order to increase simulati
speed. T 20 20 60
Time (min)

-T f) in K, Absorber
re

liq
out

(T

4.4 Simulation results Figure 7: Liquid outlet temp., absorber (test case 1)

In this section the simulation results are presented
and compared to measurement data obtained in
Siemens pilot plant.

Two different test cases are investigated:

0.05

0.04f

e Test case 1: Increase of Flue gas flow rate frc
75% to 100% at t = 0 min.

0.03f

= = = simulation
measurement

e Test case 2: Decrease of steam flow rate at
boiler from 90% to 75% at t = 0 min.

0.02f

L Absorber outlet

Figure 7 - 9 show the comparision between simu |
tion and measurements of test case 1. All temperatt N
are plotted referring to an arbitrary reference tempe
ture. The CQ mass flow rate is described in percer 0 20 20 60
whereas 100% is arbitrarily set to the measurem Time (min)
value obtained at t=0 min. It can be seen that the
steady-state results differ, which is due to the very Figure 8: CQ outlet mole fraction (test case 1)
simplified modelling of the thermodynamic equilib-
rium. The dynamic response between simulation ¢ ;g

For test case 2 the comparision between simulat
and measurements are shown in figure 10 - 14 . Agi £ 19 ‘ (il il |
all temperatures are plotted referring to an arbitre ¢ ‘ |

102F ~ )l
F |

measurement are quite similar, even though in Lemmmmmmmmmmm-
. . . - L - .
simulation the new steady-state is obtained afte 106 A
shorter time. Z 104} , !
3 ’
c -
e
5
g

%

reference temperature. As for test case 1 the ste:.= 98| ‘ i

state results differ, but the dynamic behaviour is sir :8“ 96 \ !
lar. In figure 12 not only the measured g@ass flow =

rate at the desorber outlet is plotted, but also the m 94 = = =simulation |1
flow rate of the absorbed GQn the absorber. The o, ‘ _—measuremenf
latter value was obtained from measurement data, 0 20 40 60

. Time (min)
ing measured mass flow rates, temperatures and vui-
ume fractions at the absorber in- and outlet. These t

Ogure 9: CQ mass flow rate, desorber (test case 1
mass flow rates should be equal in steady-state (whichg Q ' ( )
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was the case in test case 1), however there is a dif-

8 . o
— = = simulation ference of about 20%. Since this difference does not
Nk Kot ——— measurement|  Occur in the simulation, it explaines why measurement
5 % and simulation fit well for the C®mass flow rate at
B \ the desorber outlet, but not for the g@ole fractions
o 6f \ R .
2 S o in the absorber and consequently not for the amount of
< S ~~ee__.____J] cOabsorbed.
£ 57 ]
s
[ 59
I‘_‘ 4+ i
=23
b 4_/\’\!* 58 |
af 1z
5]
2 57t
2 ; : ‘ S
0 20 40 60 ¥ ——
Time (min) c sl simulation ||
- —— measurement
= R
Figure 10: Liquid outlet temp., absorber (test case _'s 55} \\ 1
= 0
= \
54 A J
0.04 ‘ ‘ ‘ hE
i 53 : : :
0.035 0 20 40 60
- Time (min)
3 o003
3 . -
5 0025 Cemmeaad] Figure 13: Liquid outlet temp., desorber (test case 2)
: T
< 0.02p— g
y 50
<> 0.015} ! 1
! aoF T T 7 NGa g -
] = ~ -
0.01f ’ = = =simulation g I I I
= ——— measurement 5 48} .
0.005 : ‘ : 3
0 20 40 60 o 4l , |
Time (min) < = = =simulation
—~ 46 ——— measurement
. . u‘__) o 4
Figure 11: CQ outlet mole fraction (test case 2) -
§|_§ Aop ‘M
105 :
‘ desorber (meas)) a4 1
100l absorber (measl)|
= = =desorber (sim.) 43 ‘ ‘ i
absorber (sim.) 0 20 ) . 40 60
95 p Time (min)
o\o i IW‘W u u ‘VIV H
£, 90y e "1 Figure 14: Vapour outlet temp., desorber (test case 2)
5
S 85t -
£ VSN
8oy 1 5 Summary
75} : : L
This work proposed a Modelica-library model for dy-
70 ‘ ‘ ‘ namic simulation of tray and packed columns for sep-
0 20 40 60 arations processes such as absorption and rectification.

ime (min) It is shown that it is advantageous to describe an equi-

librium model using modified equations of the non-

Figure 12: CQ mass flow rate (test case 2
g @ ( ) equilibrium model. Also the influence of the ordering
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of the substances in the medium vector was shown.
It was also shown that using the Thermal Separa-

tion

Library a complex system, namely an absorp-

tion/desorption loop for carbon capture is modelled

and simulated dynamically. The simulation resultd®]
were compared to measurement data obtained in a
Siemens pilot plant. It showed good agreement, even
though there were differences in the stationary results

which is due to the very simplified modelling of th

thermodynamic equilibrium.

References

[1]

[2]

[3]

[4]

[5]

[6]

Edward N. Fuller, Paul D. Schettler,
J. Calvin Giddings. A new method for predicition
of binary gas-phase diffusion coefficientsdus-

trial and Engineering Chemistry58(5):19-27, [

R. Gani, Thomas S. Jespen, and Eduardo S.
Perez-Cisneros. A generalized reactive sep-
aration unit model. modelling and simulation
aspects. Computers Chemical Engineering

22(Supplement):363-370, 1998. [13]

R. Gani, Esben L. Sorensen, and Jens Perre-
gaard. Design and analysis of chemical pro-
cesses through DYNSIMnd. Eng. Chem. Res.

31:244-254, 1992. [14]

David Goldberg. What every computer scien-
tist should know about floating-point arithmetic.
ACM Computing Surveys23(1):5-48, March
1991.

P. Holl, W. Marquardt, and E. D. Gilles. DIVA _[15]
a powerful tool for dynamic process simulation.
Computers chem. Engn#j2(5):421-426, 1988.

Bernhard Hupen and E. Kenig. Rigorose
modellierung und simulation von chemisorp-
tionsprozessen. Chemie Ingenieur Techr;ik[1
77(11):1792-1798, 2005.

[7] Tobias Jockenhoevel, Ruediger Schneider, and

Helmut Rode. Development of an economic
post-combustion carbon capture procdssergy [17]
Procedia 1:1043-1050, 2009.

[8] Andreas Joos, Karin Dietl, and Gerhard Schmitz.

Thermal separation: An approach for a model-
ica library for absorption, adsorption and rectfl8]
fication. In Francesco Casella, edit®roceed-
ings of the 7th International Modelica Confer-

37

10]

andl1]

May 1966. 12] J. M. Le Lann,

ence Linkdping Electronic Conference Proceed-
ings, pages 804—-813. Linkdping University Elec-
tronic Press, September 2009.

E. Kenig. Complementary modelling of fluid
separation processChemical Engineering Re-
search and Desigr86:1059-1072, 2008.

E. Kenig, Kaj Jakobsson, Peter Banik, Juhani
Aittamaa, and Andrzej Gorak. An integrated tool
for synthesis and design of reactive distillation.
Chemical Engineering Scienc&4:1347-1352,
1999.

Hendrik A. Kooijman.Dynamic Nonequilibrium
Column Simulation PhD thesis, Clarkson Uni-
versity, 1995.

J. Albet, X. Joulia, and
B. Koehret. A multipurpose dynamic simulation
system for multicomponent distillation columns.
Computer Applications in Chemical Engineer-
ing, pages 355-359, 1990.

M. Oh and Constantinos C. Pantelides. A mod-
elling and simulation language for combinend
lumped and distributed parameter syste@sm-
puters chem. Engn@0(6/7):611-633, 1996.

J. Antonio Rocha, J. L. Bravo, and J. R. Fair. Dis-
tillation columns containing structured packings:
A comprehensive model for their performance 1.
hydraulic modelsind. Eng. Chem. Res32:641—
651, 1993.

J. Antonio Rocha, J. L. Bravo, and J. R. Fair. Dis-
tillation columns containing structured packings:
A comprehensive model for their performance.
2. mass transfer modellnd. Eng. Chem. Res.
35:1660-1667, 1996.

6] C. A. Ruiz, M. S. Basualdo, and N. J. Scenna.

Reactive distillation dynamic simulationinsti-
tution of Chemical Engineergpages 363-378,
1995.

M. Schenk, R. Gani, D. Bogle, and E. N. Pis-
tikopoulos. A hybrid modelling approach for
separation systems involving distillatiorfrans
IChemE 77:519-534, 1999.

J. D. Seader. The rate-based approach for mod-
eling staged separationChemical Engineering
Progress pages 41-49, 1989.



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

[19] M. S. Sivasubramanian and Joseph F. Boston.
The heat and mass transfer rate-based approach
for modeling multicomponent separation pro-
cesses.Computer Applications in Chemical En-
gineering pages 331-336, 1990.

[20] J. Stichimair, J. L. Bravo, and J. R. Fair. General
model for predicition or pressure drop and capac-
ity of countercurrent gas/liquid packed columns.
Gas Separation & Purification3:19-28, March
1989.

[21] Ross Taylor and Hendrik A. Kooijman. Compo-
sition derivatives of activity coefficient models.
Chem. Eng. Comm102:87-106, 1991.

[22] Ross Taylor and R. Krishna.Multicomponent
mass transferJohn Wiley & Sons, Inc., 1993.

[23] M. L. Winkel, L. C. Zullo, P. J. T. Verheijen,
and Constantinos C. Pantelides. Modelling and
simulation of the operation of an industrial batch
plant using gPROMSComputers chem. Engng
19:571-576, 1995.

38



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

Scalable-detail modular models
for simulation studies on energy efficiency

Marco Bonvini*, Alberto Leva
Dipartimento di Elettronica e Informazione, Politecnico di Milano
Via Ponzio 34/5, 20133 Milano, Italy
{bonvini,leva}@elet.polimi.it
*PhD student at the Dipartimento di Elettronica e Informazione

Abstract

Simulation is widely used to assess and/or improve the
energy efficiency of both existing and new buildings.
Such an analysis has to account for heterogeneous phe-
nomena efficiently, to manage components in a modu-
lar manner, and (which is seldom addressed in a struc-
tured way) to scale the detail level in all or part of the
model, based on the particular simulation goal. In this
manuscript, a proposal is formulated on how to struc-
ture a Modelica library so as to satisfy such a need.

Keywords: Building simulation; energy optimisa-
tion; object-oriented modelling;, modular modelling;
scalable detail.

1 Introduction

At each step of the design or refurbishing of a building,
decisions need taking, based on some goal and on the
state of the project, i.e., the decisions taken in the past.
Like any engineering process, building (re)design is in
fact a cyclic activity, where any choice has to be recon-
sidered when its effects — no matter how later observed
— are found to be unsatisfactory.

Most of the mentioned decisions are complex, how-
ever, and to gather the necessary information for them,
simulation is often the only viable way to go. In an
ideal world, a simulation model should thus be avail-
able on the engineer’s desk throughout the project,
ready to help for complex decisions like a pocket cal-
culator helps for simple computations. It should be
possible to simulate the project at any time, irrespec-
tive of what was already fully designed, and what con-
versely was only specified in terms of the boundary
conditions provided for the rest of the overall sys-
tem. It should also be possible to move back and forth
among the complexity levels implicitly defined above,
in the case some past decision needs re-discussing.

39

Moreover, as the project moves toward its maturity —
and the model becomes correspondingly complicated
—one should still have the possibility of replacing parts
of said model with simpler ones, so as to improve sim-
ulation speed when only some aspects of the building’s
behaviour need investigating. And of course, the ef-
fort required to create the simulation model and keep
it aligned to the project must be reasonable, i.e., ade-
quately compensated by design quality improvements.

Such an approach to simulation is very different
from those adopted by typical engineering tools. Most
are domain-specific (e.g., electrical, Energy System or
ES, Computational Fluid Dynamics or CFD, and so
forth), or have limited flexibility (e.g., there is a library
of pre-built “boiler” models and creating a new one is
very far from trivial), or do not allow for a structured
management of the models and simulations within a
project, or any combination thereof. Needless to say,
adopting the Object-Oriented Modelling and Simula-
tion (OOMS) paradigm, and in particular the Modelica
language, is a very promising idea.

In fact, several Modelica libraries for building sim-
ulation already exist [1, 2, 5]. However, the use of
such libraries as a decision aid along the evolution of
a project still experiences some difficulties. This work
presents the authors’ opinion on the matter, and pro-
poses a possible modus operandi to solve the encoun-
tered problems.

2 Problem statement

Traditionally, the (re)design of a building is treated
as the partially disjoint (explanations follow) design
of its “subsystems”. Although there is no standard-
ised nomenclature, in fact, virtually the totality of en-
gineering tools broadly distinguish (a) the “building”
stricto sensu or “containment’, i.e., walls, doors, win-
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dows and so on, (b) the contained air volumes, possi-
bly divided in zones, (c) the Heating, Ventilation and
Air Conditioning (HVAC) system, (d) automation and
control systems, and (e) energy sources/sinks owing to
the building utilisation, e.g., the heat released by oc-
cupants, industrial machines, or whatever is installed.
The subsystems’ interaction is accounted for by hav-
ing some of them provide boundary conditions for the
design of some other.

This is apparently very far from a really integrated
approach, whence the term “partially disjoint” applied
above to current design practices, but tools that address
the simulation of all (or at least part) of the subsystems
in a coordinated way are at present little more than
research objects [3, 5, 4].

There is more than one reason for such a scenario.
The most widely acknowledged one is given by the
very different issues posed by the various subsystems.
For example, control system models are made of ori-
ented blocks and may need sometimes a continuous-
time and sometimes a digital representation depend-
ing on the simulation purpose; models for HVAC,
conversely, live invariantly in the continuous-time do-
main, but are typically zero- or one-dimensional, while
models of phenomena that occur in continua such as
a wall or an air volume often cannot avoid three-
dimensional spatial distributions.

However, at least another reason needs mention-
ing. During its design, a building is looked at by
various professionals, each one considering one or a
few subsystems, and adopting a specific schematisa-
tion, ranging from 2D or 3D CAD drawings to pip-
ing diagrams, electrical schemes, and so forth. Ap-
parently none of those schematisations is suitable for
system-level modelling, which means that some new
ones need introducing—whence a further difficulty.

Moreover, the designed diagrams tend to reach their
final detail in a very few steps: for example a heating
system may be specified as a P&ID, but then it is typ-
ically drawn in its complete layout, and more or less
same is true for structures, walls, shadings, and so on.

As any expert knows, the development and mainte-
nance of a simulation model follows a completely dif-
ferent path, especially if the model is conceived as a
design decision aid. It must not be necessary to know
much building details before being able to perform the
first simulation, contrary to what one may be led to
think, based on how most Modelica libraries on this
matter (including those developed by the authors, of
course) are structured.

In synthesis, our opinion is that structuring a Mod-
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elica library for building simulation as a decision aid,
is better done based on the detail levels one needs
throughout a study. It should be stressed, for the sake
of clarity, that we are dealing with the structuring of a
library, not (necessarily) of models built from it. The
aim is to facilitate the construction of said models in
the most effective way to follow the project cycle. Of
course, after such a structuring, most of the connector
abstraction work will go on in the traditional way, but
the aspect just mentioned remains the key one.

3 A library structuring proposal

As anticipated, simulation-based analysis needs con-
ducting at different levels of detail. This remark can
lead to a library structuring, which we propose to carry
out in three steps.

3.1 Stepl

The first step is to define and qualify the mentioned
detail levels. In this work we define four ones, cor-
responding to the basic questions encountered along a
building project. Of course the matter is more articu-
lated, and one could consider defining more levels, or
further customising them based on the needs of some
particular class of applications. For each defined level,
we point out

e the purpose, i.e., what type of analysis it is con-

ceived for;
the hypotheses under which its models are valid;

the analysis protocol, i.e., how the intended anal-
ysis is to be performed;

the structural limitations, i.e., what facts the mod-
els are by construction unable to capture, and thus
are implicitly considered neglectable in the in-
tended analysis;

the practice-based limitations, i.e., for example,
what the models could in principle represent, but
it is not convenient/cost-effective to have repre-
sented;

and finally the (main) decision-making useful-
ness of the models.

Level 0
Purpose: determine/verify the overall first-cut energy
needs on a static basis.
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Hypotheses: the (single) internal air temperature fol-
lows the prescribed, constant set point; thermal capac-
ities are disregarded; external ambient conditions are
fixed; air renovation and exogenous energy sources are
fixed based on the assumed utilisation.

Analysis protocol: a (static) simulation is done for
each relevant scenario (e.g. a best and a worst case
are defined for each climatic period in a year) and then
results are combined in a straightforward manner.
Structural limitations: no dynamic phenomenon (due
e.g. to heat storage) is accounted for, the source of the
required energy is not discussed, no cost model is cor-
respondingly introduced.

Practice-based limitations: it is generally inconve-
nient to introduce at this stage detailed models of the
building containment (e.g., shading devices), whence
a further source of approximation.

Decision-making usefulness: first overall assessment
of the energy needs; possibility of evaluating high-
level alternatives (e.g., it is already possible to roughly
estimate the benefits of a certain type of insulation).

Note, incidentally, that level O is similar to that of
(basic) energy certification analyses.

Level 1

Purpose: determine the overall energy needs account-
ing for internal thermal zones and heat storages in the
containment.

Hypotheses: same as level 0 but with various inter-
nal air zones’ temperatures, that follow the prescribed
set points (here not constant) possibly filtered through
some low-order dynamics to account for the control
system’s action, or at most with simplified descriptions
of local controls; also, containment thermal capacities
are considered.

Analysis protocol: same as level 0 except that here
simulations are apparently dynamic.

Structural limitations: here too the source of the re-
quired energy is not considered (i.e., only the energy
need is modelled, irrespective of the used mix of avail-
able sources), and no cost model is introduced.
Practice-based limitations: at this stage it can make
sense to use detailed models of the building contain-
ment, while precise hypotheses on the control system’s
behaviour may be premature.

Decision-making usefulness: dynamic assessment of
the energy needs, and possibility of evaluating high-
level alternatives also regarding energy storages (e.g.
the slower thermal behaviour typically induced by in-
sulation is evidenced, and the temperature set point
profiles can be discussed accordingly).
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Level 2

Purpose: size/design/assess the energy system (ES)
and discuss the energy mix.

Hypotheses: same as level 1 but air zones’ thermal ca-
pacities are considered and the zone-level control sys-
tem is introduced, including a reasonably detailed de-
scription of its physical realisation.

Analysis protocol: same as level 1.

Structural limitations: here the energy sources come
into play but no detailed model of the generating de-
vices (e.g. boilers) is used yet.

Practice-based limitations: at this stage reasonably
detailed models of both the building containment and
the zone-level control system are advised, while hy-
potheses on the energy sources are still coarse.
Decision-making usefulness: dynamic assessment of
the ES and the zone-level controls capability of fulfill-
ing the energy needs, including the discussion of pos-
sible alternatives (e.g. for the control system structur-
ing and the energy mix) assuming an ideal behaviour
of the energy sources.

Level 3

Purpose: size/design/assess the energy sources and
the integrated control system, possibly including costs
Hypotheses: same as level 2 but more detailed models
of the energy sources, and possibly the central con-
trols, are introduced.

Analysis protocol: same as level 2.

Structural and practice-based limitations: conceptu-
ally this is the most detailed model possible with the
available information, the only limitations come from
errors in said information.

Decision-making usefulness: dynamic assessment of
the integrated central and zone-level controls, possi-
ble optimisation of the set point curves based on cost
considerations.

3.2 Step2

The second step is to observe that the same detail lev-
els above can be viewed from the model components’
standpoint, resulting in the definition of which phe-
nomena to represent, and how, in each of them. A
synthetic list is given below.

Level 0

Containment elements: thermal conductances, pos-
sibly computed based on stratigraphies; correlations
for solar radiation captation and exchanges with
air/sky/terrain.

Internal air: a single prescribed temperature (sce-
nario-based).
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External ambient condition and solar radiation: pre-
scribed (scenario-based).

Air renovation: prescribed flow rates (scenario-
based).

ES: absent.

Exogenous energy sources (e.g. from machines, inhab-
itants, and so forth): fixed powers (scenario-based).
Control system: absent.

Level 1

Containment elements: same as level O but thermal ca-
pacities are introduced.

Internal air: a prescribed temperature per zone, pos-
sibly dynamically filtered (scenario-based), or some
very simple description of local controls (but not of
their physical realisation).

External ambient condition and solar radiation: same
as level 0.

Air renovation: same as level 0.

ES: absent.

Exogenous energy sources: prescribed powers vari-
able in time (scenario-based).

Control system: de facto absent if its action is sum-
marised in the set point filters’ time constants, or ex-
tremely simplified, see above.

Level 2

Containment elements: same as level 1.

Internal air: thermal capacities (possibly Mollier-
based descriptions if humidity needs considering).
External ambient condition and solar radiation: same
as level 1.

Air renovation: governed by the control system.

ES: piping and HVAC elements present, energy
sources assumed to behave ideally (e.g. a boiler deliv-
ers the required flow rate at the required temperature).
Exogenous energy sources: same as level 1.

Control system: zonal controls represented, central
ones idealised (in accordance with the partial ES rep-
resentation).

Level 3

Containment elements: same as level 2.

Internal air: same as level 2.

External ambient condition and solar radiation: same
as level 2.

Air renovation: same as level 2.

ES: same as level 2 but models for the energy sources
are introduced.

Exogenous energy sources: same as level 2.

Control system: both central and zonal controls
represented.

, Dresden, Germany, March 20-22, 2011

3.3 Step3

The final step is to structure the library so that each
component, preserving the physical interfaces, be de-
scribed by different models depending on the required
detail level. For example, in the following, wall or air
models have the same connectors, but their equations
change with the detail level, while the energy system
model grows with said level, being firstly a mere im-
pressed power, then piping and exchangers with pre-
scribed water inlet conditions, then the complete cir-
cuit. Given the scope of this work, the matter is dis-
cussed in the next section, based on a representative
example that synthetically covers all the detail levels.

4 Application

This section illustrates how, along the proposed ap-
proach, scalable-detail models are able to support a
designer through the phases of a typical project. For
simplicity, the addressed design refers to the tempera-
ture control of a single room. The room is 3xX3x2.5 m
in size, surrounded by walls of 0.4 m thickness. Con-
cerning the walls, their thermal conductivity is 1.91
W /(mK), their density is 2400 kg/m> and their ther-
mal capacity is 880 J/(kgK). The convective heat
transfer coefficient between the walls and the air of the
room is 5 W /(m?K), while that between walls and the
environment is 10 W /(m?K). The temperature of the
environment that surrounds the room is kept constant
at 10 °C. The design objective is to maintain the air
temperature in the room at 20 °C.

4.1 Level 0: overall static energy needs as-
sessment

In this phase, the designer’s question is “how much
power is needed in order to maintain the room (or a
building) at a certain temperature level, given the en-
velope transmittance and assigned environmental con-
ditions?” The answer to this (level 0) question can be
obtained by static models such as that of figure 1.

At this level, transients are neglected, and heat flow
rates are computed based only on thermal conduction
and convection at steady state, when the temperature
of the room has reached the desired value.

There is not the space here to enter into Modelica
details. Suffice however to say that in figure (1) the
air model (white cube) is a mere heat capacity, the
wall models are multilayer thermal resistances plus an
additional heat capacity, that when evaluated as pa-
rameter causes the Fourier-based heat transfer law to
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Figure 1: (Level 0) static analysis of the room only,
considered as a mass of air at constant temperature
T =20°C.

switch from dynamic to static in the case of zero ca-
pacity. Walls are connected to the air with two con-
nectors: one simply carries the temperature as effort
and the heat rate as flow variable, while the second
conveys information about the air velocity for the sub-
zonal room model mentioned later on: needless to say,
such information is not used at the detail level of this
section. The “T” block on the upper right side simply
prescribes the temperature on its temperature/heat rate
connector.

4.2 Level 1: dynamic energy needs assess-
ment and local controls

According to the static model of figure (1), the power
needed to maintain this steady state condition is
647.79 W. Scaling up the level of detail, this first re-
sult can be compared with a dynamic simulation.

Text
-

] 1l

Figure 2: (Level 1) dynamic analysis of the room only,
plus local controls. At this stage walls and air within
the room are dynamic models. A simple control sys-
tem, that directly injects power in the room, is intro-
duced.

At this level, see figure (2), heat storages are con-
sidered, therefore heat capacity of walls and air are
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included. A very simple control system is also intro-
duced at the local level, while the conditions of the
heating water centrally supplied are still impressed.
The presented analysis is therefore de facto a level 1
one, and local controls are represented: the case where
controls are conversely idealised is here skipped for
brevity. The Modelica elements of figure (2) are the
same as those of figure (1), plus a block prescribing the
heat rate on its connector (near the centre) and an an-
tiwindup, continuous-time PI controller (on the left).

Figure (4) shows the temperature transient, while
figure (5) reports the power supplied by the control
system to the room in order to maintain the prescribed
temperature. This analysis shows that at steady state
the amount of power predicted by the static analysis
was correct, and the peak of power asked to the heating
system in order to satisfy a certain response is higher
than the final value (about 745W). It is clear that this
analysis is more complete than the previous one, be-
cause without considering dynamic effects (i.e., sizing
the equipment based on information provided by static
models only) the risk of incorrectly estimating the real
needs is notoriously high.

4.3 Level 2: the energy system is brought in

At this point the question is “How does the energy
(heating) system need to be sized and controlled in
order to provide the required power to the system?”
Such a question can be answered by further detailing
the model as indicated before, but of the focus is set
on the energy system exclusively, one could detail that
system and at the same time scale down the level of
complexity of the room, for example re-considering
it as a mass of air at constant temperature (the worst
case is when the temperature of the room has reached
its maximum, i.e., the Set Point value of 20°C).

Cpen
T

A 3 A

| 1[4

Figure 3: Level 2 (simplified) analysis of the heater
only.

Figure (3) shows the new scheme. As anticipated
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Figure 5: (Level 1) power supplied to the room (W).

the accent is posed on the heating system, that is not
merely considered as an ideal heat flux injected in the
room, as it was before. Given a certain quantity of hot
water (assumed to be at 75°C) coming into the heater,
its characteristics are investigated in order to release a
certain power to the air.

In figure (3), the heating system is represented by
a lumped-parameter model of the heater (an exchang-
ing tube plus a metal mass), a pump described by a
head/flow characteristic, and a source and a sink node
prescribing respectively the heating fluid pressure and
temperature, and the discharge pressure. Connectors
allow for compatibility with lower-detail models, ap-
parently.

Of course the so obtained results need checking
against the full level-2 model, which is however omit-
ted here for brevity. Notice however how the level of
detail can be scaled in a non-uniform way through-
out the model: the proposed level definition is there-
fore just a guideline, that the flexibility of the object-
oriented approach allows the analyst to tailor accord-
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ing to the particular question needing an answer.

4.4 Level 3: complete model

After sizing the main components that compose the
system, the overall (level 3) model can be set up and
simulated. At this level (fig. 6) both the dynamics of
the room and of the heating system are taken into ac-
count, and also the central controls are represented. In
fact, as can be seen, the heating system now includes
a model of the boiler, accounting for the water heat
balance and having as input the fuel flow rate, while
the combustion process is not described and simply re-
placed by a fixed power released to the water and com-
puted as the fuel flow times its heating value. Option-
ally a static efficiency curve can be introduced, which
is however a useless detail in the context of this work.

The purpose of this analysis is the tuning of the con-
trol system. As a consequence, at this level the de-
signer can verify that the sizing decisions previously
taken are correct (and if not go back and size again).
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Figure 6: (Level 3) dynamic analysis of the room to-
gether with the heating system.

The tuning of the control system is done on a simple
but reliable model that reflects all the dynamics that
are part of the system (heating system, air and walls).
The controller defined at this level may be used in
more detailed descriptions.

4.5 More detail when needed

To further show the flexibility of the proposed modus
operandi, one may need to reach even deeper levels of
detail with respect to the main ones envisaged above.
For example, up to now, the air within the room has al-
ways been treated as a unique entity (zero-dimensional
model) and thus it had the same temperature, pressure,
and so on, in every point. If necessary, the proposed
model structuring allows to introduce more realistic
approximations, for example based on a grid of sub-
volumes.

SF

o
27375,

Figure 7: Dynamic analysis of the room together with
the heating system. In this case the room is not consid-
ered as a single volume but is split into a coarse grid
of sub-volumes.

With such a model it is possible to describe the mo-
tion of the air within the room, and more important, the
temperature distribution within it. So, having a (more)
detailed description of the temperature distribution of
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the air contained in the room, problems like that of po-
sitioning the heater and the sensor in different places
may be tackled. Notice that in figure (7) the heating
system is described at an intermediate level (heater but
no boiler); of course any variation is possible.

Results in figure (8) and (9) evidence how position-
ing the sensor in different places may vary the be-
haviour of the overall system. In particular, in the first
case, the sensor is positioned on the left wall (the one
where the heater too is placed), while in the second
one, the sensor is on the opposite wall. In the first case
the temperature is clearly underestimated, while in the
other one it is overestimated, with the apparent con-
sequences on transients and consumption. Simulating
for 24 hours, in fact, the energy consumed in the mod-
els is 15.31 kWh against 13.85 kWh with a difference
of 1.46 kWh. Such differences, when computing the
overall consumption of a building over a year, may be
significant.

On a similar front, one may want to describe in
greater details (preserving the interface, of course) the
energetically active components. To show an example,
we report the model of the boiler in figure 6.

model Boiler_scalableDetail
parameter Time Tcl=5 '"Closed loop time constant for ideal control";
parameter Time Thc=20 "Free cooling time constant for ideal control";
parameter Real Kpi=1 "PI gain";
parameter Time Tipi=10 "PI integral time";
parameter Power Phmax=30000 '"Max heating power";
parameter Volume V=0.1 "Volume";
parameter SpecificHeatCapacity cp=4186 "Heating fluid cp";
parameter Density ro=1000 "Heating fluid demsity";
parameter CelsiusTemperature Tstart=25 "Initial fluid temp";
parameter Real eta0=0.6 "Min efficiency";
parameter Real etal=0.9 "mMx efficiency";
parameter Real HH=48e6 "Fuel LHV";
parameter Real Nm3_kg = 1.3942 "Nm3/kg ratio (default methane)";
parameter Integer detaillLevel=0 "Detail level";
Modelica.Blocks.Interfaces.RealInput To;
Interfaces.pwTinlet inlet; // connectors with pressure and flowrate
Interfaces.pwToutlet outlet;
Modelica.Blocks.Interfaces.BooleanInput ON;
Modelica.Blocks.Interfaces.RealOutput Pc;
Modelica.Blocks.Interfaces.RealOutput Ec;
Real Ph; // Heating power
Real eta; // Efficiency
Real wc; // Fuel flowrate
Real Nm3tot(start=0); // Accumulated fuel consumption in Nm3

protected
CelsiusTemperature Tfoic(start=Tstart) "Outlet temp, ideal ctrl";
Real PIfb(start=0) "Internal signal for PI antiwindup";

equation
inlet.p outlet.p;
inlet.wtoutlet.w 0;

cp*ro*Vxder(outlet.T) = inlet.wkcp*inlet.T+outlet.wkcp*outlet.T+Ph;

eta noEvent (max (etal,
min(etal,eta0+(etal-etaQ)*Ph/Phmax)));

Pc = Ph/eta;

Pc = wcxHH;

der (Ec) = Pc;

der (Nm3tot) = wcxNm3_kg;

if detailLevel==0 then
// Detail 0: ideal control of outlet temperature
// NOTE: this implies no Ph saturation, hence Ph may become negative;
// use this detail only for very first-cut studies and beware if
// energy use estimates are involved
outlet.T = Tfoic;

PIfb =0;
if ON then
Tfoic+Tcl*der (Tfoic) = To;
else
Tfoic+Thc*der (Tfoic) = inlet.T;
end if;

elseif detaillLevel==1 then

// Detail 1: PI control of outlet temp, no high Ph saturation (low only)
Tfoic = Tstart;
if ON then
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Figure 8: Measured (controlled) room temperature with different sensor positions (K).

Ph = noEvent (max(0.0,Kpi*(To-outlet.T)+PIfb));
Ph = PIfb+Tipi*der(PIfb);
else
Ph = 0;
PIfb+0.01*Tipi*der(PIfb) = 0; // quick reset
end if;
elseif detailLevel==2 then
// Detail 2: PI control of outlet temp, both high and low Ph saturation
Tfoic = Tstart;
if ON then
Ph = noEvent (min(Phmax,max(0.0,Kpi*(To-outlet.T)+PIfb)));
Ph = PIfb+Tipi*der(PIfb);
else
Ph =0;
PIfb+0.01%Tipi*der (PIfb) = 0; // quick reset
end if;
end if;
// ...further levels of detail are clearly possible (combustion,...)
end Boiler_scalableDetail;

Notice how the same model can be used for sizing
the equipment and assessing the central controls, con-
sistently with the proposed way of using the simulation
tool along the evolution of a project. Also, the use of
convenient top-level parameters allows to use a single
model, tailoring the detail level of its parts as needed.
Of course the same result could have been obtained by
exploiting model replaceability, but in the opinion of
the authors, keeping all of a component’s behaviour
within a single model enhances readability (although
of course the matter is largely subjective).

5 Conclusions

The use of object-oriented models throughout a
project relative to building energy efficiency was dis-
cussed. Based on the authors’ experience, one major
weakness of most approaches to date is the lack of a
library structuring conceived so as to follow the nec-

essary modifications of the required detail level, in all
or part of the model, with the maximum ease of use on
the part of the designer.

Along such a reasoning, a library structuring was
proposed, and preliminarily demonstrated by apply-
ing it to quite simple case, yet complete enough to
be a representative example. According to such ini-
tial results, it appears that a research effort specifically
aimed at an effective library structuring as perceived
by the user when managing models along a project,
can be very beneficial for a better acceptance of the
object-oriented paradigm, and a better exploitation of
its possibilities.

Ongoing research is on the realisation of a complete
library based on the envisaged structuring, both inte-
grating the available wealth of literature results, and
introducing ad hoc models simplifications, especially
in a view to easing the task of aligning models of dif-
ferent detail levels with the minimum effort.
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Abstract

This paper shows a tool chain of a set of ready-to-
use tools and libraries that enables the dynamic
real-time simulation of vapour compression cycles.
A new approach for calculation of fluid proper-
ties and numeric efficient component models are
applied. As an Hardware in the Loop applica-
tion a vapour compression cycle is exported to
Scale-RT [5] using SimulationX [11] and connected
to a hardware PI-Controller in order to realize a
superheating control.

Keywords: Real-Time Simulation, Vapour Com-
pression Cycle, Tool Chain

1 Introduction

Whereas so far simulation aimed for conceptual
validation in the early concept phase, nowadays
we find an increasing need for real-time simulation
or even real-time execution of models on micro-
controllers. For example Hardware in the Loop
(HiL) is an important technique for testing hard-
ware controllers in a simulated environment. It
enables the evaluation of a controller on very un-
likely test cases which can be implemented eas-
ily using simulation, which applies also for vapour
compression cycles.
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Model-based controllers for a vapour compres-
sion cycle can be developed on the basis of a Mod-
elica model. Take the following approaches: A
simulation executed on those controllers may on
the one hand be used to replace some sensor sig-
nals by simulation results; on the other hand the
failure of a sensor may be detected by comparing
the sensor signals with the simulation results. Fur-
thermore nonlinear model predictive control can
be developed based on those Modelica models.

The numeric efficiency of the models and the
fluid property calculation methods limits the com-
plexity of the whole model due to the limited cal-
culation speed of the CPU. In case accurate system
modelling is needed the numeric efficiency of the
component models and the fluid property calcula-
tion methods should be improved.

For the application on vapour compression cy-
cles until now there is no numeric efficient ready-
to-use tool chain presented that enables efficient
simulation of those systems under varying circum-
In this paper we present a part of the
model library and the tool chain developed by the
4 authors of this paper.

The presented tool chain bases on a model li-
brary of thermal components, a fluid property li-
brary, various simulators and hardware environ-
ments as well as a profiling method.

This tool chain and the libraries are exemplified

stances.
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on a R-407C heat pump cycle with a hardware
PI-controller as superheating control, using Simu-
lationX as a compiler and Scale-RT as hardware.

2 Real-Time
Library

Fluid Property

Profiling results of various thermodynamic sys-
tems show that the calculation of fluid properties
has a major impact on the model runtime, so the
calculation methods for fluid properties must be
reconsidered. These results have been gained from
the profiling method of the presented tool chain
[20]. This method is briefly described in section 4.

For modelling of thermodynamic systems it is
usually necessary to have access to the properties
of the used media. There is a large number of
methods to calculate fluid properties starting from
the perfect gas theory to the fundamental equa-
tions of state. Those methods differ in the under-
lying theory, calculation speed, precision, amount
of data needed and internal consistency.

For many dynamic simulations of vapour com-
pression cycles a very high precision of the fluid
properties is needed to describe the correct pres-
sure levels as well as the correct temperature curve
over the heat exchanger length, especially when
modelling a superheating control. E.g. the en-
thalpy of evaporation and the vapour pressure
curve have a high influence on those results but
they are drawn from the whole fluids property de-
scription. Due to this reason fundamental equa-
tions of state are employed frequently for simula-
tion of thermodynamic systems like these.

The Helmholtz Potential can be calculated from
a fundamental equation of state as a function of
density and temperature what from every thermo-
dynamic state variable can be drawn from it. As
physical processes often are described by enthalpy
differences and pressure differences, the calculated
state points frequently are given by pressure and
specific enthalpy.

Using a fundamental equation of state the cal-
culation of fluid properties at a given pressure and
specific enthalpy requires a numerical solving pro-
cess. As a result of this, simulations based on fun-
damental equations of state require a varying CPU
work load at a high level and should be avoided for
real-time application.

This paper different approach for calculation of
fluid properties: instead of Modelica the calcula-
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tion methods are implemented in C. This way the
the solving methods and solver parameters may
be adapted suitable for this application therefore
performance is gained. As depicted in figure 7 the
fluid property calculation source code is added to
the model source code after the export from Sim-
ulationX before compiling.

In order to decrease the CPU work load caused
by the fluid property calculation other methods
instead of fundamental equations of state can be
used. In the following we concentrate on calcula-
tion methods that are not based on an equation of
state.

Fluid properties can be tabulated and interpo-
lated linearly on the basis of equation (1). This
way the CPU work load can be reduced signif-
icantly but the precision of the results between
two tabulated grid points is poor due to the lin-
ear approximation. As a countermeasure the dis-
tance between two tabulated grid points must be
reduced to a minimum so the amount of data is
very high. Either the thermodynamic properties
or the results and derivatives of a thermodynamic
potential [1] can be tabulated.

1 1
> ayp'h!

i=0 j=0

T(p,h) = (1)

In addition to the precision of a single value the
internal consistency of linearly interpolated data
between different values is poor, too. For exam-
ple if temperature and the specific heat capacity
are tabulated then the specific heat capacity cal-
culated from the difference quotient of two tem-
peratures differs from the linear interpolated heat
capacity. So [ ¢,dT does not approach Ah and
hence the energy balance may be violated depend-
ing on the model equations.

Spline interpolation is another way to close the
gap between to tabulated grid points. Spline in-
terpolation requires the tabulation of the spline
function coefficients (see equation (2)). These co-
efficients can be calculated from the tabulated grid
points under the constraint that the results during
transition from one set of coeflicients to another set
of coefficients must be continuously differentiable.
This technique is discussed and exemplified for the
properties of Water by Kunick [12].

3 3
T(p,h) = Zzaijpihj (2)

i=0 j=0
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Figure 1: Deviation of temperature compared with
Refprop for R-407C PPF.

This paper uses another approach for calcula-
tion of one and two phase fluid properties. The
basic idea is a functional fit for the enthalpy de-
pendency at various pressure levels in combination
with a linear interpolation between those fit func-
tions [21]. This may be interpreted as an array
of curves, whereas the gaps between two curves
are closed via linear interpolation. Figure 1 shows
the error of the temperature calculated from this
method compared to the results from Refprop [15]
R-407C Pseudo Pure Fluid [14].

80 1
é 60 @ @
)
2 40 - Tay W
3 * T314.(250 kT/kg)
£ 20 - il

20bar
0 +=—" .
100 250 400 550 700

specific enthalpy [kJ/kg]

Figure 2: A fluid property is interpolated linearly
between the fit equation at upper and lower pres-
sure level, using one set of coefficients for each re-
gion A, B and C per pressure level.

Figure 2 illustrates the method of calculating
fluid properties using equation (3): The coeffi-
cients for the fit equation are tabled for about 200
pressure levels from the triple point up to 85 bars,
but the number of pressure levels will be reduced
in future. A separate set of coefficients is needed
for each region A, B and C. The outstanding fea-

ture of this method compared to the simple linear
interpolation is its significantly improved consis-
tency and the reduction of required data.

T(p,h) = Tp(h)
Ty, (h) — Tp, (h)

J
bj —DPi

(3)

(p — pi)

3 Component Library for Real-
Time Applications

TLK-Thermo GmbH and the Institut fiir Thermo-
dynamik of TU Braunschweig develop and main-
tain the Modelica library TIL [19, 8]. This is a
component library for modelling complex thermo-
dynamic systems such as heat-pumps, air condi-
tioning and refrigeration cycles as well as organic
rankine cycles, and TIL has been used in various
academic and industrial research projects. Com-
bined with the real-time fluid property library de-
scribed in section 2 a lot of systems modelled with
TIL can already be run on real-time hardware.
Of course, model complexity has to be adapted
to the specific needs. For example complex pres-
sure drop and heat transfer correlations will lead
to too large computational effort. In this section
we will shortly introduce TIL and give an outlook
on further model development for real-time appli-
cations.

The distinction of different fluid types is a basic
design concept of TIL. E.g. there are three valves,
one for incompressible liquids, one for ideal gases
and another one for refrigerants. Each model can
be adapted to the specific physical behaviour. The
fluid properties of in incompressible liquid only de-
pend on the temperature, so these models are sim-
pler compared to those of the refrigerant.

3.1 Heat Exchangers

Figure 3 shows the four different heat ex-
changer modelling approaches implemented in
TIL. Whereas the finite volume and moving
boundary approach are designed for dynamic sim-
ulation, the NTU-Method and finite differences
approach simplify the dynamic behavior of the sys-
tem.

Heat exchanger models based on finite volumes
can give a good picture of the real physical be-
haviour inside. The more cells are used to describe
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Heat Exchanger Approaches
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Figure 3: Four Heat Exchanger modelling Ap-
proaches implemented in TIL sharing the same
interface for fluid properties, pressure drop, heat
transfer, geometry and summaries.

the heat exchanger the more detailed will this pic-
ture will be. Of course a high number of cells
causes a high CPU work load. The general struc-
ture of the implemented heat exchanger is shown
in figure 4.

1 2 nCells

Refrige:z}" ¢ ¢ .- o

Wall ¢ ¢-& & «¢¢ o o
Li(ilyb ¢ ¢ --- -9 "\'

Figure 4: Finite Volume Tube and Tube Heat Ex-
changer Model based on cell models

In case of an Tube And Tube Heat Exchanger
the wall, the refrigerant and the liquid are dis-
cretized one dimensionally into the same number
of cells as depicted in figure 4. As a simplifica-
tion the pressure change % in the cells at the
same pressure level is set equal as described by
Lemke [13]. As a result of this the there is only
one continuous time state for the pressure at one
pressure level and the CPU work load is reduced
significantly.

For dynamic simulation of heat exchangers the
moving boundary approach is the second ap-
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proach. The Heat Exchanger is lumped into 3
cells, a cell covering the superheated region, one
covering the two phase region and another one
covering the subcooled region [9]. The lengths of
those cells change dynamically, so a suitable heat
transfer correlation can be implemented for each
section. The precision increases significantly com-
pared to finite volumes with a small number of
cells.

The third approach for very fast stationary sim-
ulation of heat exchangers is based on the NTU-
Method (Number of Transfer Units) [10]. Assum-
ing that the transient effects of heat and mass
transfer are negligible the resulting equation sys-
tem is very small and can be solved quickly. In
many cases a stationary model of a vapour com-
pression cycle enables sufficient description of the
system behaviour.

The fourth heat exchanger modelling approach
is based on the finite difference method. In this
approach derivatives of differential equations for
temperatures and mass factions are approximated
using finite difference equations. The model is op-
timized for fast steady state solution at high spa-
tial resolutions and detailed modelling of heat and
mass transfer processes [22].

3.2 Efficiency based Compressor

In the compressor model used for the case study of
this paper the outlet state is calculated from the
number of rotations per second, the displacement,
the volumetric and the isentropic efficiency.

V = pin-n-displacement - Ny (4)
hisen - hm
hout == hzn + (5)
Tisen
3.3 Valve

The Valve is based on Bernoulli’s equation. The
transition from positive to negative mass flow is
smoothed.

m = \/2pzn (pin - pout) (6)

3.4 Filling Station

The filling station is a component to control the
total mass of refrigerant inside the vapour com-
pression cycle. The mass inside the cycle cannot
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be set directly at initialization but this component
enables the correction of the mass during simula-
tion.

3.5 Ideal Separator

K= 100%

S gas outlet

S = 80%

8= o

ED 60%

3= 40%

=

o 20% _

@ liquid outlet

gO%...........
10% 90%

filling level [m3/m3]

Figure 5: Ideal Separator Characteristic

The ideal separator is a component with a preset
volume having 2 outlets and is used to separate lig-
uid and vapour, the characteristic is illustrated in
figure 5. In case of a filling level greater than 90%
liquid refrigerant will come out of the gas outlet.
Between 10% and 90% filling level the separation
of liquid and vapour is done perfectly. In case of
a filling level below 10% gaseous refrigerant will
come out of the liquid outlet. The transition at
10% and 90% filling level is smoothed and hence
continuously differentiable.

4 Tool Chain

Many real-time platforms are available to support
HiL and RCP such as dSPACE |[6], RT-LAB/QNX
[17], NI-Veristand [16] or Scale-RT [5]. Scale-RT
is a Real Time Operating System based on Linux
using the Xenomai Kernel extension running on
common desktop PCs. For interaction with the
real world, IO-Hardware has to be installed. The
RT-Environment used in the case study is a com-
mon Desktop PC with a Intel Core2Duo E8400
@3GHz, 4 GB RAM, Scale-RT 5.1.2 and two NI
PCle-6259 as 1O-Interface.

Usually Real Time Operating Systems execute
a real-time application with a higher priority. The
processing of hardware events and the execution
of non real-time applications is delayed [7].

Simple IO-Block based controller models can i.e.
be created in tools like Matlab Simulink or the
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open source project SciCos [3|. Those models can
easily be exported to real-time targets. To export
Modelica models to a real-time target including
external C-Source this external source code has to
be added to exported source code before compiling
it.

Additional blocks or interfaces have to be im-
plemented into the simulation environment as in-
terfaces to the IO-Hardware. To access the 10-
Hardware those blocks have to be instanced and
configured in the model.

Depending on the Real Time Operating System
(RTOS) tools like Matlab Simulink or SimulationX
may either have to offer a hardware driver for each
hardware [O-Interface card or can use an internal
driver framework of the RTOS. Whereas NI Veri-
stand provides a simulation and hardware frame-
work Scale-RT version 4.x does not provide such
a framework. Since version 5.x of Scale-RT a new
model framework has been implemented.

SimulationX 3.4 provides access to several 1O
hardware interfaces for Scale-RT 4.x but unfor-
tunately it did not support the NI PCle-6259
multi-IO driver for the comedi driver interface [4]
yet. This interface has now been added to Simu-
lationX and will soon be available.

On real-time targets usually a fixed step solver is
used to integrate the differential algebraic equation
system of the whole model. If the calculation time
needed exceeds the fixed solver step size an overrun
is caused. Depending on the Real Time Operating
System this may terminate the simulation. The
algebraic loops are solved using a modified Newton
solver.

Modelica
2
= 8
= =
Matlalb $i1|nulink o
N :

RT-Environment RT-Environment

Figure 6: SimulationX enables direct Export to
RT-Environment.

In contrast to Dymola SimulationX enables the
direct export to a real-time environment in ad-
dition to the export via Matlab Simulink / Real
Time Workshop as illustrated in Figure 6. The
Real Time Workshop is used by many tools as
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export interface to real time environments. De-
tails on the export of models from SimulationX
to Scale-RT and the optimization performed on it
are described in |[2].

SimulationX
= L
. . [';g )
Fluid Properties Model
Profiling Methods t‘ta Source Code )
= L
J Profiling Data Scale-RT
——
Profiling App.

Figure 7: The instrumented model sends profiling
data to a secondary application which saves that
data

A Profiling method as presented in [20] has been
added to this tool chain as well. Profiling of ther-
modynamic models on the real-time target itself
reveals possible weaknesses of the exported model.
The process of instrumentation and data saving for
the profiling methods is depicted in figure 7. The
source code of the exported model has to be modi-
fied, on the Real Time Operating System the time-
consuming task of saving the data to the hard disk
is done by a secondary non real-time application.
This profiling method enables a general analysis of
the DAE System.

5 Case Study: PI-Controlled

R -407C-Cycle

In this section an exemplary application of the
above discussed research results is described. We
look at a R-407C water to water heat pump cycle.
An electric expansion valve and a Pl-controller are
used to control superheating at evaporator outlet.
Real-time simulation experiments are used to tune
control parameters.

5.1 Model description

As starting point a model of the vapour compres-
sion cycle is built up using the libraries described
in sections 2 and 3.

Although finite volumes cause a high CPU work
load we decided to use heat exchangers based of 7
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finite volumes each, in contrast to Pitchaikani et

al. [18] using just one cell. The pressure drop in

the heat exchangers is assumed to be negligible.
The model’s graphical representation is shown

in Figure 8.
p, m_flow :I/\/\/J 1 free
— & |
= er(p

Koo

O

(Gp )

PJ/\/\W L

der(p)

-—

free p, m_flow

Figure 8:
model.

Diagramm of heat pump Modelica

Basically the cycle consists of compressor, con-
trolled expansion valve, separator, condenser and
evaporator. Superheating is measured at evapo-
rator refrigerant outlet and transmitted to a PI-
controller, which computes the expansion valve’s
opening, according to

uzK((y—y5)+71_/y—ysdt>7 (7)

where u is the relative valve opening, and y — ys
denotes the difference of measured superheating
to its set point. Proportional gain K and integral
time 7 are constant parameters. Suitable values
for these parameters are obtained by simulation
experiments on a normal PC using the Modelica
tool SimulationX. The next step is to use a real
hardware controller and connect it to real-time
simulated cycle.

5.2 Real-time experiment

The vapour compression cycle model runs on a
Scale -RT real-time computer system. A hardware
PI-controller is connected via I/O-Boards. Super-
heating and valve opening are transformed to ana-
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integration step size | 1ms
sample rate | 10ms
number of continuous time states | 60
number of integer variables | 509
number of real variables | 1811
number of external objects (refrigerant properties) | 30
sizes of nonlinear systems of equations | 2, 3, 9, 11, 3, 1, 9, 11
number of linear systems of equations (size 1) | 120
model runtime on RT Environment | &~ 2.5ms

Table 1: Detailed Information about the exported Model

8,5 1
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Superheating [K]

55 . T .
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Figure 9: Superheating at evaporator refrigerant
outlet.

logue voltage signals. Now, the closed-loop per-
formance can be tested under different boundary
conditions.

Figure 9 and 10 show an example result. Start-
ing from steady-state condition — superheating is
close to its set point of 6K — a step of —5K is ap-
plied to the water temperature at evaporator inlet.
The systems response is an immediate increase of
the superheating and the controller reacts by open-
ing the expansion valve. After one oscillation su-
perheating setpoint is reached again.

6 Conclusion

In this paper a ready-to-use set of libraries as part
of a tools chain for real time simulation applica-
tions is presented. The TIL Library as well as the
TEMO fluid property library are used in this tool
chain and exported to Real Time Operating Sys-
tems using SimulationX.

As one major contributor to the real time ca-
pability of the tool chain a new method for calcu-
lation of fluid properties of two-phase refrigerants
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Figure 10: Opening area of expansion valve.

is developed and exemplified for R -407C, further-
more other interpolation based calculation meth-
ods are described. Four different implemented ap-
proaches for heat exchanger modelling — Finite
Volumes, Moving Boundary, NTU-Method and Fi-
nite Differences — are presented.

Finally as one exemplary case study of the tool
chain a numeric efficient and accurate modelling
of a vapour compression cycle is presented.

7 Acknowledgement

Most part of this work has been funded by the
German Federal Ministry of Education and Re-
search (BMBF) in the project TEMO (grant
01]|S08013C).

References

[1] Trond Andresen. Mathematical modelica of
COZ2 based heat pumping systems. PhD thesis,
Norwegian University of Science and Technol-

ogy, 2009.



2]

13l

4]

[5]

[6]

7]

18]

19]

[10]

[11]

[12]

Proceedings 8th Modelica Conference

Torsten Blochwitz and Thomas Beutlich.
Real-time simulation of Modelica-based mod-

els. In Proc. 7th Modelica Conference, pages
386-392. The Modelica Association, 2009.

Roberto Bucher and Silvano Balemi.
Scilab/Scicos and Linux RTAI - A uni-
fied approach. In Proceedings of the IEEE
Conference on Control Applications, Toronto,
Canada, August 2005.

COMEDI. Linux Control and Measurement
Device Interface, 2011. URL http://www.
comedi.org.

Cosateq GmbH & Co. KG. Scale-RT, 2010.
URL http://wuw.scale-rt.com/.

dSPACE GmbH. dSPACE, 2011. URL http:
//www.dSPACE. com/.

Philippe Gerum. The XENOMAI Project -
Implementing a RTOS emulation framework
on GNU /Linux. Technical report, 2002.

M. Graber, K. Kosowski, C. Richter, and
W. Tegethoff. Modelling of heat pumps with
an object-oriented model library for thermo-
Mathematical and Com-
puter Modelling of Dynamical Systems, 16:
195-209, 2010.

dynamic systems.

M. Gréber, N. C. Strupp, and W. Tegeth-
off. Moving Boundary Heat Exchanger
Model and Validation Procedure. In EU-
ROSIM Congress on Modelling and Simula-
tion, Prague, 2010.

F. P. Incropera, D. P. DeWitt, T. L. Bergman,
and A. S. Lavine. Fundamentals of Heat and
Mass Transfer. John Wiley & Sons US, 6th
edition edition, 2006.

ITI GmbH. SimulationX, 2010. URL http:
//www.simulationx. com.

Matthias Kunick, Hans-Joachim Kretschmar,
and Uwe Gampe. Fast Calculation of Ther-
modynamic Properties of Water and Steam in
Process Modelling using Spline Interpolation.
Proceedings of the 15h International Confer-
ence on the Properties of Water and Steam,
2008.

, Dresden, Germany, March 20-22, 2011

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

21]

22]

55

Nicholas C. Lemke. Untersuchung zweistu-
figer Flissigkeitskiihler mit dem Kiltemit-
tel COy. Number 73 in Forschungsberichte
des Deutschen Kalte- und Klimatechnischen
Vereins. Deutscher Kélte- und Klimatechnis-
cher Verein, Holtzminden, 2005.

E. W. Lemmon. Pseudo-Pure Fluid Equation
of State for the Refrigerant Blends R-410A,
R-404A, R-507A, and R-407C. International
Journal of Thermophysics, Vol. 24, No. 4, 24,
2003.

M. O. McLinden, S. A. Klein, E. W. Lemmon,
and A. P. Peskin. NIST thermodynamic and
transport properties of refrigerants and refrig-
erant miztures-REFPROP. 2008.

National Instruments. NI VeriStand, 2011.
URL http://www.ni.com/veristand.

OPAL-RT. RT-LAB, 2011.
http://www.opal-rt.com/product/
rt-lab-professional.

URL

Anand Pitchaikani, Kingsly Jebakumar S,
Shankar Venkataraman, and S. A. Sundare-
san. Real-time Drive Cycle Simulation of Au-
tomotive Climate Control System. In Proc.
7th Modelica Conference, pages 839-846. The
Modelica Association, 2009.

Christoph Richter. Proposal of New Object-
Oriented Equation-Based Model Libraries for
Thermodynamic Systems. PhD thesis, TU
Braunschweig, 2008.

C. Schulze, M. Huhn, and M. Schiiler. Profil-
ing of Modelica Real-Time Models. In Pro-
ceedings of the Srd International Workshop
on Equation-Based Object-Oriented Modeling
Languages and Tools, volume 3, pages 23-32,
2010.

C. Schulze, W. Tegethoff, M. Huhn, and
J. Kohler. Numerisch effiziente Berech-
nungsmethoden fiir die Stoffeigenschaften von
Fluiden fiir die Systemsimulation. DKV-
Tagungsberichte, 2010.

N. C. Strupp, R. M. Kossel, W. Tegethoft,
and J. Kohler. Senkung des Kraftstoffver-
brauches durch Optimierung der Leerlaufkli-
matisierung eines PKW mittels Hybridkiih-
lung. In DKV Tagung, 2010.



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

Efficient hybrid simulation of autotuning PI controllers

Alberto Leva, Marco Bonvini*

Dipartimento di Elettronica e Informazione, Politecnico di Milano
Via Ponzio 34/5, 20133 Milano, Italy
{leva,bonvini}@elet.polimi.it

*PhD student at the Dipartimento di Elettronica e Informazione

Abstract

Autotuning methods are typically conceived as proce-
dures, thus need simulating as digital blocks. How-
ever, when no autotuning is in progress, it is far
more efficient to represent the tuned controller as a
continuous-time system, to exploit variable-step inte-
gration. This manuscript presents the first nucleus of a
Modelica library of autotuning controllers, where the
problem just mentioned is tackled explicitly. The fo-
cus is here restricted to the PI structure, but the pre-
sented ideas are general.

Keywords: Autotuning; PI control; hybrid systems’
simulation.

1 Introduction

It is universally acknowledged that PI and PID regu-
lators significantly contribute to form the backbone of
industrial controls [5, 3]. Also, in many applications
and especially in recent years, their automatic tuning
is of paramount importance for a quick system setup
and an easy maintenance. As a result, an impressing
quantity of autotuning rules can be found in the litera-
ture, see e.g. the vast review [17]; analogously, a large
and steadily increasing number of industrial applica-
tion and products are available, as testified by works
such as [15].

Apparently, therefore, the simulation of PI(D) au-
totuners is a very interesting topic, for at least two
reasons. From the standpoint of the analyst who per-
forms system-level simulation studies, for example
in a view to ease and speed the commissioning of a
plant, autotuning is precious to reduce the time needed
to parametrise the included regulators, that are often
quite numerous. From the point of view of engineer
who develops autotuning controllers, conversely, the
possibility of testing a product (with a quasi-replica
code representation) on realistic simulation models is

56

equally precious, since doing so allows to assess a pri-
ori its correct behaviour in the whole class of applica-
tion it is intended for.

However, in a view to achieve efficient simulation,
the presence of autotuning regulators poses a relevant
issue. The problem is that autotuners are typically con-
ceived as digital blocks, and for the sake of correctness
and precision, so need to be their models. On the other
hand, when no autotuning is in progress, the regulator
behaves as a fixed-parameter dynamic system, thus it
is far more convenient to represent it in the continuous-
time domain, so as to exploit variable-step integration.

In such a context, this manuscript presents the
first nucleus of a Modelica library of autotuning con-
trollers, and concentrates on their hybrid representa-
tion, encompassing a continuous-time model of the
controller, and a digital model of the autotuning part.
After a brief theoretical review, a general structure
for the necessary Modelica models is proposed as the
main contribution, and an application that refers to
a relay-based PI autotuner is presented. Simulation
examples show the efficiency advantages of the pre-
sented hybrid representation with respect to a fully
digital one.

2 Theoretical background

This work, although (as can be guessed) the proposed
ideas are general, limits the scope to relay-based au-
totuning, and considers a one-degree-of-freedom PI
written in the Laplace transform domain as the error-
to-control transfer function

R(s):K(1+1>,

sT;
where K is the gain and 7; the integral time. The basic
principle of relay-based autotuning was introduced in
[1], and then developed in [2, 8, 4, 16, 9] and many
other papers; a survey on the matter, for the interested
reader, can be found in [21].

ey
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In extreme synthesis, the idea is to lead the con-
trolled system to a limit cycle by substituting the con-
troller to be tuned with a relay, as shown in figure 1.

Autatuning [P} contraller

Pl
. H{S} Pl rhﬂdE
! ——— T~ P LY,
- I
AT mode
Ralay

Figure 1: Basic scheme for relay-based (PI) autotun-
ing.

Once said condition is established, by measuring the
period and amplitude of the induced controlled vari-
able’s oscillation and by resorting to the well known
describing function approximation, it is possible to es-
timate one point 13( j@Wox) = P,re’®x of the process fre-
quency response P(j®), where ®,, is the mentioned
oscillation frequency. Then, to tune the PI, a point
L is chosen that the open-loop frequency response
L(jo) = R(jo)P(jw) has to contain, and the two pa-
rameters of the regulator R(s) are found by solving the
complex equation

R(j@w,x)P,e’? =L. (2)

A widely used specification in relay-based PI auto-
tuning is the closed-loop phase margin ¢@,,, which is
enforced in a straightforward way by forcing L(jm)
to cross the unit circle, at frequency @,,, in the point
L =e/(?—7) with ¢, in radians.

In this work, a slight variant of the scheme shown
in figure 1 is used, where the relay is hysteresis-free,
or has so small a hysteresis to allow the real nega-
tive semiaxis to be considered its critical point locus,
and there is an integrator cascaded to it. Doing so
causes the oscillation to occur at the frequency where
the phase of P(jw)/(jw) is —m, i.e., that of P(jw) is
—m /2. The situation is illustrated in figure 2, where M
denotes the frequency response magnitude of P(s)/s
at frequency w — ox

In this case, some computations omitted for brevity
lead to determine the magnitude of P(j®) at the oscil-
lation frequency @,, as

T2A

P, =
ox 8D7

3)
where A is the amplitude of the controlled variable’s
permanent oscillation, and D the relay swing. Select-
ing the process frequency response point with phase
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Figure 2: One-point identification with relay plus in-
tegrator feedback.

—m/2 is a convenient choice, since a PI regulator can
only introduce a phase lag: the desired phase margin
¢y, 1s in fact obtained by drawing from (2) the two real
equations for magnitude and phase, whence the simple
tuning rules

tan(@,,)
P,xy/1+tan?(g@,) ’

; K
a)O)C

“)

Y

that are used for the PI autotuner presented later on in
this work.

Many variants of (4) exist in the literature, see e.g.
[18, 20] or the so called “contextual autotuning” re-
cently proposed in [12]. Moreover, the same tuning
principle is applicable to the PID, and also to more
complex regulator structure, possibly detecting and
employing several points of P(j®). The results shown
here can be easily extended to any such case.

3 Modelica implementation

This section presents two Modelica realisations (the
first fully digital, the second hybrid) of the considered
autotuning methodology. In both cases, the icon of the
resulting block is that of figure 3.

Set point

Control
signal

Controlled
variable

AT command
(a pulse initiates
autotuning)

ATPI

Figure 3:
troller.

Modelica icon of the autotuning PI con-

The block inputs are the set point and the process
variable, plus a boolean one, a pulse on which initiates
the autotuning procedure; the output is clearly the con-
trol signal. The initial values for K and 7;, as well as
the required phase margin, are provided as parameters.
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In both realisations, with reference to figure 1 and  aiscrete Boolean up; // relay is in the up state
. . . . discrete Real lastToggleUp; // instant of last toggle to up
the relationships introduced above, the autotuning pro-  aiscrete Real poriod; // measursd ox period
. . discrete Real wox; // measured ox frequency
Cedure 1S Composed Of the fOIIOWIHg Steps: discrete Real Pox; // measured process mag at wox
discrete Real rPVmax // service variables to measure the
. . discrete Real rPVmin; // min and max values of the process
1. StaI‘t Wlth the COI‘ItrOlleI‘ m PI mode; discrete Real r(CSmax; // variable and the control during
discrete Real r(CSmin; // oscillations
discrete Real K; // PI gain
2. when the AT pulse is received, discrete Real Ti; // PI integral time
discrete Real e; // error (Sp-PV)
discrete Real CSp; // proportional part of CS
(a) initialise the relay plus integrator control, discrete Real CSi; // integral part of CS
discrete Integer n0x; // ox counter
. discrete Integer iMode; // mode: 0 is PI, 1 autotuning
(b) COIlIleCt lt tO the pI'OC€SS, Modelica.Blocks.Interfaces.RealInput SP;
Modelica.Blocks.Interfaces.RealInput PV;
1 1 1 . Modelica.Blocks.Interfaces.RealOutput CS;
(C) and wait for a permanent 0SC111at10n’ Modelica.Blocks.Interfaces.BooleanInput ATreq;
algorithm
in the quite simple procedure presented here, an " [piti=t0 then
oscillation is considered permanent when the dif- T mie;

ference between its period and that of the previ- ¢ hems

when ATreq==true then

ous one is less than a percent defined as param- = ede:=ts
eter, while - for the sake of safety in the face  ¥hen sample(0.%s) then
of possible outliers - a certain number of oscil- 1 edermo then // PI mode
lations, defined as a parameter too, is counted un- G5 := pro(CSi)skeTs/Tixe;
.. . i= P 13
conditionally before proceeding; if CS>CSnax then
end ié; ’
3. when a permanent oscillation is detected, com- 1 03<Comin then
1 _ end if;
pute its frequency, and by means of (3) deter T s-csps
1 1 _ end if;
mine the correspondmg process frequency re emd it P
Sponse magnltude (the phase 1S _717/2), if pre(iMode)==0 thgn // 1st step, initialise
WwOoxX = 0;
Pox = 0;
3 rPVmax = PV;
4. apply (4) to tune the regulator, and finally switch I imax o
back to PI mode. rOSmax = 5
rCSmin = CS;
lastToggleUp := time;
It is worth noticing that any industrial realisation ond 12, o
would be more articulated than those illustrated in the 1 Pposfalse and PYCSP then // Manage relay
1 1 1 end if;
following. For example, some logic would need intro- T T e and PUSSP then
ducing to abort the procedure in the case of unexpected e, TR
and/or possibly harmful system behaviours, a confir- if UP==true then
. . CS := CS + slopexTs;
mation should be requested to the operator in order to else
. . CS := CS - slopexTs;
accept or decline the proposed parameters prior to up- end if; _
. if PV>rPVmax then // record max and min for PV and CS
dating the PI, and so forth. Such features are however [ Voax = P
end if;
omitted here since they are lengthy to discuss in the if PV<rPVmin then
. . . . rPVmin := PV;
necessary detail, and substantially inessential for the end if;
. if CS>rCSmax then
purpose of this work. rCSmax := GS;
end if;

if CS<rCSmin then
rCSmin := CS;

3.1 Fully digital version end if;

if UP==true and pre(UP)==false then // tune if perm ox

period := time-lastToggleUp;
Based on the procedure sketched above, it is quite sim- lastToggleUp := time;
if period>0 and n0x>=n0xMin
ple to write a digital Modelica model like that reported and abs (period-pre(period))/period
K < perm0xPerc/100 then
below, together with some comments that should be dode i 05
. . . . . . . wox = 2xpi/period;
explicative enough compatibly with space limitations. Pox  := pi~2+(zrPVmax-rPVmin)/8/(rCSmax-rCSmin) ;
Ti = tan(pm/180*pi) /wox;
K = tan(pm/180*pi)/(Pox*sqrt (1+(tan(pm/180%pi))~2));

model ATPIrelayNCdigital CSi = CS-K*Ts/Ti*e; // re-initialise the PI after AT

import Modelica.Constants.*; end if;

parameter Real KO =1 "Initial K"; rPVmax = PV;

parameter Real TiO = 10 "Initial Ti"; rPVmin = PV;

parameter Real slope = 0.1 "relay integrator gain (control slope)"; rCSmax = CS;

parameter Real perm0xPerc = 5 "% diff to take oscillations as equal"; rCSmin = CS;

parameter Real pm = 45 'reqd phase margin in degrees"; n0x = n0x+1;

parameter Real CSmax =1 "upper control saturation value"; end if;

parameter Real CSmin =0 "lower control saturation value"; end if;

parameter Integer n0xMin = 3 "oxs to wait for unconditionally"; end when;

parameter Real Ts = 0.1 "sampling time"; end ATPIrelayNCdigital;

protected
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3.2 From fully digital to hybrid

When everything is digital, things are simple, and the
only issue to care about is to correctly manage the reg-
ulator tracking while the relay is driving the control
signal so as to achieve the required permanent oscil-
lation. If conversely one wants to represent the con-
troller as a continuous-time system, it is necessary to
suitably coordinate it with the digital procedure.

The solution adopted here can be summarised as fol-
lows. First, implement the controller in the desired
form (here, for consistence with the digital case, an an-
tiwindup PI was chosen) as differential and algebraic
equations. Then, realise the autotuning procedure as
a digital algorithm, including the control computation
during that procedure, exactly as it was in the fully dig-
ital case. Finally, manage the autotuning request event
by (a) setting a flag that selects the control output to be
that coming from the equations or the algorithm, de-
pending on the mode, and (b) initialising the algorithm
output to the last equation output. Analogously, man-
age the autotuning termination by resetting the above
flag, and reinitialising the equation-based controller
state to match the last algorithm output.

The only (small) disadvantage of such a solution is
that the equation-based controller stays in place during
the autotuning phase. However the resulting overhead
is generally very limited, given the invariantly simple
structure of the controller, while there is a gain in terms
of simplicity with respect to possible alternative solu-
tions attempting to avoid said overhead.

3.3 Hybrid version

The PI for this realisation is implemented in anti-
windup form, i.e., as the block diagram of figure 4.

1
1+=sT

Figure 4: Block diagram of the used continuous-time
antiwindup PL

That scheme corresponds in Modelica to the equa-
tions

satIn = K*(SP-PV)+linFBout;
CSpi = Ti*der(linFBout)+linFBout;
CSpi = noEvent (max(CSmin,min(CSmax,satIn)));

where CSpi is the control signal in PI mode (u in
figure 4), satIn the input of the saturation block, and

linFBout the output of the feedback block, added in
the diagram to the term Ke.

Given all that, the Modelica model of the hybrid au-
totuning PI is shown in the listing below.

model ATPIrelayNCmixedMode
import Modelica.Constants.*;
// ... same parameters as the fully digital versiom ...
Integer iMode;
Real K;
Real Tij;
Real satIn;
Real linFBout(start=0,stateSelect=StateSelect.always);
Real CSpi;
discrete Real (CSat;
discrete Boolean AT;
discrete Boolean UP;
discrete Real rPVmax;
discrete Real rPVmin;
discrete Real rCSmax;
discrete Real rCSmin;
discrete Real lastToggleUp;
discrete Real period;
discrete Real wox;
discrete Real Pox;
discrete Integer n0x;
// ... same connectors as the fully digital version ...
equation
// Continuous-time antiwindup PI
satIn = Kx(SP-PV)+linFBout;
CSpi Ti*der (1inFBout)+1linFBout;
CSpi noEvent (max (CSmin,min (CSmax,satIn)));
// Dutput selection
if iMode==0 or iMode==1 then // 0, PI or 1, AT init
CS = CSpi;
else
CS = CSat;
end if;
algorithm
// Autotuning procedure
when initial() then

// 2, AT run

K := KO;

Ti := TiO;

AT := false;
end when;

when ATreq and sample(0,Ts) then // Turn on AT when required
if not AT then

AT = true; // set AT flag on
iMode := 1; // set next mode to AT init
end if;

end when;
when AT and iMode==1 and sample(0,Ts) then // AT init mode

iMode = 2 // set mode to AT run
CSat := pre(CSpi);
UP := false;
period = 03
wox 1= 03
Pox 1= 03
rPVmax := pre(PV);
rPVmin := pre(PV);
rCSmax := CSat;
rCSmin := CSat;
lastToggleUp := time;
n0x = 03

end when;

when (iMode==1 or iMode==2) and not AT
and sample(0,Ts) then // AT shutdown;
iMode := 0;
reinit (linFBout,CSat); // re-initialise the continuos-time PI
end when;
when AT and iMode==2 and sample(0,Ts) then // AT run mode
if UP==false and PV<=SP then // Manage relay

UP := true;

end if;

if UP==true and PV>SP then
UP := false;

end if;

if UP==true then

CSat := CSat + slopex*Ts;
else
CSat := CSat - slopex*Ts;
end if;
if PV>rPVmax then // record relay id max and min for PV and CS
rPVmax := PV;
end if;
if PV<rPVmin then
rPVmin := PV;
end if;
if CSat>rCSmax then
rCSmax := CSat;
end if;
if CSat<rCSmin then
rCSmin := CSat;
end if;

if UP==true and pre(UP)==false then // tune if perm ox
period := time-lastToggleUp;
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lastToggleUp := time;
if period>0 and nOx>=n0xMin

and abs(period-pre(period))/period

< perm0xPeriodPerc/100 then

AT := false;

wox 2%pi/period;

Pox pi~2%(rPVmax-rPVmin)/8/(rCSmax-rCSmin) ;

Ti tan(pm/180%pi)/wox;

K := tan(pm/180%pi)/ (Pox*sqrt (1+(tan(pm/180%pi))=~2));
end if;
rPVmax
rPVmin
rCSmax
rCSmin
n0x

end if;
end when;
end ATPIrelayNCmixedMode;

PV;
PV;
CSat;
CSat;
n0x+1;

Notice the presence of some noEvent clauses. In
principle they can be omitted, but leaving them in
slightly reduces the computational burden and, above
all, is consistent with the operation of real-world auto-
tuners, where inputs are typically acquired only at the
beginning of a sampling period.

Also, observe how the proposed structuring can
be quite easily generalised, including different tuning
rules, different types of process stimulation (e.g., step-
instead of relay-based) and different controller struc-
tures, since the presence of the autotuning algorithm
does not modify in any sense the controller equations.

4 Simulation examples

In this section, two simulation examples are reported,
to show the advantages yielded by the proposed auto-
tuner models, and to verify their correct behaviour in
realistic situations.

4.1 Example 1

This example aims at illustrating the correctness of the
hybrid realisation, and its usefulness in terms of simu-
lation efficiency.

The Modelica scheme used for the example is that
of figure 5, where the ATPI block is the fully digital or
the hybrid autotuning PI, alternatively.

LD

il

stariTime=180
aTpulse

time = &

SP

+1 k)(s)
j —P=ATFl +1+ a(s) >—‘

starTime=120

Figure 5: Modelica scheme for simulation example 1.

The process under control is described by the trans-
fer function
Pi(s) = _1
YT (s
and the autotuning PI, in both the fully digital and the
hybrid versions, is employed with a sampling time 7
of 0.1s, first leading the loop to steady state with a low-
performance initial PI, then performing the autotuning
operation with a required phase margin of 45°, and fi-
nally testing the so obtained PI with a set point and a
load disturbance step, introduced respectively by the
step sources SP and LD in figure 5.

Figure 6 shows the results, proving that the two real-
isations are de facto identical as for their outcome (in
both cases, for example, the tuned PI has K = 1.078
and 7; = 1.751). On the other hand, however, the num-
ber of simulation steps required by the system with
the hybrid autotuner in the 240s presented run is 3908,
versus the 24007 of the system with the fully digital
one. With so simple a process this does not turn into
a significant reduction of the simulation time, but with
more realistic a model of the controlled object, said
advantage would be evident.

&)

4.2 Example 2

This example shows the presented autotuner at work
on a (slightly) more realistic example, namely the
speed control of an axis, the model of which is built
with standard Modelica blocks (with the sole excep-
tion of a noise generator) and is shown in figure 7.
Three tuning operations are performed, with three dif-
ferent values of the required phase margin, namely
40°, 60°, and 80°.

Figure 8 shows the tuning results, obtained with the
hybrid version of the autotuner (of course the fully dig-
ital one produces the same outcome). For brevity only
the final part of the performed simulations is shown,
when the PI is already tuned and the closed-loop sys-
tem behaviour is tested by applying a set point step.

As can be seen, even in the presence of (reason-
ably) noisy measurements, the autotuning PI behaves
correctly. It must be noticed that with the used tun-
ing approach, the control system’s cutoff frequency is
dictated by the relay plus integrator experiment, as it
clearly becomes @,,. For that reason, the relationship
between the required phase margin and the shape of
the obtained closed-loop transients, or even basic char-
acteristics such as the maximum overshoot, is difficult
to characterise in a formal way. Incidentally, this is
especially true in the presence of resonances above
the cutoff, which is typical of mechanical systems.
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1.2 Set point (y°) and controlled variable (y)
081 y (hybrid) A —
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Figure 6: Closed-loop transients in simulation example 1.

Nonetheless, the prescribed phase margin is achieved,
and in any case the mentioned difficulty is inherent to
the employed autotuning approach, not to its Modelica
representation. The interested reader can find in [8] a
discussion on this matter.

MNoiss
u _ R1 addh y
P
1
speeds
gro? v

Figure 7: Model of the axis used in simulation exam-
ple 2.

S Some more words on the proposal
usefulness

It was suggested above, as one of the motivations for
this work, that a Modelica library of autotuners is use-
ful to quickly set up the control system of a plant, or at
least the part of it that is composed of PI(D) loops, and
to verify the correct behaviour of a new autotuner by
applying it in simulation to a benchmark set of mod-
els, conveniently chosen so as to represent the whole
variety of applications where the new product is meant
to be used.

After looking at the examples, and taking a more
research-related point of view, at least one more use-
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fulness can however be foreseen for such a library,
and the underlying model structuring. Apologising in
advance for the number of remarks to report prior to
reaching the main point, the matter can be explained
as follows.

In the first place, as can be noticed e.g. from the ex-
tensive review [17], establishing a taxonomy of tuning
methods, also if the scope is restricted to a single con-
troller structure, is far less trivial than one may expect.

Even more difficult is to set up a comparative anal-
ysis of such methods, basically because in the liter-
ature, when proposing and discussing a method, the
process stimulation and information gathering phase
is seldom accounted for. As shown in works like [14],
comparisons between different tuning methods can be
reversed by simply modifying the way in which the
process is stimulated.

For the sake of completeness, it is worth observ-
ing that relay-based rules are the less keen to incur in
that problem, since there is virtually no ambiguity on
how process information is obtained and use with re-
spect for example to the step-based identification of a
fixed-order model, that can be carried out in a variety
of manners, but nevertheless the problem exists, and
needs addressing.

The absence of a taxonomy like that just envisaged
is felt in the applications as an important open prob-
lem, see e.g. [11], because it makes it difficult to de-
cide a priori which tuning rule is best suited for the
particular problem at hand. In the opinion of the au-
thors, the fact that a tuning method “sometimes works
satisfactorily and sometimes does not”, with no appar-
ent reason, is a major reasons for the resistances that
autotuning still encounters in some applications. It is
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Figure 8: Tuning results in simulation example 2.

by definition possible to decide which rule (in a given
and wide enough set) is the best for a given problem
a posteriori, by simply applying all the rules in the set
and examining the results, but this is clearly infeasible
in practice.

As a result, most tuning rules are discussed “in
nominal conditions”, i.e., making some structural as-
sumptions on the process dynamics and performing
the analysis under the hypothesis that the real process
adheres to said assumptions [3].

Some attempts were made to circumvent the prob-
lem by means of the robust control theory, but this re-
quires information on the class of processes to which
the one under control belongs, and no matter how such
a class has to be characterised, no single experiment
can provide the necessary information. Attempts were
also made to bring in the “identification for control”
theory [6, 7], but unfortunately in many cases techno-
logical limitations do not permit to apply process in-
puts with the necessary excitation characteristics, and
leave little (if any) room for “experiment design” as
meant for in that theory.

For the problem just sketched, the presented library
offers (part of) a solution. In fact, if evaluating a set
of control rules a posteriori is infeasible in practice,
it is not in simulation. Having in mind the type of
application to be addressed (thermal, mechanical, and
so forth), one can set up an enormous set of cases, test
each considered rule on each case, and draw from such
a simulation campaign the information required to set
up a selection mechanism. In fact there are plenty of
techniques to create such a mechanism, from interpo-
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lation to soft computing [13, 10], and what is typically
missing is precisely the data. On a similar front, when
introducing a new tuning rule, the proposal is signifi-
cantly strengthened if some idea is provided on how it
will behave when coupled to realistic process experi-
ments. Providing such information requires a lot of ad-
ditional work with respect to the typical analyses per-
formed in the literature, that are most frequently based
on linear models, because in that domain is autotuning
typically treated, and only the linear framework allows
for powerful methods that do not require simulation.

As noticed e.g. in [19], however, the used models
are frequently inadequate to examine the behaviour
of an autotuner in the large, and therefore the men-
tioned analyses are sometimes confuted by experience,
thereby further hindering a wide adoption of autotun-
ing. Needless to explain why and how, the availability
of a library like that presented here can help solve also
this problem.

6 Conclusions and future work

The problem of simulating autotuning industrial con-
trollers in Modelica was addressed, with the specific
aim of obtaining efficient models. To this end, the
controller is represented as a continuous-time system,
while the autotuning procedure is realised as an al-
gorithm. The proposed model structuring thereby al-
lows to separate the two main parts of an autotuner
clearly, preserving the simulation speed yielded by
continuous-time control blocks, and replicating the au-
totuning software precisely.
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As shown by the reported examples, and a num-
ber of other ones not reported here for space reasons,
the so obtained simulation models are very precise if
compared to fully digital ones, that certainly represent
industrial implementation more closely, but oblige to
pay for said fidelity in terms of simulation speed.

In this work, the focus was restricted to relay-based
PI autotuning based on a single point of the process
frequency response. It is however clear that the pre-
sented structuring is totally general, with respect to
both the controller structure, the type of process stim-
ulation, the tuning rules, and all in all the overall tun-
ing procedure, inclusive of the logic needed to control
the tuning operation. Future research will thus explore
all those extensions, leading to a complete Modelica
library of autotuning controllers, including different
tuning rules and excitation procedures, and possibly
addressing not only single controller blocks, but also
the most frequently used control structures.
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Abstract leased to the environment, while the rich solution is
pumped to the stripper column passing through a
An increasing demand on load flexibility in poweneat exchanger on the way. In the stripper at elevated
supply networks is the motivation to look at flexiblgéemperatures, the G@n the solution is released to a
and possibly optimal control systems for poweateam flow from the reboiler, which is driven by bled
plants with carbon capture units. Minimizing th~
energy demand for carbon dioxide removal und
these circumstances reduces the cost disadvantac clean gas condenser
carbon capture compared to conventional productis e ) ‘ ‘
In this work a dynamic model in Modelica of : ‘
chemical absorption process run with an aquec R
monoethanolamine (MEA) is developed, and us wash
for solving optimal control problems. Starting from . = '
rather detailed dynamic model of the process, mo : :
reduction is performed based on physical insigl e J:ﬂ;ﬂjﬁ‘ger
The reduced model computes distinctly faster, sho fuegas |
similar transient behavior and reflects trends for o absorber P Sirpper
timal steady-state operations reported in the lite
ture. The detailed model has been developed in [Figure 1: Schematic of an absorption/desorption
mola, and the reduced model is used in JModdrocess to remove carbon dioxide from power plant
ca.org, a platform supporting non-linear dynami!Ue 9as.
optimization. First results are shown on the dynan
optimization of the desorption column, the maisteam from the power generation process. Leaving
cause of energy usage in the process. the stripper at the top the product stream is after wa-
ter separation compressed and stored. The overall
Keywords: CQ, absorption, model, optimizationpower plant efficiency is expected to be reduced by
nonlinear model predictive control, Modelica, JMoat least 10 %, the solvent regeneration being respon-
delica,org sible for more than half of this [1]. Minimizing the
amount of steam required in the reboiler is therefore
the task with highest priority in the optimization of
1 Introduction this process.
With an increasing demand on the plant’s flexible
Carbon dioxide (C¢) removal from a gas mixturepperation in the face of frequent load changes and an
usng aqueous amine solutions is a well establishg@reased fraction of the generation capacity ex-
process that previously has mainly been appliedgected to come from renewables, dynamic simula-
gas sweetening of natural gas in refineries. Althougibn and optimization have become important tools
the focus there lies primarily on the removal of hye ensure an efficient incorporation of the carbon
drogen sulfide, it is equally applicable to flue gagapture into the power generation. At the same time
from fossil-fuel fired power plants. a trade-off must be found between efficiency losses
Figure 1 shows a schematic of the process. Taed removal rate, possibly governed by time-varying
CO, from the flue gas is absorbed by the liquid sgfconomic boundary conditions.

vent in the absorber column. The cleaned gas is re-ThiS paper presents the preliminary results
achieved within a larger project aiming at developing

-
product

T separator
. cooler

' . - \.JD]

reboiler
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an optimization technology for advanced modegbresence of domain-specific tools that are only ap-
based control of the separation plant. It focuses pficable to process industry problems. Another im-
the modeling of the capture plant, briefly presenggrtant reason is the lack of physical properties for
the methods and tools that are used for optimizatigibstances used in the process industry. There are,
and presents preliminary results of solving an optifRowever, no other languages and tools that are as
al cont_rol problem for the reduced model presentggitaple as the combination of Dymola for high-
in the first half of the paper. performance simulation and JModelica.org for dy-
namic optimization for the given project, when the
threshold of developing the fluid property models

2 Background natively in Modelica is overcome.

2.1 Modding of carbon dioxide removal with

; ) 2.2 Modd Predictive Control
chemical absorption

System simulation models of amine scrubbiq%nMOdel Predictive Control (MPC) is an advanced
t

ith diff levels of i ; ntrol method that relies of on-line solution of op-
processes with different levels of detail can be fouighy| control problems. During recent years, the me-

in the Iltera_ture and as part of commercial toolboxggod has become increasingly popular, especially in
The most rigorous models are developed for steagya process industry, [7]. The popularity of the me-
state system computations with partial differentighod is attributed to its ability to handle multiple-
equations for mass transport along bulk flow amgput multiple-output (MIMO) systems, as well as
between the two phases, resulting in a high ordgmtrol and state constraints. These two ingredients
system. This becomes easily too complex for dynaare common in a broad range of control problems.
ic system simulations, especially if parts of the pow4PC allows the control engineer to tuneost func-

er generation are supposed to be included or if useu to express the control objectives, typically by
in model based control. Replacing rigorous modef§oosing weights in a quadratic cost function. By
of multi-component mass transfer between gas a#tPosing the weights properly, the significance of
liquid with semi-empirical algebraic correlations rdhe control objectives can be balanced. E.g., perfor-
duces model complexity dramatically and is for et@nce can be traded for robustness. In order to cap-
ample applied in [2] for an absorber descriptiof!ré limitations in the plant to be controliechn-
Another model aspect with room for different levef@r&nts can be modeled. Constraints may represent

of detail is the thermodynamic model of the quui&anks that may not over-flow or pressures that may

not be exceeded for safety reasons. Other examples

phasg, descr!blng the non-lde'allty of the eleptroly(s? constraints include limitations in actuators, such
solution. Tobiesen compares in [3] a more rigoro

US limited ranges in valves and limited torques in

with simpler approaches and concludes that high ?gétors.

curacy is rather a matter of a good data fit than mod4, aqgdition to a cost function and constraints,
el complexity. _ _ _MPC relies on anodel of the plant to be controlled.
Several studies on optimal operation of an aminghe model may be derived from first-principles, as is
based C@ capture plant can be found in the literahe case in this paper, or it may be computed from
ture. In [4] the effect of variables such as solvesipirical data. Both linear and non-linear models
circulation rate, stripper pressure or solvent tempetan be used. During execution of the MPC control-
ture is investigated. The analysis is however stalic, the model is used to predict the plant response to
and considered only the variation of one parameteitfz future control inputs.
a time, disregarding the multivariable and dynamic The key component of an MPC controller is the
nature of the process. In [5] control strategies aimifglution of an open loop optimal control problem
at a fast response are developed using offline dynd/CP). Based on the cost function, the constraints,
ic simulation of the process. In [6], both optimizatiof€ model and measurements, or estimates of the cur-
and control of the plant are studied. The optim%ﬁnt plant state, optimal predlcte_d trajectories for the
conditions for operation are determined offline usir{%Odel variables and the control inputs are computed.

static models and a suitable control structure 10'€ first part of the optimal control variable trajecto-
gs is then applied to the plant. The procedure is

. . . . r.
maintain 'ghe process.close to optlmql operation Len repeated periodically, each time shifting the
spite of disturbances is thereafter derived using ptimal control horizon one step into further. This

namic models. Brinciple is called receding horizon control.
The process industry has up to now not taken Upso|ytion of optimal control problems may be very

the use of Modelica to the same degree as e.g. dBfputationally challenging, in particular for non-
automotive industry, mainly due a strong markghear models. Application of MPC is therefore more
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common in domains where typical plants have tintleat the capabilities of Python go beyond scripting
constants in the range of minutes and hours ratlad atomization in that full-fledged applications with
than seconds. The CCS systems studied in this papestomized user interfaces can be created.
falls into this category, which makes MPC a feasible
choice.

In addition to industrial use, MPC has also beé&n Dynamic model of an absor ption/desor ption
extensively studied in the academic community, column
where a large body of theory has been developed,
see, e.g., [11,12]. Notably, results for optimality, sta- The starting point in the development of a Mod-

bility and robustness are available. elica model suitable to be used in dynamic optimiza-
tion is a model of an absorption unit developed in
2.3 JModdica.org, Optimica and Dymola Dymola. The system consists of the main compo-

nents absorber, stripper, reboiler and internal heat

In this work, Dymola is used as platform for simuexchanger as well as auxiliary equipment such as
lation and as graphical editor while the software plggumps, valves, flow resistances, cooled vessels, sen-
form JModelica.org is used to solve dynamic optimsors and reservoirs, as sketched in Figure 1. The sol-
zation problems is JModelica.org. The JModelica.ovgnt is an aqueous MEA solution.
platform has been described earlier [8], and is cur-Each packed section in a column consists of gas
rently undergoing rapid development both with rend liquid bulk flow and a static interface model de-
spect to the parts of the Modelica language that atgibing the two-phase contact. Figure 2 shows the
supported and with respect to the algorithms avaitliagram layer of the packed section model. Gas and
ble. The main reason for choosing the JModelica.diguid phase are treated as separate media, each
platform is, however, that it offers strong support fenodeled as a separate medium property package.
solution of dynamic optimization problems, which i¥hermodynamic equilibrium is only present at the
a key component of executing MPC controllers, gdase interface, while mass and energy storage only
discussed above. occurs in the bulk flow.

JModelica.org supports an extension of Modelica
entitled Optimica [9], which allows dynamic optimi-
zation problems to be formulated based on Modelica —
models. Optimica enables the user to express cos
functions, constraints, and what to optimize in a de- T ] heatPort
scription format that is complimentary to Modelica’s ;s phedlanC.. fEang m‘}ﬁ.
support for dynamic modeling using high-level lan- g the ersrorment
guage constructs. This feature enables shorter desig
cycles since more effort can be put into formulation
of optimization problems rather than encoding them
in a specialized format for a particular optimizatiop. o .
algorithm. This property is valuable in this this worlE'gure 2: Diagram of the packed section model
since extensive tuning of the cost functions and the
constraints has proven necessary.

A direct collocation method, [10], is implemente{f

liguid bulk flow

hold-up

gas bulk flow

Phase equilibrium at the gas-liquid interface for
oth, water and carbon dioxide, is computed as fol-

in JModelica.org for solving large scale dynami®Ws: assuming the pointing-factors and gas phase

optimization algorithms. The method is applicable f§9acity coefficients being equal to one.
differential algebraic systems and relies on full dis-

cretization of state, algebraic and control profiles. YcozP = YcozXcozHecoz (1)
The resulting non-linear program is typically very YHz0P = YH20¥H20PH20,sat(T) (2)
large, but also sparse, which can be exploited by

numerical software. In JModelica.org, the algorithm With the mole fractions in gas and liquid phage
IPOPT, [11], is used to solve the NLPs resulti dx;, the Henry-coefficient for dissolution of GO
from collocation. IR water He, the vapor pressure of wapgg,, and

In terms of user interaction, JModelica.org offef8€ System pressure
a Python [12] interface. Using Python, Modelica and
Optimica models can be compiled into executable .
optimization programs, optimization algorithms caft Stateselection
be invoked and the results can be loaded. Python als
comes with packages for numerical computation}s1
and visualization, which makes it a suitable enJ'aS! .
ronment for scientific computations. It can be not&fcking material.

%ressure in the column is determined by the gas
ase, with friction losses along the way through the
The space available for the gas
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phase is however dependent on the space occupiedhis leads to a total of nine species in the liquid
by the liquid phase. These properties and their derphase including the 6 ions. Throughout the models
atives are then passed to the respective other kidkeloped within this work, chemical equilibrium is
component through signal connectors, see green asdumed to be present, at the phase interface as well
dark blue connections in Temperature and specéssin the bulk liquid. This assumption is thought to
amounts in each phase were chosen as indepenberjustified at high temperatures as they are found in
state variables. Algebraic loops and high index praiire stripper. The deviations resulting in the absorber
lems can thus be avoided if are considered acceptable, if taking into account the
poor availability of reliable kinetic data in the litera-

1. gas pressure can be directly computed from ture and the amount of additional dynamic states
temperature and species amounts in the gas saved (5 per volume segment). However, a different
phase, e.g. using the ideal gas law or a cubic solvent may demand a different approach.
equation of state,

2. liquid density is independent of pressure (in- 3.3 Chemical equilibrium
compressible medium),

3. energy and species mass balances are formu- The liquid phase speciation is determined by equi-
lated in terms of the derivatives of the chosen librium constants; from the literature for each reac-
states, tion j, which are determined empirically and ex-

4. and mass and heat transfer correlate concentraressed as polynomial functions of temperature.
tions and temperatures in the two dynamic vo-They are defined as
lume models, gas and liquid bulk flow

K = M Vij 8

Pressure drop in the gas phase and liquid hold-up i = IlGrims) ®)

?:)Tu?ﬁ;i"gine?MW;tChk(l)ibsigﬁjrgrcgggztie%?i fdoqu(p));cirlied wherey; andm; are the activity coefficient and
points, i.,e. gonstant h0|d—l.;p and gas flow operatiaqlamy 9f comp.o.nent h respectlvelyé,i 'S the St.OI- .
point. The actual liquid hold-up correlates with thehiometric coefficient of component i in reaction j,
static set point via first order dynamics. starting materials are considered with a negative

For a stripper column operated with MEASIgN, products with a positive one. Equilibrium con-

solution and under the assumption that MEA is nogfants allow also for an inference on heats of reac-
volatile, the number of dynamic degrees of freeddifin, using the van’t Hoff equation:

is then equal to 7 per volume segment §@&s, HO

gas, CQ liquid, H,O liquid, MEA, T liquid, T gas). dInK AH,.

In the absorber absorber additional flue gas compo—? = ﬁ 9)

nent as oxygen and nytrogen are present. Column

design, operation and demanded accuracy determin@vhereAHr is the enthalpy of reactiof, the tem-

the required discretization of the packed SeCtionSerature aneR the ideal gas constant. The enthalpy

bulk flow direction, which usually is a number be- ; c . :
tween 8 and 20. of physical solution is computed accordingly using

the temperature dependency of the Henry-coefficient
[13].
However, a lot of computational time is required

The capacity of amines to absorb carbon dioxitfe solve the .no_n—linear system of equationg describ-
is to a large extent based on chemical reactions.Nf the speciation. Furthermore, extreme differences
the case of MEA as a solvent five main reactions chiOn concentrations by several orders of magnitude
be identified as well as the zero charge condition. Make a good choice of iteration variables essential

for robust convergence.

3.2 Chemical reactions

2 H,0 o H;O" +OH 3 N . _

N ) In addition the following assumptions also apply:
CO, +2 RO « HO" + HCOs (4 - theflue gas entering the absorber contains only
HCO; + H,0 o HO" + COZ (5) carbon dioxide, water, oxygen and nitrogen

— MEA is non-volatile and not present in the gas
MEAH" H,0 ~ H;O" + MEA (6) phase
- - — the total amount of liquid in the column is defined
+ - +
MEACOO + HO ~MEA+ HCQ, (") as the packing hold-up and the sump liquid vo-
lume
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- the quuid.in the column sumps and cher large fiy = Airkiv(Dip=piir) i = COy, H,O (11)
volumes is assumed to be ideally mixed RT

— mass and heat transfer between liquid and gas
phase is restricted to the packed section

- negligible temperature difference between liqui
bulk and interface to gas phase

— perfect gas law applies in the gas phase.

— phase equilibrium in reboiler and condenser

wheren;; andn;, denote the molar flows in the lig-
dwd and the vapor phase, respectivey. is the con-
tact areaE is an enhancement factor describing the
impact of chemical reactions on the concentration
profile near the interfacé is a mass transfer coeffi-
cient, ¢;;r andc;;, are molar concentrations at the
interface and in the liquid bulk, respectively ang:
Table 1: References for physical properties used inandp;, are correspondingly partial pressures of the

the model considered species in the gas phaRandT are the
ideal gas constant and bulk phase temperature, re-

Used in spectively.

Property Symbol| reduced | Reference Properties and correlations from the literature used in
model these models are listed in Table 1.

Equilibrium K indirectl Collected

constants ! Ylin [14] 3.4 Mode reduction

Henry-

coefficient | H&o2 | V€S [14] Online optimization as it is used in MPC impli-

Activity cates tighter limitations on the model size than pure

coefficients, | y; indirectly | [14] dynamic simulation or even offline optimization

liquid phase would do. The solution of the optimization problem

for a finite horizon needs to be found between two
ki,ky | no [15] sampling instants and therefore demands a relatively
low computational effort. But also the available

Mass transfe
coefficients

e [16] + memory to store result points for all model variables
Diffusivities D, no Stokes — for each time step within the finite horizon limits the
liquid phase Einstein allowed number of algebraic and differentiated va-

- relation riables. However, exact numbers are hard to define
Diffusivities | no Fuller’s in advance. At the same time accuracy demands are
gas phase v eq.in [17] not as high as the model is updated with measure-
Densities and ment values at each sample step.
viscosities, | p, 4 yes [18]
liquid The following measures are taken in order to re-
Enhancement duce the model:
factor E no (2] 1. Chemical equilibrium computation (and ion

speciation) was replaced by a spline approxima-
tion of the molecular COconcentration in the

L ; - liquid phase as a function of temperature and
The molecular carbon dioxide concentratigg,¢ is solvent loading with C@ The mass fraction of

fchtenfused .]EO compute mass transfer between bulk andMEA in the unloaded solution is kept constant at
interface (if). 30% for this function.

Ry, = Aifki E(cip — ciip) 1=CO (10)
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2. Enthalpy of absorption/desorption is replaced t 125 -
a function of temperature but constant with so
vent loading.

3. Mass transfer coefficients including enhance

________________________ Mg mmm——————m——————————

ment by chemical reactions are no longer cor "3)5 — Experiment, stripper top
puted from physical medium properties, but be = 115 — Simulation, stripper top
come constant tuning parameters. E « T Experiment, fromreboiler |
4. Reduction of the number of volumes in bull 5 ,,, 77 Simulation, reboiler
flow direction to an acceptable minimum (itera £
o

tive, dependent on application)
5. Constant specific heat capacities of all speci 105
and constant liquid density

100 © = . 5

3.5 Validation and model comparison 0 50 Time. mmig 100 150

The total system model is composed of the tw ) )
packed columns and complemented with washeFigure 4: Stripper top and reboiler temperatures
condensers, pumps and valves according to Figure
The reboiler, which supplies the gas flow to thH&hows the Coremoval rate before and after the step
stripper is modeled as a flash stage with phase edignge in experiment and simulation. Giving the fact
librium and uniform temperature. Simulation resulf§at the experiment apparently did not reach steady-
of the detailed model are compared to experimengédte before the step, the agreement between the two
data from a pilot plant run with open control loopgurves is satisfactory.
[19]. The input variables of the test case are:

« fluegas inlet flow and properties The temperatures at the gas outlet of the stripper col-
« clean gas pressure umn and at the liquid outlet of the reboiler are plot-
 liquid recirculation rate ted in Figure 4. ) o

« reboiler duty Especially the reboiler temperature, which is directly

« product stream outlet pressure coupled to pressure and pressure drop along the gas

flow path as well as the solvent loading, is in very
All inlet conditions are kept constant except for tH#ood agreement with the experimental data.
flue gas rate, which is reduced by 30% after having

run the plant in steady-state for some time. Figure 3 1 ¢
100 0.9 A
%8 1 0.8 -
96 - A
01 | =207 - —+—35000exp H
97 | —Experiment -:::f 06 —& 3500 exp N
a0 | —Simulation 3 os 5000 sim ﬂ
58 1 £ 7 | = 3500sim N
86 1 Z 0.4 -
84 E f
g2 - (] 0.3 ﬂ
80 ‘ ‘ 02 - ~
0 . . 100 150
Time, min 0.1
0 &L .
Figure 3: Carbon dioxide removal rate, experi- 35 55 -5

ment and simulation of the detailed model Temperature, degC

Figure 5: Temperature profile wrt column
height

Since liquid phase concentration data is unavailable,
it can be useful to look at temperatures instead, be-
cause of the direct connection between ab-
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sorbed/desorbed carbon dioxide and temperature

changes due to heats of reaction. Figure 5 compares

the gas temperature profile along the absorber col-

umn height for experiment and simulation at prgg  Qptimization results
sumed steady state before and after the flue gas step,

respectively. The locations of the five measuremep o goal of the project is to apply nonlinear model
points were guessed to be equally distributed. TA&,jicive control on the separation plant to minim-
simulation captures well the location of the highe

temperature first in the upper part and later with
lower gas flowrate as having moved further down.

e its energy usage. As it was mentioned in Section
2?2, this requires solving a sequence of open-loop
optimal control problems. The aim of the present
section is to show how those open-loop control prob-

The optimization problem in the next section is onl§ms can efficiently and accurately be solved using
solved for the stripper column including reboiler arft€ simplified models and the tools previously de-

condenser. A comparison of the detailed and the $&tibed. For that purpose, a simple control problem
duced model is therefore only performed for this patsing one of the most energy demanding parts of the
of the plant. Model assumptions, which affect tigeparation plant, namely the stripper unit, will be

dynamic behavior of the unit, namely concernirfgrmulated and solved.

liquid volumes and hold-ups, are similar in both

models. Therefore, the comparison is restricted 44  Process model

steady-state operating points. Figure 6 presents the

liquid lean loading at the stripper outlet as a result of The process to be optimized is the stripper unit

reboiler duty under constant liquid inlet conditionshown in Figure 7.

and stripper top pressure. The results show that the

energy required to regenerate the solvent to a cerweansoue

tainn lean loading is predicted close to each other —— Bl hj;iﬁj o1 Ej
with the two models. It can be concluded that the ™ vave? =

complexity of the reduced model is sufficient to in- ﬁ O To
A valve Storage
vol2 gasSink

vestigate the energy consumption of the reboiler. The summay
reduced model performed the stripper unit series 200@ Condenser
times faster than the detailed model. The simulations
started at fixed initial states and simulated to steady-
state. Large transients as they occur in the first
seconds of a simulation demand especially large
computational efforts, when using the detailed mod-
el.

conden?.

From

flow sou? Absorber

Reboiler

=
[

liquidSink ~ Absorber
heat_der Q_reb?

L prietS ey

k=2e6
kel
Heat injection

<
~

o
w

Figure 7: Graphical representation of the stripper
unit used for optimization in Dymola

It
&}

—+— Detailed, lean loading
—#— Reduced, lean loading
—v— Rich loading

o
—

It is composed of:

Solvent loading, mol CO2/ mol MEA

0 : : : e areboiler
0 100 200 300 400 500 . . .
Reboiler duty , kJ/kg liquid solution e astripper column with packed sections

and a sump
Figure 6: Solvent lean loading as a function of * acondenser to remove the water from the
reboiler duty, detailed and reduced model product stream
e apressure control valve together with a
pressure controller
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form allows us to include any constraint that can be
The process model is described by 1493 equatiangressed in terms of process variables. In the
and 1493 time-varying variables, including 50 contpresent example, an upper limit on the reboiler pres-
nuous-time states. This is a larger model size theure is imposed to avoid MEA degradation occurring
the size of the models reported in [20] for start-wgt high temperatures.
optimization of coal fired power plants.

preboiler(t) < Pmaxs t € [O, Hp]

4.2 Control problem A maximal temperature could equivalently be im-

o ) ) posed since pressure and temperature are coupled in
Objective function. The control problem is formu-the reboiler.

lated as in standard MPC using a quadratic cost func-

tion J penalizing deviations of the controlled variable |njtjal state. The initial statex, is assumed to be

y, as well as vahslatlons in the control sigoal known and is computed using Dymola as the statio-

I 2 du nary point corresponding to a given heat flow rate

J @ xo) _fo «(Y(O) = Yrer) +ﬁ<E) dt 0 = Q,. An implementation of the MPC controller
wherea and 8 are weights that can be tuned twould require an observer to compute an estimate of

achieve a desired dynamic behavior diilis the the initial statex, based on the available measure-

prediction horizon. ments.

Controlled variable. The variable to be controlled®3 Numerical example
is the removal efficiency of the separation plant. It i i i i
is defined as the mass flow ratio of carbon dioxidt® Mentioned in Section 2.3, the JModelica.org plat-

leaving the condenser and carbon dioxide enterfifym implements a direct collocation method to
the absorber column with the fluegas: S \_/e_the_ optl_mal control problem. This |mpl|e_zs that
optimization is not performed on the continuous
- _ DAE system mentioned in 4.1, but on a discretized
Mcoz,absorber in version using the Radau quadrature. The trajectory of

Since the absorber column is not included in ﬂlz‘?/ery variable in the dynamic model is approximated

o_ptlmlzan_on set—up, the C;O_concentratlon n theb piecewise polynomials on each interval of the
rich solution entering the stripper column has be diction horizon. In each interval, the approxima-

ﬁ]ss?r:zesbts%rpbeelrncgﬁjlﬂf“um with the flue gas ent fon is exact at a numba@k, of points, the collocation
9 ' points. ChoosingV, = 3 and dividing the prediction
Control signal. The chosen control signal is thehorlzon Hy, in N=10 intervals of equal length con-

heat flow rateQ to the reboiler. However, the deciyerts Fhe continuous optimization problem to an al-
ebraic nonlinear program with 29824 variables,

sion variable of the optimization problem is chos 814 equality constraints and 5646 inequality con-

to be its time—derivativé;—f, which is parameterizedstraints. Most of the inequality constraints originate
by a piecewise constant signal taking N values ovieem the max and min attributes associated to the
the prediction horizo#,, i.e. for i=0..N-1 physical variables. As the optimization problem is
most probably non-convex, it is essential to provide
the solver IPOPT with reasonable guessed trajecto-
ries for the initialization of the iterative optimization
algorithm. The trajectories were here taken to be
Only the first value of this open-loop optimizaconstant in time and given by the initial state
tion result, i.e. y, would actually be applied to thecomputed in Dymola.
process if the entire MPC algorithm was impleA step change in the desired removal efficiency is
mented. now considered. Using the numerical values listed in
Table 2, the optimization problem is solved in JMo-

Congtraints. As far as the optimization constraintgelica.org in 36 iterations. The results are shown in
are concerned, they may be of both reguldtand Figure 8.

operational nature. The versatile JModelica.org plat-

_ mC02,condenser out

) Hy H
—O=v,€R, teliF,({(+1)]

! Regulatory rules for carbon capture plants are still under
discussion, but will certainly play a role.
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Table 2 Parameter values used in the optimiza
problem

1000s| 0.1 0.7M 1.95

bar

0.9

At the beginning, the heat flow rate to the reboile
rapidly increased from its start value of 0.7 MW
1.05 MW, leading to a removal efficiency of ab
0.8 at time t=400s. At around 500s, the reboiles-
sure reaches its maximal allowed value of 1.95
and the heat flow rate decreases slightly to a

constraintviolation. Because of the high conden
pressure, the target efficiency of 0.9 cannot
achieved in this optimization setup. With a differ
column design or different boundary conditio
higher efficiency could of course be achiev

To evaluate theonsistency of the optimizatiore-
sult with respect to the continuotisie model ega-
tions, the optimized trajectories have been evall
by applying the optimized heat input to the mc
implemented in Dymola. No difference could ob-
served when comparinggsults from JModelica.or
and Dymola (results not shown).
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Greenhouse Gas Control 2007;1:135-142.
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Abstract

The new operator homotopy(..) was introduced in
Modelica 3.2 to improve the solution of difficult ini-
tialization problems. The background and motivation
for this approach is discussed and it is demonstrated
how to apply it for mechanical, electrical and fluid
systems. Furthermore, it is shown at hand of several
examples how an inappropriate formulation might
lead to ill-posed problems.

Keywords:
Initialization, DAE, homotopy, nonlinear equations

1 Introduction

A dynamic model describes how the state variables
and thus the entire system behave over time. The
state variables define the current condition of the
model and have to be initialized when simulation
starts. For this purpose, Modelica provides language
constructs to define initial conditions such as initial
equation sections (Mattsson et. al., 2002). The result-
ing constraints and all equations and algorithms that
are utilized during the simulation form the initializa-
tion problem. Based on its solution, all variables,
derivatives and pre-variables are assigned consistent
values before the simulation starts.

Mathematically, the resulting problem is an initial
value problem for a differential algebraic equation
system (DAE) with dim(f) = nx+nw equations:

0= f(X,x,w,t), x(H)eR"™, w(t)eR™,teR.

Here, x is the vector of state variables and w is the
vector of algebraic unknowns. For simplicity of the
discussion, we assume that the DAE has no hybrid
part and is index-reduced, i.e. it has index 1, which
means that the following expression is regular:
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Note, all the following results still hold for hybrid,

higher index DAEs with small adaptations.
Initialization means to provide consistent initial

values for X,,X,,W,so that the DAE is fulfilled at

the initial time f,. Since these are 2*nx+nw un-
knowns and the DAE has nx+nw unknowns, addi-
tional nx equations must be provided which are
called “initial equations” in Modelica:

0=g(X,,X,,W.0,), dim(g)=nx
The most often used initial equations are:

X, =0

that is, steady-state initialization.

The result is usually a nonlinear system of alge-
braic equations, which has to be solved numerically.
This does not always work right away for industrial
problems as the commonly employed gradient-based
local algorithms, such as the damped Newton
method, provide local convergence only (even when
using globalizations such as trust regions).

Modelica allows users to describe any model ma-
thematically, which makes it highly flexible and po-
werful for simulation of heterogeneous multi-domain
physical systems. However, this also means that no
knowledge of the mathematical character of the
problem equations can be introduced into the solver.
Instead, an algorithm has to work on a general nu-
merical problem (in contrast to domain-specific algo-
rithms for nonlinear problems).

As a result, the success to solve initialization
problems of state-of-the-art implementations of
Modelica tools depends on the choice of iteration
variables and the guess values for these variables
defined with the start attribute. Library developers
therefore typically implement approximate equations
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in order to set these. They are usually formulated in
terms of parameters (of e.g. the boundary condi-
tions). At the same time, the iteration variables of the
nonlinear equation systems may change after small
topological modifications to the model. As a result it
may become difficult for a library developer to pro-
vide a robust initialization capability.

Since a model becomes useless whenever initiali-
zation fails, and the current state-of-the-art is not
fully satisfactory in this regard, we conclude that
more reliable and robust methods are needed for a
wider application of the Modelica modeling lan-
guage by practitioners.

The goal of this contribution is to provide the
solver with more information on the problem to
solve. This is performed in an object-oriented way
and seamlessly integrates with the concept of equa-
tion-based object-oriented languages.

2 Nonlinear Equation Solvers
and Homotopy

The classic gradient-based iterative algorithms to
solve nonlinear algebraic equation systems such as
damped Newton’s Method provide local conver-
gence only, see, e.g., (Dennis and Schnabel, 1996),
(Deuflhard, 2004), (Kelley, 2003). Such algorithms
may fail due to various reasons such as the residuals
not being Lipschitz continuously differentiable or
containing local minima with respect to some norm
introduced by the algorithm.

Several alternatives to these conventional meth-
ods exist. Homotopy is one of them and is consid-
ered in this contribution to meet the need for more
robust initialization.

2.1 Established Homotopy Methods

In homotopy methods for solving nonlinear algebraic
equation systems, the idea is to start with a simpli-
fied problem and continuously deform it to the diffi-
cult problem of interest. Even though this appears to
be conceptually simple, several details of these me-
thods and algorithms have to be considered. Unless
certain prerequisites are met, the existence of the
homotopy trace between the start and a solution, fi-
nite length of the path, nonexistence of singularities
along the path and other important requirements are
not guaranteed.

The homotopy is constructed from a system of re-
sidual equations that is easy to solve, as well as the

one of interest, F(Z) = (. Here, a generic vector z

of unknowns is used. In the Modelica case, this vec-
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tor is:z =[X,;X,;W,] and the equations are F=[f; g].
The homotopy is then a system of equations with one
higher dimension and is denoted by

p(z,2)=0.
The additional dimension is the homotopy or con-
tinuation parameter A. It is typically restricted to the

range 0 <4 < 1 such that p(z,0)=0 is solved easily
and p(z,l) =F(z) is the system of interest.

At least three different homotopies are discussed
in literature. We introduce the Fixed Point Homotopy
following (Chow et. al., 1978) as

p(z,A)=2-F(z)+(1-2)-(z—2,).

Here, z, is the start iterate. According to (Keller,
1978), the Newton Homotopy (or Global Homotopy)
is defined as follows:

p(1.h) = AF(2)+(1-2)-(F(x)~F(z,))
F(2)-(1-2)-F(z,)

Finally, the Affine Homotopy is introduced following
(Wayburn and Seader, 1987) as

p(2.4)=2-F(2) +(1-2)-F'(z,)-(2-12,)

Here, F'(z,) denotes the Jacobian of the residual

equations at the start iterate.
The Newton Homotopy has the advantage of
scale-invariance (Wayburn and Seader, 1987). How-

ever, the simple problem p(z,O) =0 may have sev-

eral solutions and infinite loops that do not cross
A =1 may result. Such tracks are called isolae (Choi
and Book, 1991). The Fixed Point and Affine Homo-
topies only contain a single solution to the simple
problem. Therefore, starting continuation inside an
isola is impossible. The Affine Homotopy is also
scale-invariant and the Fixed Point Homotopy is not
(Wayburn and Seader, 1987).

Affine and Fixed Point Homotopies in turn may
prescribe traces, which diverge toward an infinite
value of some elements of the unknowns z. Obvi-
ously, such traces cannot be followed numerically as
the arc length is infinite and because the sign may
change.

We note that (Chow et.al., 1978) provides theo-
rems on the success of the Fixed Point Homotopy
with probability one in the sense of a Lebesgue
measure. Success means that the track is of finite
length, bounded and free of singularities (with the
exception of turning points, which are not critical).
The associated coercivity conditions on the residual
equations were successfully employed in the area of
analog circuit simulators for example. However, it is
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neither possible to translate the boundedness condi-
tion on the solution of the residual equations F(z) nor
the Inner Product Condition on F(z) to general multi-
domain physical modeling as needed by a Modelica
model. The former is the case due to the existence of
unsaturated amplifier components, which arise in
several applications, and the latter due to the lack of
energy dissipation in component models to compen-
sate the effect of boundary conditions in several
physical domains other than electronics.

Solution of

unknown z Track diverges to +oo

Bifurcation

Regular path with turning points

0 Homotopy parameter \ 1
Figure 1: Illustration of failure modes of homotopy

In summary, the experience of the authors shows that
such established homotopy methods are not suffi-
ciently robust due to be above mentioned failure
modes. Furthermore, an implementation of the Fixed
Point Homotopy within Dymola 7, which was avail-
able since several years, did not provide indications
of increased robustness of this approach with respect
to the Newton solver in practical applications.

2.2 General Problem-Specific Homotopy

The issues in the general homotopies introduced so
far stem from continuously deforming two rather
unrelated systems of equations into each other. In the
case of the Fixed Point Homotopy the simplified
problem is the linear system z — z,.

The source of the problem is the “lack of addi-
tional information” that can be utilized for the solu-
tion. In order to improve this situation for Modelica,
a problem-specific homotopy is introduced:

e By deriving the simplified system from the ac-
tual system of interest, and

e Dby formulating the simplified system such that a
homotopy to the actual problem of interest be
free of singularities.

The formulation of the simplified system is problem-

specific and allows modelers to infuse their knowl-

edge about the physics of the problem into the way

the equation system is solved (cf. Introduction). The

approach is compatible with object-orientation and

declarative modeling and is understood as something
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introduced by domain experts to selected key equa-
tions. The goal is the formulation:

p(2.4) =1 -F(2)+(1-1)-F(z).
Here, F(z) is the actual problem and F(z) is the

simplified one. Based on a proposal by M. Otter, M.
Sielemann and F. Casella, the new built-in operator,
homotopy(--) was introduced in Modelica 3.2. It
depends on two arguments, namely actual, the
Real expression describing the actual problem, and
simplified, the Real expression corresponding to
the simplified problem. The Modelica translator can
then expand this operator according to the homotopy.
For the homotopy given above, which will be used
throughout the remaining part of this article, the ex-
pression
homotopy(exprl, expr2)

is thus expanded to

/I-expr1+(l —ﬂ)'expr2 .
In contrast to other language constructs, the benefit
of using this operator is that only one equation sys-
tem for any number of steps is needed for initializa-
tion, and that it is logically defined how to transform
one equation system into the other.

3 Implementation in Modelica Tools

The implementation of the new homotopy operator
in a Modelica tool is rather straightforward: During
the symbolic manipulation phase (BLT transforma-
tion, Pantelides algorithm etc.), the operator is
treated as a function with two arguments. When gen-
erating code, the tool has to conceptually perform
one homotopy iteration over the whole model and
not several homotopy iterations over the respective
local algebraic equation systems. The reason is that
the following structure can be present:
w, =f (x) //has homotopy operator
0=1,(Xx,x,w,,w,)

Here, a local non-linear equation system f; is present.
The homotopy operator is, however, used on a vari-
able that is an “input” to the non-linear algebraic
equation system and modifies the characteristics of
it. The only useful way is to perform the homotopy
iteration over f; and f, together.

This approach is “conceptual”, because more ef-
ficient implementations are possible, e.g. by deter-
mining the smallest iteration loop, that contains the
equations of the first BLT block in which a homo-
topy operator is present and all equations up to the
last BLT block that describes an equation system.
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Various continuation algorithms have been sug-
gested in literature, which are all suitable to trace
homotopies of the type considered herein (e.g. pseu-
do arc-length algorithms). Popular examples are
Hompack (Hompack, 2010) and Alcon2 (Elib, 2010;
Deuflhard et. al. 1987).

In order to validate the methodology, a test im-
plementation was developed by M. Sielemann,
which utilizes the Dymola software (Dymola 2010)
and the Loca continuation algorithms of Trilinos
(Heroux et. al., 2005). One practical advantage of
Loca over Hompack and Alcon2 is that the sensitivi-
ties of the homotopy with respect to the continuation
parameter A do not have to be provided. For Hom-
pack and Alcon? this has to be provided and had to
be implemented using finite differences. The
Loca/Dymola implementation has the following fea-
tures:

e [t provides three options for the treatment of the

suggested homotopy operator. Normally, it is ex-
panded to the given homotopy expression. Alter-
natively, simplified equation sets are obtained by
inlining either argument. In case of the simplified
argument, maximum structural simplifications of
the equation system result.

The user is able to manually prescribe whether to
use homotopy initialization or not. This is an im-
portant feature for library development and de-
bugging, and may be useful for users, too (e.g. if a
local gradient based solver converges to a mathe-
matically valid, but physically unreasonable solu-
tion or when a local gradient based solver does
not converge and a user does not want to wait at
the start of each simulation until the software real-
izes this and switches to homotopy initialization).

Verbose information on the homotopy is option-
ally provided, which is useful for library devel-
opment and debugging. In particular, the homo-
topy traces are visualized. Like this, it is possible
to reconstruct what happens during the solution of
the simplified problems and the homotopy trans-
formation.

Additionally, Dymola 7.5 Beta also supports the
homotopy operator. It was used for some of the ap-
plication examples.

4 Application Examples

In this section several examples are given how to
utilize the homotopy operator in different physical
domains in order to solve difficult initialization prob-
lems.
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4.1 Mechanical Systems with Kinematic Loops

Whenever kinematic loops are part of a mechanical
system, non-linear algebraic equation systems are
present. If these equation systems are solved numeri-
cally, the user has to provide guess values for the
iteration variables in order that the system can be
initialized. The issues are first demonstrated at hand
of a simple example, the four bar mechanism, see
Figure 2:

sphericalZpherical

rf'o_o"\.
P T o
sor(th2*rh2)
m=1

rod3
=z

T

n={0,01}

x

Figure 2: Four bar mechanism
(top: Modelica model, bottom: animation).

The four bar mechanism consists of 4 connected re-
volute joints where the rotation axes of the joints are
all parallel to each other. Since this mechanism is
over constrained (e.g., the forces perpendicular to the
kinematic loop cannot be uniquely determined), the
upper two revolute joints are replaced by spherical
joints which gives the same kinematic motion, but all
quantities can be uniquely computed. Since joint rl
shall be driven by a drive train, the angle of this
joint, “rl.phi” and its derivative are defined to be
states by selecting in the “Advanced” menu of joint
“r1” the option “stateSelect = StateSelect.always”.

This mechanical system gives rise to 9 nonlinear
algebraic equations that are transformed by Dymola
to one non-linear algebraic equation in one unknown.
This equation is the constraint that the distance be-
tween the two spherical joints is constant. Formally,
this nonlinear algebraic equation has the form:

0 = f(r1.phi, r4.phi)

where rl.phi is the “known” state and “r4.phi” is the
angle of the right lower revolute joint that is used as
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iteration variable. This nonlinear equation has two
solutions that correspond to the two configurations
of the mechanism. In order to initialize this mecha-
nism, a “guess” value for variable r4.phi has to be
provided.

It is always a useful strategy to define a mecha-
nism in a reference configuration in which all gener-
alized joint coordinates are zero and where all rele-
vant kinematic quantities can be easily determined.
When the mechanism is initialized in this way, the
nonlinear equations of the initialization problem are
fulfilled. In the case of the four bar mechanism, the
selected reference configuration (in which rl.phi =
r4.phi = 0) is selected such that the left bar is di-
rected along the y-axis and the lower bar along the x-
axis, respectively (see left part of Figure 3 below).

Problems arise, if the simulation of the mecha-
nism shall not start in the reference configuration,
but at a user-defined angle rl.phi = phi0. Depending
on the “guess” value of “r4.phi” the numerical solver
might no longer find a solution, or if it computes a
solution, it might be the wrong configuration.

In the example of Figure 3, a guess value of
r4.phi = 45° is selected and rl.phi is changed from
rl.phi = 0°, in steps to -20°. The initial solutions
found by Dymola are shown in Figure 3:

> >
{
g

Figure 3: Initial solutions:
(left: r1.phi = 0°, right: r1.phi = -20°)

Starting at about 18.9° the configuration is changing
to an undesired configuration. This type of initializa-
tion is not robust, since for every change of the ini-
tial states, all guess values need to be properly
adapted, which is usually difficult (not practical) if
the system is no longer in its reference configuration.

The homotopy operator opens up a completely
new direction: In the model of the revolute joint, the
equation for the joint angle is changed to

iT homotopylInitialization then

angle = phi_offset + homotopy(phi,0);
else

angle = phi_offset + phi;
end if;

where homotopylInitialization is a Boolean pa-
rameter that is set to true for rl and set to false for
r4. Furthermore, the start value of r4.phi = 0 (the
value from the reference configuration). The mean-
ing is that independently which start value is given

for rl.phi, the mechanism is initialized in its refer-
ence configuration rl.phi = 0 (where the nonlinear
algebraic equation is identically fulfilled) and then
rl.phi is moved by the homotopy method until it
reaches its start value. In every iteration a good guess
value exists from the previous step and therefore the
nonlinear equation is solved and remains in the con-
figuration of the reference configuration. As a result,
a very robust initialization of the mechanism is ob-
tained, see Figure 4:
-

Figure 4: Initial solutions for

rl.phi.start = 0°, -20°, -45°, -75°
The four bar mechanism was only introduced to
demonstrate the issues on a simple mechanism'.

The sketched initialization technique shall now be
applied on a much more involved example: A
“Delta” robot (Clavel 1990). This robot is commer-
cially available by several companies, e.g., by ABB
under the name “FlexPicker™™?. A suitable refer-
ence configuration of this robot is shown in Figure 5:

Figure 5: Delta robot in its reference configuration.

At the top, the robot consists of 3 actuated revolute
joints that each drives a parallelogram. Every paral-
lelogram consists of 4 spherical joints. In the bottom,
the three parallelograms are rigidly mounted on a
plate (in the figure visualized by a blue sphere that
marks the center of mass of the load body that is at-
tached to this point; in commercial robots, there is

' The equation system can be solved analytically when
using an Assemblies.JointRRR joint from the
Modelica.Mechanics.MultiBody library.

2 FlexPicker is a trademark of ABB.
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usually an additional revolute joint here). Overall,
this robot has 3 revolute joints, 12 spherical joints
and has 6 coupled kinematic loops. The robot has 3
degrees of freedom and can be controlled by the 3
revolute joints. By construction, the load plate is al-
ways parallel to the mounting plate on top, inde-
pendently of the actual joint angles. Within its work-
space, the robot can move very fast to a desired posi-
tion. Since the motors that are mounted on the top
plate are not moved, accelerations can be up to 30 g
and speeds of 10 m/s can be reached.

Both direct kinematics (= given the joint angles,
compute the position of the load), as well as the in-
verse kinematics (= given the load position, compute
the joint angles) give rise to nonlinear algebraic equ-
ation systems. The more complicated case is the di-
rect kinematic solution. When the robot is built up
with “Joints.SphericalSpherical” joints (that each
introduces a length constraint between two spherical
joints), then Dymola transforms the system of 87
nonlinear algebraic equations down to 6 equations. If
the joint angles are given, the resulting equation sys-
tem has 16 configurations, but only the one shown in
Figure 5 is the desired one. With the homotopy ini-
tialization, this system is initialized in the following
way:

1. In the reference configuration, the absolute posi-
tion r[3] of the center point of the load plate, as
well as the rotation angles phi[3] from the iner-
tial frame to the load frame can be easily analyti-
cally computed (r = {0, 0, -sqrt(L* — (r;+1,-13)%)},
phi = {0,0,0}). These values are provided as start
values to the load body (since Dymola selects
them as iteration variables of the nonlinear equa-
tion system).

The homotopy initialization of the revolute joints
is switched on. So, for given start angles, the ro-
bot always starts first in the reference configura-
tion and then moves the angles to the desired
start configuration.

Figure 6: Delta robot initialized in configuration
{45°, -45°, 30°}.
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Practical experience shows that within the technical
workspace of this robot, the initialization is very ro-
bust. A typical example is shown in Figure 6.

The path of the three position variables of the
load mass as function of the homotopy parameter
(computed with Loca) is shown in Figure 7. As can
be seen, the three paths are nearly linear and there-
fore even simple homotopy methods (like fixed step
methods) will work.

0.4

—&— body.frame_.t;[1]
—— hody frame_.r,[2]
—+— body.frame_.1;[3]

03

02r

IR

0

L1

02k

1]

0.3
0

L L L L L L L L L
0.1 0.z 03 04 05 o0& 07 08 o8 1

Figure 7: Homotopy path of the absolute position

variables for the initialization of Figure 6.

4.2  Analog Electronic Circuit

In electronic circuits, operation starts often after the
power supply is switched on. Power supply is in
most cases a constant operating voltage of 15V, 5V
or others, often a split supply with +15V and -15V is
used. After switching on power supply, an initial
value of all variables (voltages and currents) is
reached, especially capacitors are loaded. The state
in which no variable is varying any more is called
DC (direct current) operating point. Its calculation is
often a challenge for which homotopy operators are

useful.
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Figure 8: PID controller circuit with
1A741 operational amplifier.
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Figure 8 shows a simple PID controller circuit (7i-
etze and Schenk, 2002) using a pA741 operational
amplifier model (Horowitz and Hill, 1989) which is
composed of 21 NPN and PNP transistors of the
Modelica Standard Library, see Figure 9:
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Figure 9: Operational amplifier uA741 composed of
21 NPN and PNP transistors.

To compare the due power supply (VCC 15V, VEE -
15V) limited controller output with the ideal unlim-
ited behaviour, a mathematical PID controller model
is inserted in parallel. Typical simulation results with
a comparison of the two models are shown in Figure
10. Translating this circuit, results in a system of 240
nonlinear algebraic equations that is reduced by Dy-
mola to a set of 38 nonlinear algebraic equations that
have to be solved during initialization (during simu-
lation, only a system of 17 linear equations is pre-
sent). With Dymola 7.4 (and most likely also with
any other Modelica tool), initialization of this circuit
fails, i.e., the DC operating point cannot be calcu-
lated.

uATH 1 out v Yideal p2 v

[¥]

-20 T T T T T
0 1 2 3

Figure 10: Comparison of circuit PID with the ideal
mathematical PID controller.
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A successful initialization is possible by replacing
the constant supply sources VCC and VEE by ramp
sources which start at zero, followed by a transient
simulation until all variables remain constant. In gen-
eral, this way is cumbersome and error prone since
the circuit has to be changed manually. Furthermore,
the ramping up during a simulation introduces oscil-
lations and simulation has to be long enough until
the vibrations “died out”.

The situation changes completely, if the homo-
topy operator is used by changing the constant volt-
age model according to

model ConstantVoltage_ Homotopy
import Modelica.Electrical.Analog;
extends Analog. Interfaces.OnePort;
parameter Modelica.Slunits.Voltage

equation
\Y; homotopy(V,0.0);

end ConstantVoltage_Homotopy;

This definition starts the constant voltage at zero and
during homotopy initialization it is ramped up to the
desired voltage V. During the ramping, all deriva-
tives are zero and therefore it is a ramping along
steady-states. Simple homotopy algorithms fail in
this case. In this example, the Loca algorithm was
used to calculate the homotopy initialization. In
Figure 11 the non-trivial variation of an internal
voltage of the operational amplifier is shown with
respect to the homotopy variable A changing from
zero to one. Due to the sharp edge at 4 = 0.18, a
homotopy method with a variable step size is needed
in this case.

Continuation path for uA741.q17.NPN1.vbc

-10

-15

0

Figure 11: Homotopy path for a voltage variable of

the operational amplifier with respect to A.

4.3 Hydraulic Networks

Hydraulic networks are typically characterized by
the simultaneous presence of components with large
and small pressure losses, by mixing points, and by
nonlinear momentum balance equations, which de-
pend on the fluid properties, e.g., the density. As a
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result, the system of nonlinear equations during
steady-state initialization is typically large and
strongly nonlinear. Their numerical solution is there-
fore problematic, unless relatively accurate start val-
ues are set for the iteration variables.

L2

Figure 12: A hydraulic network.

system

An example case built with the ThermoPower 3 li-
brary is shown in Figure 12. A pump with a recircu-
lation and a control valve sucks fluid from a low
pressure source. The fluid is then mixed with the
flow coming from a second intermediate pressure
source through a short pipe, and further pumped
through a long pipe (with mass and energy storage)
into a high-pressure sink. The pressure losses in the
two pipes are small, compared to the pressure losses
across the valves and pumps.

The resulting initialization problem has 13 itera-
tion variables after tearing, among which two flow
rates and four pressures. If the start values of those
six variables are not accurately set, the standard non-
linear solver in Dymola fails to converge.

This initialization problem can be made much
easier to solve by substituting the original momen-
tum balance equations in the pump and pipe models
by linear, constant-coefficient ones, which are tuned
based on nominal operating data, and then by apply-
ing the homotopy transformation to bring the model
back to its original form.

More specifically, the pressure losses in the short
and long pipes are computed by linear mg,-dp rela-
tionships, passing through the origin and through the
nominal flow and nominal pressure loss point (these
data must be provided as parameters). In the case of
the pump, the tangent to the flow-head curve at the
nominal flow rate is used instead of the original
curve. By the simple substitutions of these two equa-
tions, the hydraulic problem becomes linear (two
linear systems with five and three unknowns), while
all the enthalpies and fluid properties are calculated
by simple assignments once the flow rates are
known. As a consequence, no start value at all is
required to guarantee convergence of the simplified
problem; the homotopy transformation then solves
the original nonlinear problem without further inter-
vention by the end user.

It is interesting to note that the homotopy paths of
the iteration variables are smooth and do not show

, Dresden, Germany, March 20-22, 2011

any kind of singularity or turning point even if the
actual steady state has a substantial mismatch with
the nominal data used to set up the simplified model.
As an example, Figure 13 shows the continuation
paths for two pressures and two flows if the valve V4
on the far right is closed by 90% at initialization,
thus reducing all flows in the circuit to a small frac-
tion of the nominal flow.
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Figure 13: Homotopy paths of 4 iteration variables.

4.4 Calibration of A/C Heat Exchanger

A typical problem in air conditioning system and
component design is to calibrate a heat exchanger
model to measurement data. This is performed using
steady-state initialization in a test bench with given
boundary conditions, like the one shown in Figure
14.
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Figure 14: Evaporator calibration test bench, from the
AirConditioning library.
Heat transfer on the air side can be correlated using

the Nusselt number, Nu = k. Dj,/Ar, which relates
the heat transfer coefficient k. to the hydraulic di-
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ameter Dy, and the fluid thermal conductivity A.
Normally, the calibration can be performed during
initialization by solving for Nu as an unknown pa-
rameter using initial equations.

parameter Modelica.Slunits.NusseltNumber

Nu_air(fixed=false, start=10)
"global Nusselt number™;

initial equation

hex.summary.Qdot_air

P_measured;

In most cases this solves perfectly fine using stan-
dard methods, and can be combined to calibrate sev-
eral parameters simultaneously, for example both
heat transfer and pressure drop. But sometimes it is
difficult to reach the desired solution, P_measured,
because it is close to the maximum cooling capacity.
The solver will then fail to converge.

Using the homotopy approach, the Nu-number
may be used as a control signal, starting at a given
value for which the steady-state initialization con-
verges, see the code below:

parameter Modelica.Slunits.NusseltNumber

Nu_air(fixed=false, start=10)
"global Nusselt number™;
parameter Modelica.Slunits.NusseltNumber
Nu_start=10 *"starting Nusselt number';
initial equation
0 = homotopy(

actual = hex.summary.Qdot_air - P_measured,
simplified = Nu_air - Nu_start);

The path that the homotopy solver takes can be illus-
trated with a plot of Qdot_air vs. Nu, see Figure 15.
The starting value is taken in the middle of the slop-
ing curve, and the solver will then converge to the
desired solution, if one exists. This method has been
used to calibrate over large sets of data with excel-
lent results.

hex.summary.Qdot_air P_measured

1E4

6E3 ‘
10 20

Nu_air
Figure 15: Steady-state performance of heat exchanger
as function of Nu-number on the air side. The solution

Nu_air =19.7 is very close to maximum Qdot=9420 W.

&3

S Ill-posed Examples

Unfortunately, it is quite easy to formulate ill-posed
problems with the homotopy operator, so that ini-
tialization will fail. Below, a number of simple ex-
amples are given to demonstrate different kinds of
issues.

5.1 Singular Simplified System

The “simplified” problem in the homotopy formula-
tion might be formulated too simple by removing all
dependencies of a variable, as shown in the next ex-
ample:

5
0

X + 2*homotopy(y,1)
2*x - homotopy(y,1)

Note, the “simplified” problem is actually:

5
0

X + 2
2*x - 1

and this equation system does not have a solution
although the “actual” problem has a solution. There
are different variants of this type of problem. For
example, the “simplified” system might remove
variables that are used as iteration variables in a sys-
tem of equations and then the system is singular, al-
though a different selection of iteration variables
might make the system regular.

Since such cases can easily appear, the minimum
requirement is that a tool reports these problems dur-
ing translation. Conceptually this is easy, by per-
forming an assignment for the “simplified” problem
which would fail (with good diagnostics), if this
problem is structurally singular.

A tool might also perform a more involved treat-
ment:

1. For the tearing algorithm, select only iteration
variables, that are appearing in the “actual”
and in the “simplified” problem formulation
(does not work for the problem above).

Solve simplified problem with symbolic ma-
nipulations (does not work for the problem
above).

Remove the homotopy operator from certain
equations, until the “simplified” system is
structurally regular. This would work in the
example above, e.g., by removing the homo-
topy operator from the second equation.

The homotopy formulation of appropriate
equations is changed. In the example above,
one can observe that the modeler defined with
the second equation that “y” shall be used for
the “actual” problem and “1” for the simpli-
fied” problem, i.e., the modeler defined “y=1"
for the “simplified” problem. This information
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allows to rewrite the second equation to:
homotopy(2*x,1) —y =0
which results in a regular “simplified” system.

5.2  Singular Intermediate System

Singular systems might also occur for a combination
of the “simplified” and “actual” problem formula-
tion, i.e., when 0 <A < 1. A typical example is the
following where homotopy moves from an “initial
state” to a “steady state” formulation (i.e., using
Fixed Point Homotopy):

model DoNotUse

Real x;

parameter Real x0 = 0
equation

der(x) = 1-x;
initial equation

0 = homotopy(der(x), x - x0);
end DoNotUse;

After the initial equation is expanded to
0=4-%+(1-24)-(x—x,)

the two equations can be solved for the unknown x
by eliminating the derivative of x:

(1+x0)/1—x0
24-1

X =

This equation has a singularity at A = 0.5, see Figure
16. A homotopy solver will usually not be able to
compute the solution and therefore initialization will

fail.
10

(=

IR LT

10!
Figure 16: Solution to ill-posed example for x, = 0.25

5.3  Bifurcation of Intermediate System

Ramping of boundary conditions is a straight-
forward way to employ homotopy. Some care has to
be taken however when using this pattern, which is
illustrated for a flip flop, see the simple analog elec-
tric circuit of Figure 17:

84
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Figure 17: Flip-flop circuit leading to several solutions
during the homotopy iteration.

This flip flop circuit has three steady state solutions
out of which two are stable. If a homotopy is con-
structed by ramping up the source voltage Vi, then a
bifurcation will show up in the homotopy track. This
bifurcation shows up at the point at which the base-
emitter junction of the transistor is triggered and the
three steady state solutions emerge. In non-trivial
applications, such bifurcations are numerically diffi-
cult to handle and shall thus be avoided under any
circumstances. The following figure illustrates the
homotopy trace that results in such a natural parame-
ter continuation strategy (also called source step-
ping). Here, a simple Ebers-Moll transistor model
was used.

Uucl (1)
up1 () of Aan
020 F g 1l
015 N
0.10 ] 2t
0.05 1t j
0.00 T 0 =
00 02 04 06 08 10 00 02 04 06 08 1.0
A A

Figure 18: Voltages at base and collector of
transistor 1 in flip-flop circuit. At A = 0.15
a bifurcation to three solutions occurs.

6 Conclusions

The homotopy operator introduced in to the Mode-
lica language in version 3.2 (Modelica 2010) opens
up completely new possibilities to robustly initialize
Modelica models. Several examples have been given
to demonstrate the usage in different domains. Addi-
tionally, large power plant applications with up to
671 iteration variables for steady-state initialization
are discussed in (Casella et. al. 2011). Due to the
successful applications, it is planned to introduce this
operator at appropriate places in to the next version
of the Modelica Standard Library, in order to im-
prove the initialization of Modelica user models.

As demonstrated by several examples in section
5, it is easy to misuse the homotopy operator result-
ing in failed initialization. As a “rule of thumb”, the
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homotopy formulation should not change the “struc-
ture” of the equation system, i.e., it should be based
on the simplification of terms, but not by solving a
completely different problem (e.g. moving from a
simplified system that is initialized at given states to
a steady-state formulation might easily fail, see sec-
tion 5.2). Furthermore, it is always useful to inspect
how the start-up of the “real” system works and
mimic this “start-up” with the homotopy formula-
tion, if this is possible.

There is still room for improving initialization.
One issue is that still guess values might be needed
for iteration variables (see, e.g., the Delta robot in
section 4.1) and the iteration variables are selected
by the tool. One remedy might be to introduce an
additional enumeration attribute for variables, such
as, “iterationSelect” that allows a library developer
to directly suggest useful iteration variables with the
enumeration values ‘“never, avoid, default, prefer,
always”, in a similar way as for the existing attribute
“stateSelect” to guide the state selection.
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Abstract

The steady-state initialization of large object-oriented
thermo-hydraulic networks is a difficult problem, be-
cause of the sensitivity of the convergence to the initial
guesses of the iteration variables. This paper proposes
an approach to this problem based on homotopy trans-
formation, detailing specific criteria for model simpli-
fications in this physical domain. The approach is suc-
cessfully demonstrated on large power plant test cases,
having several hundreds of iteration variables.
Keywords: ~ Thermo-hydraulic systems,
plants, steady-state initialization problems.

power

1 Introduction

Steady state initialization of large thermo-fluid net-
work is hard and often fails, even when using state-
of-the-art nonlinear solvers. This hampers the use of
object-oriented models in applications such as power
plant simulation, because of the difficulties encoun-
tered in getting a newly built model to actually sim-
ulate.

Currently, the only way to solve this problem is to
manually set good initial guesses for all the iteration
variables of the problem. This is rather inconvenient,
since the number of such variables can easily grow be-
yond a hundred or even a thousand, and also because
any tiny change to the model, or to the version of the
Modelica tool used to simulate it, can lead to a differ-
ent set of iteration variables and thus require a further
setting of intial guesses. This makes the initialization
activity tedious and very far from the concepts of mod-
ularity and object-orientation.

This paper presents an alternative approach to the
problem, based on homotopy transformation. The pro-
posed strategy is demonstrated by means of a proto-

type solver code on large-scale power plant test cases.

The paper is structured as follows: Section 2 gives
the basic of homotopy-based initialization of object-
oriented models and presents the test implementa-
tion of the solver. Section 3 introduces criteria for
the formulation of simplified models in the domain
of thermo-hydraulic networks. Section 4 illustrates
experimental results obtained large-scale models of
combined-cycle power plants, while Section 5 gives
concluding remarks.

2 Homotopy-based initialization of
object-oriented models

2.1 Problem definition

To encode initialization problems in Modelica, lan-
guage constructs such as initial equation sections are
defined. They introduce additional constraints, which,
together with all equations and algorithms that are
utilized during simulation, constitute the initialization
problem. The solution can then be used to assign all
variables, derivatives and pre-variables consistent val-
ues.

Formally, the resulting problem is an initial value
problem for a system of differential algebraic equa-
tions (DAE), 0 = F (x,x,w,t). Variables x are the state
variables, w are the algebraic unknowns, and 7 is time.
The initialisation problem prescribed by the model in-
troduces conditions such as the steady-state condition
X = 0 at some time t = fg. The differential algebraic
equation system is usually index reduced, i.e. it has in-
dex 1, which means that the following expression be
regular

[&F

ok 8F]_
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Formally, this problem usually results in a non-
linear system of algebraic equations that has to be
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solved numerically. Unfortunately, this does not al-
ways work robustly for industrial problems as the fre-
quently utilised gradient-based local algorithms such
as damped Newton Method offer local convergence
properties only (even when using so-called globaliza-
tions such as trust regions).

Several alternative methods are discussed in litera-
ture to solve the present problem more robustly. Ho-
motopy continuation is one of them and it is consid-
ered in this article to address the need for more robust
initialisation.

2.2 Established homotopy methods

Informally, using homotopy to solve nonlinear alge-
braic equation systems can be defined as follows.
First, one starts with a simple problem whose solu-
tion is known or easy to obtain and then continuously
deforms this simple problem to the difficult problem
of interest. Conceptually, this appears to be simple.
However, several details of these methods have to be
taken into account. In particular, the existence of the
homotopy path between the start and a solution, fi-
nite length, and nonexistence of singularities along the
track are not guaranteed.

In order to construct a homotopy, one needs the sys-
tem of residual equations of interest, F'(x), and another
one that is easy to solve F' (x). Here and in the remain-
der of this section, a generic vector of unknowns x is
indicating, including the state derivatives, states, and
algebraic unknowns. The two sets of residual equa-
tions are then deformed from one to the other via a
homotopy or continuation parameter A. A simple ex-
ample of such a deformation is a linear convex combi-
nation. In any case, the homotopy is then a system of
equations with one higher dimension and denoted by

p(x,A) =0.

The homotopy parameter is typically restricted to
some range, e.g. [0, 1], such that p (x,0) = F (x) =0 1is
solved easily and p (x,1) = F(x) = 0 is the system of
interest.

Many general-purpose homotopies are defined in
literature. For example, the Newton homotopy [3] is
defined as:

PA) =AF() +(1-A)x—x0), (1

where xg is a tentative estimate for the solution of
F(x) = 0. Other similar methods exist, such as the
fixed point homotopy and the affine homotopy. All
such methods exhibit convergence failure modes, as
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shown in Fig. 1, which render them not sufficiently
robust to alleviate the convergence issues described in
the introduction. Examples of these convergence fail-
ure modes are infinite loops without reaching A = 1
(isolae), which occur for the Newton homotopy, and
components of the solution vector wandering off to-
ward oo, as observed for the fixed point and affine ho-
motopies. Furthermore, bifurcations may arise along
the continuation paths, which are non-trivial to handle
numerically for industrial problems.

Additional reasons why established homotopy
methods are not considered a feasible solution to alle-
viate the need for a more robust initialisation method
are given in [1].

2.3 Problem-specific homotopy

In the established homotopies mentioned in the previ-
ous section, two rather unrelated systems of equations
are continuously deformed into each other; the radi-
cal difference between the two systems of equation is
arguably the cause of the singular homotopy pahts.
Therefore, we propose to introduce problem-
specific homotopies, where the simplified system is
derived from the actual system of interest and close
enough to it so as to avoid that the homotopy to the
actual problem of interest be free of singularities. The
formulation of the simplified systems is introduced by
domain experts, allowing them to infuse their knowl-
edge about the physics of the problem into the way the
equation system is solved. The approach is fully com-
patible with object-orientation and declarative model-

ing.
2.4 Test implementation

In order to validate the methodology a test implemen-
tation was developed. It was based on the equation-
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based object-oriented modelling language Modelica®
and the compiler Dymola® in versions 7.3 and 6.1.
Using this test implementation, homotopies such as

p(x,A) = AF (x)+(1—A)F (x)

can be formulated in a declarative way, where F (x)
is the actual problem and F (x) is the simplified
one. For this purpose,a function homotopy() was
introduced, that takes two input arguments, namely
actual, the expression describing the actual problem,
and simplified, the expression corresponding to the
simple problem. The Modelica compiler then ex-
panded this function according to the above-described
homotopy. For example, the expression

homotopy(actual=a*b, simplified=c/d)
was expanded to
Ala-b)+(1—=21)(c/d).

This idea has later on been included in version 3.2
of the Modelica language specification, where a built-
in homotopy () operator with the same semantics has
been introduced.

From the numerical side, the test implementation
utilised the LOCA continuation algorithms of Trili-
nos [2]. A list of the main features of the test imple-
mentation is given here.

First of all, the algorithm provided three options for
the implementation of the homotopy() function. In
order to numerically solve the simplified problem as
easily as possible, a version of the function that re-
turned the simplified argument was inlined, in or-
der to obtain the maximum structural simplification of
the corresponding system of equations. For the ho-
motopy transformation, it was expanded to the given
homotopy expression. For the dynamic simulation of
the system, after initialization, an inlined version re-
turning the actual argument was used.

The user was able to manually prescribe whether to
use homotopy initialisation or not. This is an impor-
tant feature for library development and debugging,
and may be useful for end users, too (e.g., if a local
gradient based solver converges to a mathematically
valid, but physically unreasonable solution or when a
local gradient based solver does not converge and a
user does not want to wait at the start of each simula-
tion until the software realised this).

The user was able to specify that the simplified
problem only should be solved. This feature is essen-
tial for library development, when one must analyze
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the properties of the simplified model, to understand
whether it is good enough to provide a robust numeri-
cal initialization to the homotopy transformation, or if
it is necessary to proceed further in the simplification
process.

Verbose information on the homotopy was option-
ally provided, which was useful for library develop-
ment and debugging, and the homotopy traces of all
the iteration variables of the nonlinear system of equa-
tions were recorded for later visualisation and analy-
sis.

Last, but not least, the underlying solver was able
to follow homotopy traces with turning points, should
they arise during the transformation.

3 Homotopy-based initialization of
thermo-fluid network models

3.1 Basic principles

The basic idea is to formulate a simplified model
which is easier to solve without the need of accu-
rate start values, but which is on the other hand close
enough to the actual problem to avoid singularities
during the homotopy transformation. Three goals
must be pursued:

1. The simplified model should approximate the ac-
tual model around the nominal operating point
of the plant, in order to have a solution which is
close to that operating point, and thus physically
meaningful.

2. The simplified model should be close enough to
the actual model that the homotopy transforma-
tion from the simplified to the actual problem
gives rise to smooth transformations of all the it-
eration variables, with no singularites, no bifurca-
tions, and possibly no turning points, even though
the latter ones can be handled by continuation al-
gorithms such as LOCA.

3. The numerical solution of the simplified model
should converge with rough (default, or nominal-
parameter based) initial guess values, either set
by default or based on parameters specifying the
nominal operating point. This avoids the need of
manually setting start values for the iteration vari-
ables of the specific system at hand, whose set
is difficult or impossible to determine a-priori by
the end user, as it is usually the result of sophisti-
cated (and often proprietary) tearing algorithms.
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3.2 Formulating the simplified model

The simplified model should be initialized at steady
state as the actual problem, in order to avoid unphys-
ical situations, so the initial equations (der(x) = 0) are
not changed. The general guideline is to approximate
a few model equations so that the implicit system of
equations corresponding to the steady-state initializa-
tion problem has the minimum number of unknowns
and is as linear as possible. Noting that a linear prob-
lem can be solved by the standard Newton algorithm
exactly in one iteration, one can expect that in general
the less nonlinear the problem is, the less sensitive to
start values the convergence will be.

Ideally, the simplified model could be obtained by
linearizing the actual model close to the initial steady
state. In practice, this is not a good idea for two rea-
sons. First of all, this strategy would require to modify
a large fraction of the model equations (all the nonlin-
ear ones). Secondly, obtaining such linearisation re-
quires to know the steady state values of all the vari-
ables, which are yet to be determined. The idea is
then instead to simplify only those few equations that
mostly contribute to the nonlinearity of the large im-
plicit system of equations of typical steady-state ini-
tialization problems.

Power plant models are essentially thermo-
hydraulic networks with non-trivial fluid models
(ideal gases with temperature-dependent c¢, and
vaporizing fluids, usually water), exchanging heat
by convection through heat exchanger walls. The
main sources of nonlinearities in the steady state
initialization problem are now listed.

1. Momentum balance equations: pressure-flow rate
relationships are usually quadratic and depend on
upstream properties, such as density and viscos-
ity, which in turn depend on thermal variables and
on the flow direction.

2. Energy balance equations have the form
Y jwjhj+Y;Q; =0, thus are nonlinear in the
mass flow rate - specific enthalpy products w;h;.

3. The upstream enthalpy appearing in energy bal-
ance equations of components allowing flow re-
versal depends on the direction of the flow.

4. Flow-dependent heat transfer coefficients 7y in-
troduce nonlinearities in heat transfer equations

O = ¥YS(Ttiuia — Twanr)-

5. Temperature-enthalpy relationships are nonlinear
in both ideal gas and water/steam models.
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6. Controllers influencing flow rates through, e.g.,
valve openings, pump speeds, etc., and whose
controlled variables are instead related to energy
flows or storage, e.g., turbine power, boiler pres-
sure, introduce nonlinear couplings between hy-
draulic and thermal equations.

7. Controllers with control signal saturations intro-
duce nonlinearities in the system model.

Note that many other nonlinear equations which are
present in the model are irrelevant for the steady-state
initialization, because they only involve the dynamic
behaviour, which is by definition not considered if all
derivatives are zero. For example, the dependency on
pressure and temperature (or specific enthalpy) of the
fluid compressibility Z—Z, which enters the left-hand-
side of dynamic mass balances, is irrelevant in the de-
termination of the steady state. Therefore, if structural
analysis is applied to the initialization problem, the
computation of those quantities will be moved after the
core implicit system of equations in the BLT transfor-
mation, and they will be computed explicitly as a func-
tion of the already computed thermodynamic states,
e.g., (p,T) or (p,h). Consequently, it is only neces-
sary to worry about those equations and those vari-
ables which are strictly necessary to solve the steady-
state equations, where one assumes that all derivatives
are equal to zero.

3.2.1 Momentum balance equations

The most important source of nonlinearity in the
steady-state initialization problem is given by the mo-
mentum equations, which are usually quadratic in the
flow rate, due to the friction term. When low pressure
losses are modelled, the flow rate is highly sensitive
to pressure errors: a small error in the pressures dur-
ing the first Newton iterations can cause large errors in
the flow rates, which in turn cause large errors in the
energy balance equations, possibly bringing the spe-
cific enthalpies out of their validity range of the fluid
model. Furthermore, the dependence of the momen-
tum balance on the fluid properties introduces a non-
linear coupling between the hydraulic equations, de-
scribing pressure-flow relationships, and the thermal
equations, describing energy storage and heat transfer.

All these problems are removed if the momen-
tum balances are substituted with linear constant-
coefficient pressure-flow rate relationships. These can
be based on nominal operating data (nominal pressure
drop, nominal flow rate), which are often already in-
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cluded among the component parameters, and are usu-
ally known in advance from overall plant design data.
Friction losses can be approximated by a linear func-
tion passing through the origin and the nominal oper-
ating point:

_ Whom A
Apm)m
Static head terms can be computed using a constant

known nominal density:

w

2)

3)

The flow characteristic of turbines can be approxi-
mated by a linear pressure-flowrate realationship:

APstatic = Prnom&H

— Wnom

w =
Apnom

“4)

Control valves can be represented by a simplified
equation, where the flow rate is both proportional to
the pressure difference Ap and to the valve opening o:

Wnom A

w=a . 5)
Apnom P

This equation is still significantly nonlinear and might
cause problems, in particular if ¢ is the output of a
controller (e.g., in the case of level controller for drum
boilers). In this case, it is possible to further simplify
the equation, making it linear, by removing the depen-
dency on Ap:

(6)

Pump characteristics cannot be reasonably repre-
sented by a curve passing through the origin. In this
case, it is convenient to use a linearised version of
the characteristic curve, computed around the nominal

flow rate, head, and pump rotational speed.

The simplified models are then written together with
their actual counterparts, using the homotopy () oper-
ator. A few examples from the ThermoPower library
are shown here for the sake of the example:

W= OWyom-

// Pressure loss component
pin - pout =
homotopy(smooth(1, Kf*squareReg(w,wnom*wnf))/rho,
dpnom/wnom*w) "Flow characteristics";

// Valve for incompressible fluid
w = homotopy(FlowChar(theta)*Av*sqrt(rho)*sqrtR(dp),
theta/thetanom*wnom/dpnom*dp) ;

// Pump

function df_dq = der(flowCharacteristic, q_flow);

head = homotopy((n/n0) ~2*flowChar(q*n0/(n + n_eps)),
df_dq(q0)*(q - qO0)+
(2/n0*flowChar(q0) - q0/n0*df_dq(q0))*(n - n0)
+ head0);

// Turbine
w = homotopy(Kt*partialArc*sqrt(p_in*rho_in))#*
sqrtReg(1 - (1/PR)"2),
wnom/pnom¥p_in) ;

In some cases, the structure of the system of equa-
tions corresponding to the simplified steady-state ini-
tialization is such that, with these simplifications, the
steady-state hydraulic equations are completely de-
coupled from the steady-state thermal equations. In
those cases, the BLT algorithm will split the system
of equations into two smaller subsystems. First, the
hydraulic equations alone will be solved, determining
the pressures and flow rates. Since all the involved
equations are now linear, the problem is solved easily
and without any concern about convergence and ini-
tial guess values. Subsequently, the thermal equations
will be solved, but since the flow rates are now known,
a major source of nonlinearity, i.e., the w;h; products
in energy balances, will be gone, thus making it easier
to solve the thermal equations as well.

Other cases will not be this easy. Consider for ex-
ample a Rankine cycle with a circulation boiler. Even
though the simplified flow equation for the turbine is
linear, it is apparent how the steam flow rate essen-
tially depends on the heat input, which determines how
much steam is produced. Consequently, the hydraulic
and thermal equations will be coupled in this case,
even when considering the simplified model. Anyway,
a larger part of the equations in this system will be
linear, thus easing the convergence of the nonlinear
solver. More opportunities for efficient tearing will
also be available, since a larger fraction of equations
can be symbolically turned into an explicit assignment.

3.2.2 Energy balance equations

The nonlinearity in this case stems from the w ;i ; prod-
ucts in the steady-state energy balances. It is not as
hard as in the case of momentum balances for small
pressure losses, but it can still give rise to significant
problems: if during iterations, the mass flow rate is
wrong by a factor of, say, two, then also enthalpy
changes will be off by the same factor, which could
cause out-of-bounds problems with the fluid property
computation routines.

The best way to get rid of this problem is to use the
nominal flow rates instead of the actual flow rates for
the simplified initialization problem; by doing so, the
energy balance equations become linear, and are thus
solved without major problems. Unfortunately, spec-
ifying all the nominal flow rates is rather impractical
for multiple-port mixing components such as storage
and storage-less mixing volumes, steam drums, steam
headers, etc. Furthermore, if all of those nominal val-
ues were not set to correct values, considerable errors
could arise in the computation of the enthalpies, that
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could hamper the convergence of the simplified prob-
lem.

A reasonable compromise, which allows to get rid
of most w jh j-type nonlinearities in typical power plant
models, is to using the nominal flow rate in the en-
ergy balance equations for both sides of heat exchang-
ers, instead of the actual flow rate. The values of the
nominal primary and secondary flow rates are usually
known for all heat exchangers in a plant, only two pa-
rameters are needed per heat exchanger, and a lot of
nonlinear equations are turned into linear equations,
since there are 2N such energy balance equations in
a heat exchanger having N discrete volumes on each
side, and there are usually many heat exchangers in a
given plant model. It is assumed that the few remain-
ing nonlinear energy balance equations (contained in
mixers, drums, steam headers, etc.) will be handled by
the nonlinear solver without major problems.

Note that this approximation effectively removes
the dependency between the flow rate and the outlet
temperature of the fluid. This might then prove prob-
lematic in all those cases where a temperature con-
troller is used to keep the outlet temperature at a given
set point, because the corresponding simplified equa-
tions might become singular or ill-conditioned. In
those cases, it is necessary to open the temperature
feedback loop in the simplified problem - see below
Sect. 3.2.6.

3.2.3 Dependence of the upstream enthalpy on the
direction of the flow in energy balances

If flow reversal is allowed, the specific enthalpy of flu-
ids entering and leaving control volumes where mass
and energy balances are formulated are calculated us-
ing the upstream discretisation scheme, e.g.:

h=ifw>O0then hem‘ering else hinternal

(7)

The discontinuity might be smoothed out in the neigh-
bourhood of w = 0, but in any case these equations
introduce a strong nonlinearity, if not a discontinuity,
in the steady-state equations.

If the hydraulic equations of the simplified problem
are completely decoupled from the thermal equations,
then this is not a problem: the values of all flow rates
will be computed by solving the linear hydraulic equa-
tions; then, the flow rate w will no longer be an un-
known when (7) will be solved. In general, this de-
coupling cannot be performed, as discussed in the pre-
vious sub-section. Upon initialization, however, one
can assume that the flow rate will have the design di-
rection, so a simplified equation can be written under
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that assumption, e.g.:

(®)

h = hentering

For example, this is how the specific enthalpy at the
inlet port of a mixing volume is computed in the Ther-
moPower library:

hi = homotopy(if not allowFlowReversal
then inStream(inlet.h_outflow)
else actualStream(inlet.h_outflow),
inStream(inlet.h_outflow));

3.2.4 Flow-dependent heat transfer coefficients

Convective heat transfer is represented by equations
such as

0= ’}/S(Tfluid - Twall) )

Simpler models assume a constant heat trasfer coeffi-
cient 7, so the equation is linear. More accurate mod-
els instead compute 7y as a function of Reynolds and
Prandtl numbers, which depend on the flow rate, as
well as on the density, viscosity and thermal conduc-
tivity of the fluid, and possibly also on the wall tem-
perature. All these dependencies introduce consider-
able nonlinearities, as well as coupling between the

hydraulic and thermal equations.

The obvious strategy for simplified problem formu-
lation is to use the nominal value of Y instead of the
actual one, thus making equation (9) linear, e.g.:

wall.gamma[j] = homotopy (
gamma_nom*noEvent (abs (infl.m_flow/wnom) “kw) ,
gamma_nom) ;

3.2.5 Temperature-enthalpy relationships

Temperature profiles and transferred thermal power
in heat exchangers are determined by the interplay
between heat transfer, which is driven by tempera-
ture differences, and convective transport of heat by
the fluid, which is described by enthalpy differences.
The temperature-enthalpy relationships are therefore
involved in the steady-state equations describing heat
exchangers, namely & = h(T) for ideal gases and T =
T(p,h) for vaporizing fluids.

In the case of ideal gases, the function is approx-
imately linear over significant ranges of 7', since its
derivative, the specific heat ¢, does not change too
much with the temperature. This is also the case for
the vaporizing fluid, as long as the function is evalu-
ated on the correct side of the saturation curve: the ¢,
of liquid water does not change dramatically with tem-
perature, nor does the ¢, of steam, with the exception
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of the transcritical region and of a thin region just out-
side the saturation curve. On the other hand, substitut-
ing those functions with linear approximations which
are consistent with each other is not trivial and would
require substantial changes to the code of the original
fluid model.

The strategy for the homotopy is then to rely on the
fact that these functions are only mildly nonlinear, so
they should not cause major convergence issues, of
course as long as they are called in their range of va-
lidity. Therefore, the corresponding function calls are
left untouched in the simplified model.

It is however essential to select reasonable start val-
ues for the gas temperatures, so that the guess values
used for the first Newton iterations are already in the
correct temperature range, as far as ¢, is concerned;
the precise numerical value of start attribute is not crit-
ical. As concerns the vaporizing fluid properties, start
values should be selected so that the first Newton iter-
ations compute the properties on the correct side of the
saturation curve, i.e., subcooled liquid or superheated
steam.

The user input is therefore a very rough temperature
value for the gas side (say, 400 rather than 600 or 800
K, for standard flue gas heat exchanger), and the indi-
cation of a nominal pressure and of the phase (liquid or
vapour) for the vapour size, that can be used internally
in the model to compute start values of the specific
enthalpies corresponding to well-subcooled liquid and
well-superheated steam.

Evaporating pipes are less critical from this point of
view, because in a two-phase mixture the temperature-
enthalpy relationship becomes flat, i.e. the tempera-
ture no longer depends on the enthalpy, but only on the
pressure, which usually does not change much across
the pipe length.

3.2.6 Controllers acting on flows and controlling
energy-related quantities

It is often the case that the plant model is complete
with controllers, and that the goal is to initialize the
whole controlled system in steady state. If the con-
troller is active and contains some integral action on
the error, the steady-state equations are equivalent to
the equation

Y= DYsps (10)

where yy,, is the value of the set point. This equation,
coupled with the rest of the plant model, implicitly de-
termines the value of the control value, e.g. a valve
opening or a pump rotational speed.
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If the control variable directly influences a flow rate,
and the controlled variable is manly determined by the
energy flows, (10) introduces a strong nonlinear cou-
pling between the hydraulic equations and the thermal
equations, thus hampering the solver convergence.

Consider the following example. The last econo-
mizer stages of a heat recovery steam generator usu-
ally allow to modulate a recirculation flow in order to
control the outlet temperature of the preheated water
to the desired value. In order to change this value,
valves or pump speeds must be changed, that can also
affect the water/steam flow through the evaporator and
superheater, thus greatly influencing all the thermal
power transfer phenomena across the steam generator.
During the first iterations of the nonlinear solver, the
gas temperature near the exhaust can be quite differ-
ent from its design value: this causes the recircula-
tion flows to be also different from the design values,
thus influencing the evaporator and superheater flows,
which in turn affect the temperature of the gas heating
them. In the end, the solver might get stuck far away
from the sought after solution even when considering
the simplified equations for the physical model.

Should this happen, it usually is possible to roughly
estimate what the value of the control variable will be
in the nominal operating point of the plant. It is then
possible to remove the above-described nonlinear cou-
pling by using a simplified model of the controller that
just outputs the start value of the control variable. Of
course this means that the steady-state operating point
of the simplified model will be slightly off with re-
spect to the correct value, but this is not a problem,
as long as the operating point is physically meaning-
ful and not too far from the exact solution. The ho-
motopy transformation will then slowly introduce the
closed-loop controller action, thus smoothly bringing
the controlled variables to their set points at the end of

the homotopy transformation.

In some cases, an explicit controller model is not
included in the plant model, and the steady-state oper-
ating point is just obtained by adding equations such
as (10) for the desired outputs (inverse initialization).
In this case, those equations should use the homotopy
operator to blend the prescribed control value (simpli-
fied model) with the prescribed output value, e.g.:

0 = homotopy(valve_opening - valve_opening_nominal,
T_out - T_out_nominal);
3.2.7 Controllers with control signal saturations

It is often the case that controllers in controlled plant
models include saturations, i.e., limitations in the con-
trol variable range. If the saturation limits are wide
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enough, then they are actually irrelevant: the controller
is modulating, and the effect of the controller is equiv-
alent to the steady-state equation on the integral action.
This is in turn equivalent to (10), which implicitly de-
termines the value of the control variable, within the
saturation limits. On the other hand, if an out-of-bound
control action would be required to attain the set point,
then the saturation is engaged, equation (10) no longer
holds and is replaced by either

(11

U = Umax

or
(12)

U = Umin-

Irrespective of the way the saturating controller
is actually implemented (e.g. with or without anti-
windup action), the above scenarios always hold, in-
dicating a strongly nonlinear behaviour of the corre-
sponding system of equations. In other words, letting
the solver figure out which controllers are in a mod-
ulating state, which are saturated high and which are
saturated low corresponds to solving a highly nonlin-
ear problem, with potentially combinatorial complex-
ity, which can cause serious convergence problems to
the solver.

Doing so is however not necessary in general, since
the status of the controllers in the nominal operating
point is usually well known. In case it is known in
advance that the controller will be modulating, then
the saturation limits can be removed in the simplified
model, thus making the model linear. In case it is
known in advance that the control output will be sat-
urated at the maximum or minimum limits, then the
saturation equation is replaced with an equation stat-
ing that the control output is fixed at the maximum or
minimum value.

Note that this functionality can be merged with
the functionality described in the previous subsection.
Summing up, the simplified model should either re-
move the saturation limits from the output, or hold the
output at a fixed value, which might be a specific nom-
inal value, the maximum, or the minimum, depending
on the situation.

3.3 Solving the simplified model

It is apparent that all the above-described simplifica-
tion strategies reduce the couplings between equations
and the nonlinear effects, compared to the actual ini-
tialization problem. In order to take full advantage of
these simplifications and ensure the highest chance of
convergence, it is recommended that the tool applies
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structural analysis and optimization (BLT transforma-
tion, tearing, etc.) to the simplified initialization prob-
lem, obtained by replacing all instances of the homo-
topy() operator with their simplified argument.

When this is done, then the iteration variables of the
initialization problem, i.e, the tearing variables, typi-
cally belong to these categories:

e Gas-side temperature distributions in heat ex-
changers

e Wall temperatures distributions in heat exchang-
ers

e Water/steam side enthalpy distributions in heat
exchangers

e Steam drum pressures

o A few other flow rates and pressures

The first two sets will need very rough start values
(say 400, 600 or 800 K, depending on the heat ex-
changer); there will be no need at all to provide es-
timates of the actual temperature distributions within
heat exchangers. The third set also requires very rough
start values (subcooled liquid or superheated steam,
depending on the case). Therefore, appropriate start
values can be set for all these variables in the model,
based on a a couple of numerical parameters in the heat
exchanger component, whose precise value is not at all
critical for convergence. Steam drum start values can
be easily supplied based on nominal operating point
data. If the flow rates belong to heat exchanger compo-
nents, a nominal value is already available, since it is
required to perform the energy balance equation sim-
plification, so it can also be used to set the start value.

In some cases, there might still be a very few re-
maining iteration variables that don’t have any mean-
ingful start value, causing the solver to fail. These can
be fixed on a case by case basis, or by adding suitable
start and/or nominal parameters to the corresponding
library model. Ideally, required start values should be
inferred from parameters of the component which give
information about the nominal operating point, with-
out the need of extra ad-hoc input by the end-user.

3.4 Steady-state initialization far from the
nominal operating point

The simplified problem has been designed to approx-
imate the actual problem at the nominal operating
point. What if one wants to initialize the plant at a
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different operating point, e.g. 40% load, instead of the
nominal 100% load?

One idea in this case is to use the homotopy() oper-
ator to parameterize the signal sources that define the
operating point. For example, if the load set-point is
generated by a step or ramp source, one might write
homotopy (40, 100) as the offset value. This means
that the simplified initialization problem is actually
solved with an offset of 100%, i.e., at full load; dur-
ing the homotopy transformation, while the problem
is brought to its actual form, the load is also progres-
sively reduced to 40%, thus eventually converging to
the required steady state.

It has been verified in a number of test cases (see
next Section) that this additional mismatch between
simplified and actual model does not lead to any sin-
gularity of the solution during the homotopy transfor-
mation, and guarantees successful convergence of the
actual initialization problem.

Should this not be the case, two homotopy trans-
formations should be performed in sequence: first the
simplified problem at nominal load should be trans-
formed to the actual model, also at nominal load; then,
the load set point should be reduced, therefore realis-
ing a quasi-static change of the operating point from
full load to partial load, which should pose no prob-
lems. Unfortunately this is not possible with the cur-
rent definition of the homotopy() operator, which only
allows for a single, system-wide transformation.

4 Experimental results

The general ideas illustrated in the previous sections
has been implemented in the version 3 of the Ther-
moPower library [4]. The library has then been used
to build a series of test cases of increasing complex-
ity, culminating in the complete model of a combined-
cycle power plant, whose heat recovery steam genera-
tor (HRSG) includes 15 different heat exchangers. A
few extra parameters for nominal values required by
the simplified model had to be added to the formerly
developed heat exchanger models; however, they are
a very small fraction of the number of parameters al-
ready needed to set up those models and, as noted in
the previous section, their numerical values need not
be precise by any means. Furthermore, and more im-
portant, these parameters are set once and for all in a
given plant model and need not be changed on a case-
by-case basis depending on the choice of start values
of the Modelica tool.

For the simpler cases, homotopy was actually not

necessary to solve the initialization problem, but as the
complexity increased, more and more cases fail to ini-
tialize when the built-in solver of Dymola is used, be-
cause of initial guesses which are not accurate enough.
All the simplified models converged without problems
(as long as the nominal parameter gives a correct or-
der of magnitude for all the iteration variables) and the
homotopy paths of all the iteration variables proved to
be smooth and devoid of turning points or worse sin-
gularities.

The three largest and hardest-to-solve cases are
briefly documented here. The model describes a com-
plete combined-cycle power plant. The three levels of
pressure HRSG includes 15 heat exchangers, each one
discretized by finite volumes and with flow-dependent
heat transfer coefficients. The steam turbine system
includes a condenser model and a pumping system
model, so the water/steam cycle is closed. The tur-
bines operate in sliding pressure; control loops are
included to control the steam drum levels, the super-
heater outlet temperatures, the economizer outlet tem-
perature, and the combined electrical power output of
the gas and steam turbines. Three variants have been
considered:

1. reference plant model, initialized at 100% load;
2. reference plant model, initialized at 60% load;

3. detailed plant model, with two parallel HRSGs,
common steam collector and steam turbine sys-
tem, also initialized at 100% load;

The initialization problem of case 1. has 345 iter-
ation variables. During the homotopy transformation,
no variable shows bifurcations or turning points. Most
variables change by less than 5% between A = 0 and
A = 1. The outputs of the superheaters and reheaters
temperature controllers (which are fixed to the start
value at A = 0 and work in closed loop at A = 1) show
the biggest variations, but change smoothly and with-
out singularities during the homotopy transformation.

The computation of the transformation took 8 steps
and 40 seconds using the test implementation, running
on a 2.26 GHz P9300 Intel processor. For the sake of
the example, Fig. 2 shows some representative plots
of iteration variables during the transformation.

Case 2 has the same number of iteration variables,
but now the homotopy transformation also involves
bringing down the load from the nominal 100% value
to 60%, so it is a bit more involved, because the val-
ues of the initial steady state significantly differ from
the nominal values. This time, the transformation re-
quired 37 steps and took 100 seconds to compute. Fig.
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Figure 3: Homotopy paths for 60% load initialization

3 shows the plots of the same iteration variables con-
sidered in the previous case: it is apparent how the
change in the values is now substantial, since it in-
volves a large change in the operating point, but the
transformation is nevertheless smooth and without sin-
gularities.

Case 3, which includes two HRSG models in par-
allel, has 673 iteration variables. The transformation
took 7 steps and 170 seconds of CPU time to be per-
formed. The plots of the iteration variables are similar
to those shown in Figure 2 as expected, since also in
this case the system is initialized at 100% load.

As a final consideration, note that the experimen-
tal code uses a brute-force numerical approach to
compute the Jacobian, which can be computed in a
much more efficient way by exploiting its sparsity
pattern. Furthermore, not much time has been de-
voted to the optimal setting of the continuation solver.
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A production-quality implementation is therefore ex-
pected to be substantially faster to perform the trans-
formation shown above.

5 Conclusions and outlook

A strategy for robust and reliable steady-state initial-
ization of large thermo-hydraulic system has been pre-
sented in this paper. The basic idea is to simplify a few
selected equations in order to form a simplified ini-
tialization problem that is easily solved, without need
of setting accurate start values for the iteration vari-
ables; subsequently, smoothly transform this problem
into the actual problem of interest, getting its initial-
ization by continuity.

The proposed strategy has been demonstrated by
means of a test implementation of the homotopy ()
operator, applied to large models of combined-cycle
power plants with up to 671 iteration variables. All the
examined test cases were solved successfully and the
homotopy paths of all the iteration variables did not
show singular behaviour of any sort, thus confirming
the validity of the selection criteria for the simplified
model.

By adding a few more parameters to the model, indi-
cating nominal values (without need of particular ac-
curacy), the proposed method completely eliminated
the need by the end user of setting start values on the
particular problem at hand, in order to ensure conver-
gence. The authors thus argue that they have demon-
strated a truly modular and object-oriented approach
to reliable steady-state initialization for large thermo-
hydraulic networks.

The availability of built-in, fast and numerically
well-behaved homotopy methods in Modelica tools
would make this approach a lot more user-friendly
than using the prototype implementation employed for
this study, which was only meant to demonstrate the
soundness of the proposed approach from the point of
view of the mathematical modelling involved.
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Abstract

Initializing a model written in Modelica translates
to finding consistent initial values to the underly-
ing DAE. Adding initial equations and conditions
creates a system of non-linear equations that can
be solved for the initial configuration. This paper
reports an implementation of Newton’s method to
solve the non-linear initialization system. This
implementation also uses a regularization method
to deal with singular Jacobians as well as sparse
solvers to exploit the sparsity structure of the Ja-
cobian. The implementation is based on the open-
source projects JModelica.org and Assimulo, KIN-
SOL from the SUNDIALS suite and SuperLU.

Keywords: initialization; Newton’s method; reg-
ularization; JModelica.org; Assimulo; KINSOL;
SuperLU

1 Introduction

The initialization of a Modelica model is equiva-
lent to finding consistant intial values to the un-
derlying DAE:

F (x,x,w,t) =0 (1)

Here x € R™ are the states and x € R"* their
time derivatives. w € R™ are the algebraic vari-
ables and t is the time.

In JModelica.org, initialization is performed by
creating a system of, often non-linear, equations

*/** Lund University
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SE-22100, Lund, Sweden
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called the initialization system:

Fo (x,x,w,t) =0

(2)

The system F consists of the equations describ-
ing the derivatives and algebraic variables in (1),
and in addition, F( also contains information such
as initial equations and fixed start values. How
Fy is formed is explained in Section 2. The non-
linear system of equations (2) can be solved in a
multitude of ways. This paper focuses on one of
the most common, Newton’s method.

To simplify notation the three vectors solved for,
X, x and w, are grouped together by the notation
u = [Xx;x;w] with u(()k) being the values of x, x
and w at time ¢ = 0 and iteration k.

Being initialized by an initial guess ug, Newton’s
method is basically an iteration over the following
three steps:

(0)

1. Calculate a direction uy~ by solving
J (u(()k)) Au = —F (u(()k)) (3)
where J (uék)) and Fy (u(()k)> are the Jaco-
bian and the residual calculated at the current
iterate k.
2. Update u(()kH):
u = ul? 4 pAu (4)
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where 0 < p < 11is a parameter that is used to
increase the convergence radius, for example
using linesearch [5|. If g = 1 then the method
is Newton’s classical method.

. Check for convergence, and if the stopping cri-
teria are fulfilled, return the result.

This paper will, as the title suggests, improve
Newton’s method to suit it better to initializing
models written in Modelica. The improvement is
focused on the first of the three steps constituting
Newton’s method, the solving of equation (3). Two
issues are treated:

e An initial guess sometimes results in a sin-
gular Jacobian, so that the linear equation
system no longer has a unique solution or a
solution at all. In these cases a special regu-
larization procedure has to be applied before
the linear system can be numerically solved by
e.g. LU factorization. This will be discussed
in this paper.

For

J (u(()k)) is sparse, a justification for this will

large Modelica models the matrix

be given later. In this case it is interesting to

(k)
0

sparse format and using a sparse linear solver
such as SuperLU [12]. This paper will discuss
whether, or when, such an implementation is
advantageous or not.

look at representing the matrix J (u ) in a

JModelica.org and initializa-

tion

The initialization problem is generated in JModel-
ica.org upon compilation. The system to be solved
at initialization is (1) with additional initial equa-
tions supplied by the user. The functions associ-
ated with the initialization system, such as Fy and
its Jacobian, are supplied by the JMI interface [14].

JModelica.org sets up the DAE system in its
index-1 form, a form in which differential variables,
x and algebraic variables w can be clearly distin-
guished. The system contains equations describing
all derivatives and algebraic variables. It will then
have n, +n,, equations resulting in an underdeter-
mined system. Thus n, additional equations are
needed [17].

The assumption of (1) being of index 1 can be
justified by saying that if a DAE of higher index

, Dresden, Germany, March 20-22, 2011

is encountered, an algorithm such as the one de-
scribed in [18] is applied to reduce the problem
back to a DAE of index 1.

The additional n, equations can be supplied by
the user as fixed start values and initial equa-
tions. Adding this information to the System
(1), the initilization System (2) is obtained. This
is done by adding all equations defined as ini-
tial equations as well as an equation of the kind
(5) for each variable z; with a modifier such as
(start = x_0, fixed = True).

(5)

If the user has supplied enough additional data,
the System (2) can be generated. If, however
the user supplies too much information the sys-
tem becomes overdetermined and the compiler will
give an error message. If, on the other hand,
not enough information is supplied the system be-
comes underdetermined. In this case the com-
piler will try to add information, such as setting
some variables to fixed = true, making the sys-
tem well defined. This is accomplished by applying
an algorithm to compute a maximal matching be-
tween variables and equations. For this purpose,
an implementation of the Hopcroft Karp match-
ing algorithm, [11], is employed. If unmatched
variables are detected, the corresponding fixed
attributes are set to true, and thereby balancing
the system.

Ozmi—xg

3 Implementation

3.1 Overview

The implementation of the algorithm reported
spans multiple packages, written in two different
programming languages: Python and C. A third
language, Cython [4], is used so packages written
in the two different languages can communicate
with each other. The algorithm basicly consists
of four packages, JModelica.org, Assimulo, KIN-
SOL and an external linear solver (cf. Section 3.2)
implementing a regularization method and using
SuperLU.

The JModelica.org project is the biggest part
and consists of code written in multiple languages,
the part of JModelica.org used in this thesis is
however entirely coded in Python

Assimulo is a package written in Python using
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Cython to interface functionality from the SUN-
DIALS suite, for example KINSOL [4, 1].

Finally KINSOL and SuperLU are two packages
entirely written in C. An overview of how these
packages interact is presented in Figure 1.

Python

JModelica.org Assimulo

Cython layer
C

SuperLU KINSOL

Figure 1: Overview of the packages involved in this
paper and how they interact.

Model data, such as evaluation of Fy and its
Jacobian, are obtained by the JMI interface in the
JModelica.org part of Figure 1. The data is passed
to Assimulo who calls KINSOL using Cython. In
KINSOL the data is used to create the system (3)
which is solved by the external linear solver, called
SuperLU in Figure 1.

3.2 KINSOL

The non-linear solver implemented in the initial-
ization algorithm reported is based on KINSOL
from the SUNDIALS suite [5]. Although this re-
port focuses on regularization and sparse solvers,
some necessary theory on KINSOL has to be re-
viewed to allow discussion of the implementation
of regularization and SuperLU.

KINSOL is a solver of systems of non-linear
equations which implements a modified Newton
method where the Jacobian is only evaluated when
the solution progresses to slow or a certain num-
ber of iterations is exceeded [5]. This is to speed
up the solution of the nonlinear system since Jaco-
bian evaluations are expensive. The Jacobian can
either be calculated by finite differences or have to
be supplied as a function by the user.

A regularization method and SuperLU are im-
plemented in KINSOL as an external linear solver.
An external linear solver is called by KINSOL to
solve (3) and must implement a set of functions.

The two functions that are of interest in the imple-
mentation discussed here are the setup and solve
functions.

e The setup function is called whenever KIN-
SOL needs to (re)evaluate the Jacobian. LU
factorization is preferably performed in this
function.

e The solve function uses the data from the last
call to setup to solve the linear system.

4 Regularization

When in a step, say in the k' step and the
Jacobian is singular, the linear system (3) has
no solution or its solution is not unique. Thus a
different algorithm for determining the Newton
increment Awu has to be used.

We require that Awu is a descent direction and a
solution of the following regularized normal equa-
tions

(J (u(()k)>TJ (u(()k)> + )\k1> Au (h)

) ()

with Ag > 0.
Here, the matrix <J (uék))TJ (uék)> + )\kI>
is  positive definite with eigenvalues in
e+ |3 (uf?)]| ] < R, 1101

We select A\ in accordance to a strategy used,
when implementing the Levenberg-Marquardt
method (LM) for solving an overdetermined non-
linear equations systems [7, Ch. 10], by setting

Ak = min (1,

Jw) Fomy)|) (M

Note, in the DAE initialization process this reg-
ularization technique is required in a single, exep-
tional step only, while the overall process remains
classical Newton iteration, based on solving regu-
lar linear systems.

4.1 TImplementation

As mentioned in Section 3, regularization is im-
plemented in an external linear solver to KINSOL.
This is done so that when the LU factorization in
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the setup function fails due to the Jacobian being

singular, the regularization algorithm is called.
When the regularization is called, the regular-

ization parameter )y is given by (7). Secondly, the

T
regularized matrix ( J (u(()k)> J (u(()k)) + )\k.I> is

calculated and stored as the problem Jacobian. A
flag is also set telling the linear solver that the
problem is currently regularized.

When the solve function is called it will continue
as usual if the regularization flag is not set. If the
flag is set however, a new right hand side corre-
sponding to the right hand side of (6) is calculated
(k)

and solved for instead of the ordinary —Fq (uo

With the regularization parameter calculated as
described, there is still a problem of the Jacobian
being singular at the solution. The strategy cho-
sen is only valid for overdetermined systems if the
Jacobian is regular at the solution [7, Ch. 10].
To see what effects this presents on the DAE ini-
tialization, the algorithm has been tested on the
following problem (8).

0=2z2

0 ®

Problem (8) has the solution z = y = 0 where
its Jacobian (9) is singular.

2z 0
[ 0 2y ]
The algorithm converges, albeit slowly (29 itera-
tion when starting at = = y = 1.0), to the solution
x =y = 0.0018. The stopping criteria attained in
this case is the norm of the residual being smaller
than a given tolerance ¢, in this case set to 6-107F.
Hence the problem of a singular Jacobian at the
solution slows down the algorithm but it does not
cause it to crash, as long as the tolerance is not
set too small. There are methods discussed in [10]
handling this problem which may be included in a
later implementation.

(9)

4.2 A simple example

To test if regularization indeed works, a simply
constructed system with poorly chosen initial val-
ues is initialized. The example contains two states
x, and y as well as an algebraic variable w and is
written as follows:

model SingularTest

Real x ;

Real y (start = 1, fixed = true);

Real w (start = 2, fixed = true);
equation

der(x) = x°2 - y;

der(y) = x°2 + z"2;

0=w-x"2 -y;

end SingularTest;

In the initialization problem, the consistent val-
ues of the two states y and x, their derivatives
and the algebraic variable w are solved for. The
sought DAE equations are the three equations in
the equation block. Added to these are the two
equations corresponding to fixed start values. Five
variables and five equations make up the well de-
fined initialization system (10).

0 22—y —a

0 = 22-22—y

0 = w—2y—y (10)
0 = y—1

0 = w—-2

At the initial guess given in the Modelica code
(the variable x is without a start guess and is given
the default guess zero), the system (10) has the
Jacobian (11):

100 -1 0
010 0 4
000 —1 1 (11)
000 1 0
000 0 1

(11) is singular and so is J7J, JTJ + h2I is how-
ever regular.

Trying to initialize this model in JModelica.org
yields the regularization algorithm to be called fol-
lowed by the Jacobian becoming regular and New-
ton’s method proceeding as usual. Hence the reg-
ularization implemented succeeds in handling the
singular Jacobian.

5 Sparse solvers

Another aspect taken into account when solving
(3) is the structural properties if the Jacobian.
When solving large systems, the solution of the
system (3) can become very costly and slow due
to the size of the Jacobian. But although the Ja-
cobian is big in size it is not necessarily dense.
A matrix, and the corresponding linear system, is
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said to be sparse if there are many zero entries and
only a few entries different from zero and this is
something that can be exploited.

Another approach to exploiting model structure
commonly employed in Modelica tools is based on
the Block Lower Triangular (BLT) transformation,
in which the system of equations is decomposed
into a sequence of smaller equation systems, see
e.g. 8, 9]

5.1 Sparse Jacobians in Modelica mod-

els

In the case of a Jacobian, the number of non-zero
entries in row ¢ corresponds to the number of vari-
ables upon which the function i in the system (2)
is dependent. Since each function in a Modelica
model of size n normally depends on about five
to ten variables, the number of non-zero entries
will grow linearly while the size of the Jacobian
will grow quadraticaly for each added function. In
addition, many equations in (2) come from initial
values set by a fixed = true which only depend
on one variable. The hypothesis stated here is that
the Jacobian will get more sparse as the Modelica
model itself gets bigger.

5.2 SuperLU

Since the Jacobians are sparse, it is interesting to
look at sparse solvers for solving (3). The solver
investigated in this paper is SuperLU, a fast LU-
factorization algorithm optimizing memory usage
[12]. The SuperLU solver will also be coupled with
regularization to be able to handle singular Jaco-
bians.

SuperLU is implemented, similar to the regular-
ization method, as an external linear solver. Since
JModelica.org has support for sparse Jacobians
through the JMI interface [14], the implementa-
tion is similar to the dense case. The function cal-
culating the sparse Jacobian is wrapped in Cython
|4] and passed to KINSOL instead of the dense Ja-
cobian. In this case the Jacobian given by the JMI
interface is given in coordinate or triplet format,
each non zero element is stored as the value along
with the row and column number. The format re-
quired by SuperLU is Compressed Column format
or Harwell-Boeing format where the columns are
stored in one array, their row numbers in one ar-
ray and the index of when the column changes in
a third array [13]. This requires the Jacobian to

be reformated before passing to SuperL'U, which is
performed by scipy. The computational effort for
this transformation grows linearly with the size of
the problem [6].

In the external linear solver, the methods used
for LU factorization are called in the setup and
the solving routines are called in the solve func-

tion. Regularization is also implemented in the
same fashion as in the dense solver but with sparse
matrices.

6 Results

6.1 Regularization

As mentioned briefly in the end of Sec-

tion 4.2, the regularization algorithm
ceeds with the constructed example presented
there. A model of a distillation column,
jmodelica.examples.distillation, from the
JModelica.org distribution, is a model with a sin-
gular Jacobian at the initial guess supplied in
the Modelica file. When solving the initialization
problem with KINSOL coupled with an ordinary
linear solver, the solver fails, stating that the Ja-
cobian could not be LU-factorized. When a reg-
ularized linear solver, like the ones described in
Sections 4.1 and 5.2, are used however, one regu-
larized step is taken and KINSOL then converges
to the solution without having to perform another
regularization step.

suc-

6.2 SuperLU

To test the effiency of the initialization algorithm
with SuperLU, several Modelica models have been
initialized with the sparse and the dense initializa-
tion algorithm. The initialization has been timed
multiple times and a mean value is calculated. The
mean values and medians of the times are later
compared to decide which algorithm is faster. The
tests have been performed on a Intel Core 2 Duo
T5870 processor under 32 bit Windows 7 Profes-
sional.

To test if the initialization algorithm is faster
using SuperLU instead of a dense linear solver
two series of non-linear systems have been com-
pared. From [2| the problem series Broyden and
Moraeux are problems concerning constrained op-
timization but can be seen as a non linear root
finding problem. A simple script AtoM.py is im-
plemented to translate the models, supplied in the
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AMPL format .mod, to Modelica for later treat-
ment by JModelica.org. These problem series of-
fer similar systems of different size. In Figures
2 and 3 the speedups of both the Broyden and
Moreaux problems are plotted against the num-
ber of variables of the systems. In Figure 2 the
speedup of the total time is plotted while Fig-
ure 3 plots the speedup of the total time except
the time spent evaluating system functions and
Jacobians. Here speedup means the time mea-
sured with dense solver divided by time measured
with sparse solver, ei.e. how many times faster the
sparse solver is than the dense solver. It should be
noticed that computation of Jacobians in JMod-
elica.org used for the benchmarks is slow, due to
limitations in the CppAD package, [3]|, with re-
gards to sparse Jacobians. Therefore, we focus on
comparison of the time spent in KINSOL in the
cases of sparse versus dense linear solvers.

— Broyden
— Moreaux

1.6r
1.4f
1.2r

1.0

Speedup [Dense time / Sparse time]

0.8F

o 100 200 300 400 500
Size of system

Figure 2: Speedup of the total times for the Broy-

den and Moreaux problems.
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Figure 3: Speedup of the Broyden and Moreaux
problems not counting time in fevals and jevals.

In Tables 1 and 2 the data from the test runs
on the Broyden and Moreaux preoblems are pre-
sented. The data consists of the time spent in to-
tal is presented (tot) along the time spent in KIN-
SOL and linear solver without evaluations of Jaco-
bians and system functions (KIN), the time spent
on evaluating the residual and Jacobian (Evals)
and the number of non-linear iterations required
(iters). The data is scaled by the total time of the
dense solver to simplify comparison.

Table 1: Times measured for the Broyden prob-

lems.

Broyden 10 40 80 320
size 10 40 80 320
tot Dense 1.0 1.0 1.0 1.0
Sparse 1.5630 0.880 0.787 0.738
KIN Dense 0.452 0.249 0.244 0.243
Sparse 0.425 0.060 0.019 0.006
Evals Dense 0.548 0.751 0.756 0.757
Sparse 1.105 0.820 0.768 0.732
itors Dense 17 60 112 137
Sparse 17 60 112 137
Table 2: Times measured for the Moreaux prob-
lems.
Moreaux 10 40 80 160
size 32 122 242 482
tot Dense 1.0 1.0 1.0 1.0
Sparse 1.010 0.734 0.645 0.584
KIN Dense 0.666 0.495 0.457 0.435
Sparse 0.580 0.218 0.121 0.062
Evals Dense 0.334 0.505 0.543 0.565
Sparse 0.430 0.516 0.524 0.522
. Dense 38 112 123 137
1ters
Sparse 38 112 123 137

The models tested in Tables 1 and 2 are not
models originally written in Modelica but rather
optimization benchmarks. To test how the ini-
tialization algorithm using a sparse solver behaves
when used on ’real’ Modelica models, the same
test performed in Tables 1 and 2 are performed on
some models with different sizes in Table 3.

e CSTR: an example from the JModelica.org
package describing two continously stirred
tank reactors in series.

e DIST: an example from the JModelica.org
package already mentioned in Section 6.1.
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e CoCy: a Modelica model describing a com-
bined cycle power plant initialized at full load.

Table 3: Times measured for the Modelica models.
Model | CSTR  Dist CoCy
size 15 99 150
tot Dense 1.0 1.0 1.0
Sparse | 1.112 0.599 0.635
KIN Dense | 0.645 0.552 0.426
Sparse | 0.610 0.115 0.112
Evals Dense | 0.355 0.448 0.574
Sparse | 0.502 0.484 0.523
iters Dense 10 24 34
Sparse 10 24 34

6.3 Sparsity of Jacobians

It is also interesting to take a look at the sparsity of
the systems to put the results obtained in Section
6.2. In Table 4 the sparsity of the systems, that
is the sparsity of the system Jacobian, timed in
Table 1 and 2, are presented.

Table 4: Sparsity measured in the percentage of
elements differnet from zero in the Jacobian.

Model 10 20 40 80 | 160 | 320
Broyden | 54.0 | 31.0 | 16.5 | 8.5 | 4.31 | 2.17
Moreaux | 8.98 | 4.73 | 2.43 | 1.23 | 0.62 -

In Table 5 the sparsity of the Modelica mod-
els timed in Table 3 are presented supporting the
hypothesis of bigger models being more sparse..

Table 5: Sparsity measured in the percentage of
elements differnet from zero in the Jacobian.

Model | Size | Sparisty
CSTR | 15 24.0
DIST | 99 2.67
CoCy | 150 1.75

7 Conclusions

The regularization method is handling singular Ja-
cobians at initialization. So far, no models, sup-
ported by JModelica.org, have caused the initial-
ization algorithm based on regularization to stop
due to a singular Jacobian. A problem with a sin-
gular Jacobian at the solution is however solved

slower, as shown in the end of Section 4.1. Pan
and Fan [10] proposes techniques to handle this
problem that may be used in a later implementa-
tions.

Table 5 imply that larger Modelica models are
more sparse than smaller Modelica models, thus
supporting the hypothesis stated in section 5.1 of
Modelica models getting more sparse as they grow
in size.

Regarding sparsity, Figures 2, 3 and Tables 1,
2 and 3 imply that the problems are initialized
faster with the sparse version of the initialization
algorithm. Due to CppAD slowing down the eval-
uations of Jacobian, the times spent in KINSOL
are compared instead of the total time.

When applied to the Modelica models in Ta-
ble 3, the sparse version solves the bigger prob-
lems (of size n &~ 100 or bigger) around 4-5 times
faster than the dense version. The bigger bench-
marks from the Broyden and Moreaux series show
an even bigger speedup, Broyden320 is for example
solved 40 times faster. For smaller model, like the
model of the two stirred tank reactors, the orga-
nizational effort of SuperLU and the model being
less sparse, outweighs the advantages and the two
methods are equal.

In the benchmarks presented here, the time for
evaluating Jacobians outweights the time spent in
KINSOL, especially if SuperLU is employed. This
is due to the fact that the package used for gener-
ation of Jacobians has weak support for computa-
tion of sparse deriviatives. This deficiency will be
adressed in future versions of JModelica.org.

In conclusion, the sparse version of the initial-
ization algorithm is advantageous when applied
to bigger models. For smaller models however,
the two version performs equally. However, the
slow evaluation of sparse Jacobians make the dense
solver a better choice for smaller models.
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Abstract

The Functional Mockup Interface (FMI) is a tool
independent standard for the exchange of dynamic
models and for co-simulation. The development of
FMI was initiated and organized by Daimler AG
within the ITEA2 project MODELISAR. The prima-
ry goal is to support the exchange of simulation
models between suppliers and OEMs even if a large
variety of different tools are used. The FMI was de-
veloped in a close collaboration between simulation
tool vendors and research institutes. In this article an
overview about FMI is given and technical details
about the solution are discussed.

Keywords: Simulation; Co-Simulation, Model Ex-
change; MODELISAR; Functional Mockup Interface
(FMI); Functional Mockup Unit (FMU);

1 Introduction

One of the objectives of the development and usage
of tool independent modeling languages (e.g. Model-
ica®[1]", VHDL-AMS [10]) is to ease the model ex-
change between simulation tools. However, model-
ing languages require a huge effort to support them
in a tool. It is therefore common to provide also low
level interfaces, to exchange models in a less power-
ful, but much simpler way. Another aspect of model
exchange is the protection of product know-how
which could be recovered from their physical mod-
els.

Several tools offer proprietary model interfaces, such
as:

! Modelica® is a registered trademark of the Modelica Association.

e Matlab/Simulink®: S-Functions [3]

e MSC.ADAMSS3: user-written subroutines [4]
e Silver: Silver-Module API [5]

e SIMPACK: user routines [6]

e SimulationX®: External Model Interface [7]

Currently, no tool independent standard for model
exchange (via source or binary code in a program-
ming language) is available. The same holds for the
situation in the field of co-simulation.

Vendors of Modelica tools (AMESim, Dymola,
SimulationX) and non Modelica tools (SIMPACK,
Silver, Exite), as well as research institutes worked
closely together and recently defined the Functional
Mockup Interface’. This interface covers the aspects
of model exchange [8] and of co-simulation [9]. This
development was initiated and organized by Daimler
AG with the goal to improve the exchange of simula-
tion models between suppliers and OEMs. Within
MODELISAR, Daimler has set up 14 automotive use
cases for the evaluation and improvement of FMI. In
this article, the technical details behind FMI are dis-
cussed.

P etc.

Ny e—N

Automated Chassis components,
cargo door  roadway, ECU (e.0. ESP)

+ -
Thermal
systems

Gearbox
with ECU

Engine
with ECU

functional mockup interface for model exchange and tool coupling

Figure 1: Improving model-based design between
OEM and supplier with FML.

2 Matlab®/Simulink® are regist. trademarks of The MathWorks Inc.

3 MSC® is a registered trademark and MSC.ADAMS is a trademark
of MSC.Software Corporation or its subsidiaries.

4 SimulationX® is a registered trademark of ITI GmbH.

3 http://www.functional-mockup-interface.org
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2 The Functional Mock-Up Interface

2.1 Main Design Ideas

The FMI standard consists of two main parts:

1. FMI for Model Exchange:

The intention is that a modeling environment can
generate C-Code of a dynamic system model in
form of an input/output block that can be utilized
by other modeling and simulation environments.
Models are described by differential, algebraic
and discrete equations with time-, state- and
step-events. The models to be treated can be
large for usage in offline simulation; and it is al-
so possible to use models for online simulation
and in embedded control systems on micro-
processors.

2. FMI for Co-Simulation:

The intention is to couple two or more simula-
tion tools in a co-simulation environment. The
data exchange between subsystems is restricted
to discrete communication points. In the time be-
tween two communication points, the subsys-
tems are solved independently from each other
by their individual solver. Master algorithms
control the data exchange between subsystems
and the synchronization of all slave simulation
solvers (slaves). The interface allows standard,
as well as advanced master algorithms, e.g. the
usage of variable communication step sizes,
higher order signal extrapolation, and error con-
trol.

Both approaches share a bulk of common parts that

attributes

+-4 ModelVariables [} -- -'—-;-\

L : _' Implementation =
type | fmimplementation 3

are sketched in the next subsections.
2.2 Distribution

A component which implements the FMI is called
Functional Mockup Unit (FMU). It consists of one
zip-file with extension “.fmu” containing all neces-
sary components to utilize the FMU:

1. An XML-file contains the definition of all varia-
bles of the FMU that are exposed to the envi-
ronment in which the FMU shall be used, as well
as other model information. It is then possible to
run the FMU on a target system without this in-
formation, i.e., with no unnecessary overhead.
For FMI-for-Co-Simulation, all information
about the “slaves”, which is relevant for the
communication in the co-simulation environ-
ment is provided in a slave specific XML-file. In
particular, this includes a set of capability flags
to characterize the ability of the slave to support
advanced master algorithms, e.g. the usage of
variable communication step sizes, higher order
signal extrapolation, or others.

2. For the FMI-for-Model-Exchange case, all need-
ed model equations are provided with a small set
of easy to use C-functions. These C-functions
can either be provided in source and/or binary
form. Binary forms for different platforms can
be included in the same model zip-file.

For the FMI-for-Co-Simulation case, also a
small set of easy to use C-functions are provided
in source and/or binary form to initiate a com-
munication with a simulation tool, to compute a
communication time step, and to perform the da-

r" UnitDefinitions

B attributes

! startTime |
1bype | xs:double §

_t-nopTime
Lype | xs:double |

\ tolerance
1type | xs:double ¢

Scal_arVarlable
type | imiScalarVariable

fmilmplementation

e

0.0

CoSimulation_StandAlone

CoSimulation_Tool

Figure 2: Top level part of the FMI XML schema
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ta exchange at the communication points.

3. Further data can be included in the FMU zip-file,
especially a model icon (bitmap file), documen-
tation files, maps and tables needed by the mod-
el, and/or all object libraries or DLLs that are
utilized.

2.3  Description Schema

All information about a model and a co-simulation
setup that is not needed during execution is stored in
an XML-file called “modelDescription.xml”. The
benefit is that every tool can use its favorite pro-
gramming language to read this XML-file (e.g. C,
C++, C#, Java, Python) and that the overhead, both
in terms of memory and simulation efficiency, is re-
duced. As usual, the XML-file is defined by an
XML-schema file called “fmiModelDescrip-
tion.xsd”. Most information is identical for the two
FMI cases.

In Figure 2, the top-level part of the schema defi-
nition is shown. All parts are the same for the two
FMlI-cases, with exception of the element “Imple-
mentation”. If present, the import tool should inter-
pret the model description as applying to co-
simulation. As a consequence, the import tool must
select the C-functions for co-simulation, otherwise
for model exchange. An important part of the “Im-
plementation” is the definition of capability flags to
define the capabilities that the co-simulation slave
supports:

B attributes I

'
'
'
r
o}
'

canHandleEvents

type [xsihoolean

canRejectSteps
type | xs:boolean

> | xs:hoolean s

.....................

maxOutputDerivativeOrder
type | xsiunsignedint

canRunAsynchronuously
type | xs:boolean

canSignalEvents
type | xs:hoolean

canBelnstantiatedOnlyOncePerProcess
type | xs:bhoolean

canlotUseMemoryManagementFunctions
'pe | xsthoolean
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Figure 3: Capability flags of FMI for Co-Simulation.

These flags are interpreted by the master to select a
co-simulation algorithm which is supported by all
connected slaves.

2.4 C-Interface

The executive part of FMI consists of two header
files that define the C-types and —interfaces. The

header file “fmiPlatformTypes.h” contains all defini-
tions that depend on the target platform:

#define fmiPlatform "standard32"
#define fmiTrue 1
#define fmiFalse 0
#define fmiUndefinedValueReference
(fmivalueReference) (-1)
typedef void* fmiComponent;
typedef unsigned int fmiValueReference;
typedef double fmiReal ;
typedef int fmiInteger;
typedef char fmiBoolean;
typedef const char* fmiString ;

This header file must be used both by the FMU and
by the target simulator. If the target simulator has
different definitions in the header file (e.g.,
“typedef float fmiReal” instead of “typedef
double fmiReal”), then the FMU needs to be re-
compiled with the header file used by the target sim-
ulator. The header file platform, for which the model
was compiled, as well as the version number of the
header files, can be inquired in the target simulator
with FMI functions.

In this first version of FMI, the minimum amount
of different data types is defined. This is not suffi-
cient for embedded systems and will be improved in
one of the follow-up versions of FMI.

The type fmivalueReference defines a handle
for the value of a variable: The handle is unique at
least with respect to the corresponding base type
(like fmiReal) besides alias variables that have the
same handle. All structured entities, like records or
arrays, are “flattened” in to a set of scalar values of
type fmiReal, fmiInteger etc. A fmiValueRef-
erence references one such scalar. The coding of
fmivValueReference is a “secret” of the modeling
environment that generated the model. The data ex-
change is performed using the functions
Setxxx(...) and fmiGetxxx(...). XXX stands
for one of the types Real, Integer, and Boolean. One
argument of these functions is an array of
fmivalueReference, Which defines which variable
is accessed. The mapping between the FMU varia-
bles and the fmivalueReferences is stored in the
model description XML file.

fmi-
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For simplicity, in this first version of FMI a “flat”
structure of variables is used. Still, the original hier-
archical structure of the variables can be retrieved, if
a flag is set in the XML-file that a particular conven-
tion of the variable names is used. For example, the
Modelica variable name

“pipel[3,4]1.T[14]”
defines a variable which is an element of an array of
records “pipe” of vector T (*.” separates hierarchical
levels and “[...]” defines array elements).

Header-file “fmiFunctions.h” contains the proto-
types for functions that can be called from simulation
environments.

The goal is that both textual and binary represen-
tations of models are supported and that several
models using FMI might be present at link time in an
executable (e.g., model A may use a model B). For
this to be possible the names of the FMI-functions in
different models must be different unless function
pointers must be used. For simplicity and since the
function pointer approach is not desirable on embed-
ded systems, the first variant is utilized by FMI:
Macros are provided in “fmiFunctions.h” to build
the actual function names. A typical usage in an FMI
model or co-simulation slave is:

#define
#include

MODEL_IDENTIFIER MyFMU
"fmiFunctions.h"
< implementation of the FMI functions >

For example, a function that is defined as
“fmiGetDerivatives”

is changed by the macros to the actual function name
“MyFMU_fmiGetDerivatives”,

i.e., the function name is prefixed with the model or

slave name and an “_”. The “MODEL_IDENTIFIER”

is defined in the XML-file of the FMU. A simulation

environment can therefore construct the relevant

function names after inspection of the XML-file.

This can be used by (a) generating code for the actu-

al function call or (b) by dynamically loading a dy-

namic link library and explicitly importing the func-

tion symbols by providing the “real” function names

as strings.

3 FMI for Model Exchange

3.1 Mathematical Description

The goal of the Model Exchange interface is to nu-
merically solve a system of differential, algebraic
and discrete equations. In this version of the inter-
face, ordinary differential equations in state space
form with events are handled (abbreviated as “hybrid
ODE”).

, Dresden, Germany, March 20-22, 2011

This type of system is described as a piecewise
continuous system. Discontinuities can occur at time
instants to, t;, ..., t,, where t; < ti,;. These time in-
stants are called “events”. Events can be known be-
fore hand (= time event), or are defined implicitly (=
state and step events).

The “state” of a hybrid ODE is represented by a
continuous state x(#) and by a time-discrete state m()
that have the following properties:

e x(7) is a vector of real numbers (= time-

continuous states) and is a continuous function
of time inside each interval ¢; <t < t;,;, where

t;=lim(z, + €), i.e., the right limit to # (note,
£-0

x(#) is continuous between the right limit to
and the left limit to ;. respectively).

m({) is a set of real, integer, logical, and string
variables (= time-discrete states) that are con-
stant inside each interval ¢; < t < t,,;. In other
words, m(?) changes value only at events. This
means, m(?) = m(t), for t; <t < t,,.

At every event instant #, variables might be discon-
tinuous and therefore have two values at this time
instant, the ~’left” and the “right” limit. x(#;), m(#) are
always defined to be the right limit at #, whereas
X (1), m~ (1) are defined to be the “left” limit at ¢,
e.g.. m” (t) = m(t). In the following figure, the two
variable types are visualized:

A

/

/
m (t :
t (t) ¢
Figure 4: Piecewise-continuous states of an
FMU: time-continuous (x) and time-discrete (m).

m(t;)

An event instant # is defined by one of the following
conditions that gives the smallest time instant:

1. At a predefined time instant #; = T,,.,(t;.;) that was
defined at the previous event instant ¢, ; either by
the FMU, or by the environment of the FMU due
to a discontinuous change of an input signal u; at
t;. Such an event is called time event.

At a time instant, where an event indicator z;(7)
changes its domain from z; > 0 to z; < 0 or vice
versa (see Figure 5 below). More precisely: An
event f = t; occurs at the smallest time instant
“min ¢” with ¢t > ti; where “(Zj(Z) > 0) ;é (Zj(li_]) >

108



Proceedings 8th Modelica Conference, Dresden, Germany, March 20-22, 2011

0)”. Such an event is called state event. All event
indicators are piecewise continuous and are col-
lected together in one vector of real numbers
z(1).

4

> time

z<0

(

>

& =2

> oo oo
Sl

e ey

Figure 5: An event occurs when the event indica-
tor changes its domain from z > 0 to z < 0 or vice
versa.
3. Atevery completed step of an integrator,
fmiCompletedIntegratorStep must be called.
An event occurs at this time instant, if indicated
by the return argument callEventUpdate. Such
an event is called step event. Step events are,
e.g., used to dynamically change the (continu-
ous) states of a model, because the previous
states are no longer suited numerically.
An event is always triggered from the environment
in which the FMU is called, so it is not triggered in-
side the FMU. A model (FMU) may have additional
variables p, u, y, v. These symbols characterize sets
of real integer, logical, and string variables, respec-
tively. The non-real variables change their values
only at events. For example, this means that u,(f) =
uit;), for t; <t < tiyy, if u; is an integer, logical or
string variable. If u; is a real variable, it is either a
continuous function of time inside this interval or it
is constant in this interval (= time-discrete). “p” are
parameters (data that is constant during the simula-
tion), “u” are inputs (signals provided from the envi-
ronment), “y” are outputs (signals provided to the
environment that can be used as inputs to other sub-
systems), and “v” are internal variables that are not
used in connections, but are only exposed by the
model to inspect results. Typically, there are a few
inputs u and outputs y (say 10), and many internal
variables v (say 100000).
3.2 Caching of Variables
Depending on the situation, different variables need
to be computed. In order to be efficient, FMI is de-
signed so that the interface requires only the compu-
tation of variables that are needed in the present con-
text. For example, during the iteration of an integra-
tor step, only the state derivatives need to be com-

puted provided the output of a model is not connect-
ed. It might be that at the same time instant other
variables are needed. For example, if an integrator
step is completed, the event indicator functions need
to be computed as well. For efficiency it is then im-
portant that in the call to compute the event indicator
functions, the state derivatives are not newly com-
puted, if they have been computed already at the pre-
sent time instant. This means, the state derivatives
shall be reused from the previous call. This feature is
called “caching of variables”.

Caching requires that the model evaluation can
detect when the input arguments, like time or states,
have changed. This is achieved by setting them ex-
plicitly with a function call since every such function
call signals precisely a change of the corresponding
variables. A typical call sequence to compute the
derivatives

x =f(x,u,p,?)

as function of states, inputs, and parameters is there-
fore:

// Instantiate FMU

// ("M" is the MODEL_IDENTIFIER)
m = M_fmiInstantiateModel ("m", ...);
// set parameters

M_fmiSetReal (m, id_p, np, p);
// initialize instance

M _fmiInitialize(m, ...);

// set time
M_fmiSetTime (m, time);
// set inputs

M_fmiSetReal (m, id_u, nu, u);

// set states

M_fmiSetContinuousStates(m, x, nx);
// get state derivatives
M_fmiGetDerivatives (m, der_x, nx);

To obtain the FMU outputs:
y =f(x,u,p,?)

as function of states, inputs, and parameters, the en-
vironment would call:

// get outputs

M_fmiGetReal (m, id_y, ny, Vy);
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The FMU decides internally which part of the model
code is evaluated in the present context.

4 FMI for Co-Simulation

Co-simulation is a simulation technique for coupled
time-continuous and time-discrete systems that ex-
ploits the modular structure of coupled problems in
all stages of the simulation process (pre-processing,
time integration, post-processing).

The data exchange between subsystems is re-
stricted to discrete communication points. In the time
between two communication points, the subsystems
are solved independently from each other by their
individual solver. Master algorithms control the data
exchange between subsystems and the synchroniza-
tion of all slave simulation solvers (slaves).

Examples for co-simulation techniques are the
distributed simulation of heterogeneous systems,
partitioning and parallelization of large systems,
multi rate integration, and hardware-in-the-loop sim-
ulations.

A simulation tool can be coupled if it is able to
communicate data during simulation at certain time
points (communication points, tc;), see Figure 6.

y(tc)

Figure 6: Coupleable simulation tool

u(tc)

simulation tool

4.1 Master Slave Principle

Instead of coupling the simulation tools directly, it is
assumed that all communication is handled via a
master (Figure 7).

nl outl

— ——{ simulation tool A

i mn3 out4 ™

T out3
mn2 out2

§——{ simulation tool B

simulation tool C

master |
N4

Figure 7: Three tools are controlled by one master

The master plays an essential role in controlling the
coupled simulation. Besides distribution of commu-
nication data, the master analyses the connection
graph, chooses a suitable simulation algorithm and

controls the simulation according to that algorithm.
The slaves are the simulation tools, which are pre-
pared to simulate their subtask. The slaves are able to
communicate data, execute control commands and
return status information.

4.2 Interface

The FMI for Co-Simulation defines similar functions
like FMI for Model Exchange for creation, initializa-
tion, termination, and destruction of the slaves. In
order to allow distributed scenarios, the co-
simulation functions provide some more arguments.
E.g. the function fmiInstantiateSlave(...) pro-
vides the string argument mimeType which defines
the tool which is needed to compute the FMU in a
tool based co-simulation scenario (see section 4.3).

For data exchange, the fmiGet../fmiSet.. func-
tions of FMI for Model Exchange are used here too.
In order to allow higher order extrapola-
tion/interpolation of continuous inputs/outputs addi-
tional Get/Set functions are defined for input/output
derivatives.

The computation of a communication time step is
initiated by the call of fmiDosStep(...). The func-
tion arguments are the current communication time
instance, the communication step size, and a flag that
indicates whether the previous communication step
was accepted by the master and a new communica-
tion step is started. Depending on the internal state of
the slave and the previous call of fmiDoStep(...),
the slave has to decide which action is to be done
before the step is computed. E.g. if a communication
time step is repeated, the last taken step is to be dis-
carded.

Using this interface function,
simulation algorithms are possible:

e Constant and variable communication step

sizes.

e Straightforward methods without rejecting

and repetition of communication steps.

e Sophisticated methods with iterative repeti-

tion of communication steps.

different co-

4.3 Use Cases

The FMI for Co-Simulation standard can be used to
support different usage scenarios. The simplest one
is shown in the following figure (in order to keep it
simple, only one slave is drawn).
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Executable Library (DLL)

—CO— Slave

Master

Wodel

Solver

Process

Figure 8: Simple stand alone use case.

Master and slave are running in the same process.
The slave contains model and solver, no additional
tool is needed.

The next use case is carried out on different pro-
cesses. A complete simulation tool acts as slave. In
this case, the FMI is implemented by a simulation
tool dependent wrapper which communicates by a
(proprietary) interface with the simulation tool.

Executable Library {(DLL) Simulation tool
Frl

_CO_ VWrapper

Slave

O

Master

Process 1 Process 2

Figure 9: Slave is a simulation tool

The green and orange interfaces can be inter-process
communication technologies like COM/DCOM,
CORBA, Windows message based interfaces or sig-
nals and events. The co-simulation master does not
notice the usage of an FMI wrapper here. It still uti-
lizes only the FMI for Co-Simulation.

Figure 10 demonstrates a distributed
simulation scenario.

Co-

Executable Library {DLL)
FII

"'CC}" Wrapper

Service / Executable Library (DLL})

Master

Computer 1 Computer 2

Figure 10: Distributed co-simulation scenario.

The slave (which can be a simulation tool as in Fig-
ure 9 too) and the master run on different computers.
The data exchange is handled by a communication
layer which is implemented by a special FMI wrap-
per. Neither the master nor the slave notice the tech-
nology used by the communication layer. Both uti-
lize the FMI for Co-Simulation only.

S Comparing Model-Exchange
Approaches

As shown in section 1, there are multiple, proprietary
approaches for exchanging executable models. Here

Dresden, Germany, March 20-22, 2011

we discuss the differences with respect to the follow-

ing properties:

1. Interface coverage:

a) Model representation as ordinary differential
equation (ODE) or differential algebraic
equation (DAE).

Does the API support querying Jacobian ma-

trix information?

Is it possible to transfer structural data via

the API? If information about algebraic de-

pendencies between outputs and inputs are
supplied, the importing tool is able to detect
and handle algebraic loops automatically.

2. Event handling: Does the API support transport-
ing event handling information between model
and simulation environment for
a) Time events?

b) State events?

c) Step events?

d) Event iteration?

3. Step-size control: Does the API support
a) Rejecting of time step by the model?

b) Variable step sizes?

4. Efficiency: Does the API support
a) efficient computing

(e.g. allowing value cashing)?

efficient result storage

(e.g. via alias mechanism and storing large

numbers of internal variables)?

efficient argument handling

(data copy required)?

5. Programming languages: Which programming
languages are supported by the API

6. Documentation: Is documentation sufficient for
a) using the APIs data types?

b) building models with this API (export)?

¢) using models with this API in other simula-

tion environments (import)?

d) each models variables (inputs, outputs, states
etc.)?

7. Miscellaneous:

a) Interoperability: which platforms are sup-
ported?

Does changing the (version of the) simula-

tion environment require model re-

compilation?

Compact and flexible file format, that allows

the inclusion of additional data.

8. Status of APIL:

a) License?

b) Developed and maintained by only one tool

vendor?

b)

c)

b)

c)

b)

c)

111



Proceedings 8th Modelica Conference,

Dresden, Germany, March 20-22, 2011

Property Simulink: |ADAMS: Silver: SIMPACK: |SimulationX:|FMI for Model
S-Function |user routines |Silver API |user routines EMI Exchange

la |[Representation ODE ODE Co-Sim' |ODE/DAE ODE ODE’

1b |Jacobian support no no no no no no’

1c |Structural data yes no no no* yes yes

la|Time events yes’ no no yes yes’ ye