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Jiri Kofranek

Conference Chair

We would like to welcome you to Prague for
the 12th international Modelica Conference.
The conference was organized by the
Modelica Association in cooperation with
the Czech Society for Informatics and
Cybernetics and Politecnico di Milano.

Modelica is not only a unigue modeling language, which is widely
used in numerous branches of industry and also in research
and science, but most of all it is an immensely effective tool for
complex simulations in the automotive industry, building energy
management, aerospace and many other fields of engineering.

The program of the conference is interesting not only for the
participants, who already use Modelica, but also for those who
would like to be introduced to the possibilities of this new modern
modeling language by our numerous tutorials. The usage of the
language is facilitated by Modelica libraries focused on diverse
fields. Consequently, an important part of the conference is the
traditional Library Award Announcement.

We welcome you to Prague, the city of many historic sites, culture
and also the music festival Prague Spring, taking place in Prague
this week.

The International Modelica Conference is
the most important place for the Modelica
and FMI communities to meet, exchange
ideas and advance the state of the art in
object-oriented modelling.

Francesco Casella
. Program Chair
1

This year we received 129 paper submissions for the scientific
program. After a thorough peer review process by the
International Program Committee, 83 were accepted for full
oral presentation and 19 for poster presentation, with authors
coming from 18 different countries in Europe, Asia, America, and
Oceania. The scientific program is completed by two distinguished
keynote talks, one from industry and one from academia.

The conference also hosts nine tutorials, the FMI User Meeting,
as well as vendor presentations and a commercial exhibition.

I warmly welcome you to the 12th International Modelica
Conference and | wish you a successful, pleasant, and rewarding
stay in Prague!
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KEYNOTE SPEAKERS

Challenges of Future Robotics

Presenter:

Bernd Liepert

President of the euRobotics AISB
Chief Innovation Officer at KUKA AG

Abstract: Robotics will change the world! It will unleash the
same if not an even more disruptive and transformational
power within the next 50 years as mainstream [T-technology
and the Internet have over the last half a century. Nurtured by
technological breakthroughs in industrial automation, robotics
will exhaustively permeate all domains of the human living
realm. Hence, our grandchildren will grow up in a society that
is enriched and enhanced by assistive technologies in every
imaginable way. Robotics and automation will be tailored into
many everyday objects, becoming an integral part of all kinds
of appliances. This Generation ,R" will be without fear of these
technologies perceiving their beneficial nature - they will grow up
as Robotic Natives. This implies, that today's people are already
born to become the first society of Robotic Immigrants. Although
it is not possible to precisely predict the world of tomorrow,
the presented model of the 4 Robotic Revolutions provides a
compelling, holistic approach to describe the future phases
of robotic evolution, characterizing them according to their
technological enablers and underlying interaction paradigms.

Bio: Dr. Bernd Liepert is the Chief Innovation Officer of KUKA AG,
a world leading manufacturer of industrial robots. Dr. Liepert
earned his diploma in mathematics in 1990 from the University
of Augsburg and his honorary doctor degree from University
of Magdeburg in 2011. Since 1990 Dr. Liepert has worked in
changing positions for KUKA. From 1990 to 1996 he worked
as mathematician and developer at KUKA Schweissanlagen +
Roboter GmbH before he took charge as head of development
of the newly founded company KUKA Roboter GmbH until 1997.
From 1998-1999 he was a member of KUKA Roboter GmbH
Board of Management, responsible for development and design.
From 2000-2009 Dr. Liepert was the CEO of KUKA Roboter
GmbH. From 2010 to January 2015 he was the CTO of KUKA AG,
responsible for technology and development of the whole KUKA
group. As Chief Innovation Officer of KUKA AG, Dr. Liepert is
now responsible for expanding innovations at KUKA where he
can apply his vast robotics experience at the interface between
technology and the market. From 2008-2012 Dr. Liepert was
President of EUROP, the European Robotics Technology Platform,
and subsequently President of euRobotics AISBL - the European
Robotics Association. euRabotics was founded in September 2012
and has become the private side of SPARC, the European Public-
Private Partnership in Robotics in 2013. As president of these
associations Dr. Liepert has been leading the European robotics
community and representing it at high political levels.

Synchronous Programming and its fit with
Modeling

Presenter:
Gérard Berry
Paris, France

Abstract: The family of Synchronous programming languages
was born in the 1980's in three different French labs that gathered
researchers in Computer Science and Control Theory. The three
first languages were Esterel, dedicated to control-dominated
problems in embedded systems, telecom protocols and later
digital circuit design, Lustre, dedicated to continuous control, and
Signal, oriented towards signal processing. They share a common
perfect synchrony principle that expresses that the reaction to
an input should be viewed as conceptually instantaneous. This
simple principle is well-adapted to the targeted applications
and greatly simplifies programming by reconciling parallelism
and determinism. It also leads to well-defined mathematical
semantics that directly ground their formal compiling, simulation
and verification environments. Synchronous programming
rapidly became used in Industry for safety-critical production
systems in avionics (Dassault Aviation, Airbus, etc.), railways, etc.,
as well as in robotics and circuit design. In the 2000's, Esterel
and Lustre have been unified in two new languages industrialized
by Esterel Technologies (now part of Ansys): SCADE 6 for safety
critical software and Esterel v7 for hardware design, both also
incorporating ideas from Harel's reactive graphical formalism
Statecharts.

The talk will explain the practical and mathematical concepts
of synchronous programming and stress its advantages over
asynchronous concurrent programming for the considered
applications. It will also explore the links between synchronous
programming and modeling / simulation. In one direction,
synchronous languages are ideal targets to generate embedded
code from executable parts of simulation models. In the other
direction, embedding synchrony into conventional modelers
may be necessary to solve the current tricky issues due to the
coupling of discrete and continuous computations in modelers,
in particular for the currently mishandled case where external
or internal events provoke cascades of discrete reactions. Pouzet
and Bourkes's new Zelus language is a step in this direction.

Bio: Former student of the Ecole polytechnique, Member of the
Academy of sciences, of the Academy of technology and the
Academia Europaea, CNRS Gold medal 2014, Gérard Berry was a
researcher at the Ecole des mines of Paris and INRIA from 1973
to 2000, Chief Scientist of the company Esterel Technologies from
2001 to 2009, then Research Director at INRIA and President of
the Evaluation Committee of this Institute from 2009 to 2012.
He holds the Chair Algorithms, Machines and Languages at the
College de France from 2012, after having held two annual chairs
in 2007-2008 and 2009-2010.

His scientific contribution concerns four main topics: the formal
treatment of programming languages and their relations with
mathematical logic, reactive and real-time programming for
embedded systems, integrated circuit computer-aided design,
and formal verification of programs and circuits. He is the creator
of the Esterel programming language.
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Development of an Integrated Control of Front Steering and
Torqgue Vectoring Differential Gear System Using Modelica
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Abstract

To achieve future low carbon mobility society, many
new-type electric vehicles (EVs) are developed
actively in recent period. Those EVs have integrated
power unit which take place of conventional engine,
transmission and differential gear components.
Additionally it is rather easy to integrate torque
vectoring function to those power units using gear sets
to control torque distribution between left wheel and
right wheel. In this paper, model-based development of
an integrated control of the front steering angle and
torque vectoring differential (TVD) gear system is
described. New integrated control logic was developed
using model matching control to let the vehicle yaw
rate and vehicle slip angle follow the desired dynamics.
Simulation results using an extended single track
model of vehicle dynamics are shown to prove the
efficacy of the proposed control. Though, full vehicle
model considering all of vehicle dynamics and drive
train motion using Modelica clarified the problem of
this method in actual cases. Difference between the
extended single track model and full vehicle model was
compared to estimate the reason of the problem.

Keywords: Model Based Development, Vehicle
Dynamics, Torque Vectoring, Model Matching Control

1 Introduction

To satisfy needs for future low-carbon mobility society,
development of many new EVs is increasingly active
in recent years. Additionally many new proposals
about integrated electric power train which also has
torque vectoring capability are presented (H6hn et al.,
2013). (Burgess, 2009) showed a model-based control
design of TVD using an inverse model for feed-
forward control. (Efstathios et al. 2015) introduced a
model predictive control of TVD considering non-
linear tire characteristics. On the other hand, authors
have researched a new control of TVD by using
traditional Pl feedback control (Hirano et al.,
2013)(Hirano et al., 2014). The author also utilized a
model matching control theory to develop a new
control of TVD (Hirano, 2016a). Additionally the
author expand the control to the integrated control of
TVD and active front steering (AFS) by model
matching control (Hirano, 2016b). The purpose of

using both TVD and AFS is to control both vehicle
yaw rate and slip angle independently. In the last paper,
the derived control was based on simple LQR (Linear
Quadratic Regulator) and there was no measure to cope
with steady state deviation. In this paper, the LQR
design was modified by augmenting the plant model to
include integral of the state variables. As same as the
last research, an extended single track model of vehicle
dynamics was used to derive and verify the new
control. Finally the developed control was verified by
using the full vehicle model using Modelica. Some
measures about solving problems when applying
Modelica to this kind of problem are also mentioned.

2 Experimental EV

Table 1 Specifications of new experimental EV

New EV Conventional
car

Vehicle Mass 750 kg 1240 kg
m‘:‘t’ia Moment | g6o kgm? | 2104 kgm?
Wheelbase 2.6 m 2.6 m
pront: Rear Weloht | 48052 | 0.62:0.38
Height of CG 0.38m 0.55m
Tire RRC 5x10° 8.8x10°
Tire Normalized CP | 16.1 20.4

The proposed experimental EV has specifications as
shown in Table 1. Compared with a conventional
small-class passenger car, the new EV has better
characteristics of lighter vehicle weight, smaller yaw
moment of inertia, lower height of the center of gravity
(CG) and lower rolling resistance coefficients (RRC)
value of tires. Because of these characteristics, this new
EV is expected to have better handling and lower
energy consumption than conventional vehicles. On the
other hand, because of lighter weight and lower value
of tire normalized CP (Cornering Power), this new EV
seems more sensitive against external disturbances
such as crosswind and road irregularity than the
conventional cars. To cope with this problem, direct
yaw moment control (DYC) was applied by using a
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new integrated transaxle unit for rear axle which has a
main electric motor and also TVD gear unit with a
control motor. Additionally, to control both yaw rate
and slip angle of the vehicle independently, another
control input of active front steering (AFS) was
introduced.

3 Vehicle Model

ﬂ f, \"\ é’

N

YfI

Figure 1. Extended single track vehicle model

Figure 1 shows an extended single track vehicle model
to derive the control logic. Usually the single track
model calculates front and rear tire side forces by
adding both tire forces of right tire and left tire
respectively. But in this paper, the model was extended
to separate the tire longitudinal forces of right tire and
left tire to consider direct yaw moment generated by
the difference of the longitudinal forces of right tire
and left tire. The coordinate system of this model
follows FLU (x: forward, y: leftward, z; upward)
convention. The simplified equations of motion by this
extended single track model become as follows.

Yoi : Vehicle slip angle,

y : Vehicle yaw rate,

M : Vehicle mass,

V : Vehicle velocity,

I, : Vehicle yaw moment of inertia,

I (I) : Distance from the CG to front (rear) axle,
(CG: Center of Gravity)

ds (d): Tread of front (rear) axle,

X+« : Longitudinal force of each tire,

Ye(Yr) : Lateral force of front (rear) tires,

Ot . Steering angle of front tire,

F  :Vehicle driving force,

N  : Direct yaw control moment by TVD.

Kt and K, are the equivalent cornering power of front
and rear tire respectively.

If driving force F and DYC moment N can be
calculated by some control logic, then the target
longitudinal forces of left and right rear wheels to be
realized by TVD power unit become as follows from
Equation (1) and (6).

X":;[F +(;\IJ @)

1 N
Xrl :Z(F_dj (8)

4 Control Design

4.1 Longitudinal Driving Force Control

Let us suppose that the desired value of vehicle speed,
vehicle yaw rate and vehicle slip angle are defined as
Vg 7 @ S, respectively.

The desired vehicle driving force F can be

calculated as below by Pl feedback control and
Equation (1)..

dVref
F :MT‘FKPF Vees _V)+KIFI(Vref —V)dt ©)

Here Kpg is a proportional feedback gain and Kg is an

M (:T\t/ CE S (X 1X.) ) integral feedback gain.
g 4.2 Model Matching Control of Lateral
MV (dﬂ + 7) =2V, +2V, @) Dynamics
t For the lateral dynamics, the state space form of the
dy vehicle dynamics with TVD and AFS control becomes
I, gt 2Y;=21Y, +N @) as follow from Equations (2) and (3).
where X = Ax+Bu (10)
I, Here,
Y =-K B =_Kf(ﬂ+vy_5fj (4) B
X= (11)
| 71 state variables
Yr = —KrIBr = —Kr(ﬂ_vyj (5) U= |:5f :| * Control inputs (12)
N
N:dr(xrr_xrl) (6)
Here,
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Z(Kf +Kr) 1 Z(Ifo _IrKr)
A= MV MV 2
- 2(I, K -1K)) 2(Ifsz +Ir2Kr)
l, (Y
a; &,
= 13
|:a21 azj ( )
2K,
MV b, b12:|
B= = 14
42If K i |:b21 bzz ( )

Lo

Please note that the elements of the matrix A of the
Equation (10) are dependent on the vehicle velocity V
as shown in the Equation (13). So the vehicle dynamics
system described by the Equation (10) is a time-variant
system.

It is well known that the response of both yaw rate
and slip angle become to the second order lag function
of the steering input when no control is applied. This
fact results in that the ordinary drivers tend to respond
to steer with time lag against the vehicle motion and
tend to result in vehicle spin when the vehicle motion
becomes unstable such as on the slippery road. On the
other hand, it becomes easier for drivers to stabilize the
vehicle if the response of the vehicle motion will
become to the first order lag function, i.e. there is no
resonance characteristics about the vehicle dynamics.

Thus, the desired dynamics of vehicle yaw rate and
vehicle slip angle are assumed as the first order lag
function of the driver’s steering wheel input, as shown
by the Equation (15).

z

k
B Gﬂo

ﬁref 1+s Tﬂ
X, = = 55 15
‘ |:}/ref k7 ( )

1+Sry

70

Here, s is Laplace operator. ks and k, are gain of
desired slip angle and desired yaw rate from the steady
state gain of each state variables, while Gz, and G,, are
steady state gain of the slip angle and the yaw rate
respectively from the steering wheel input angle &
Also 73 and 7, are time constant of the desired slip
angle and the desired yaw rate as the first order lag
function.

Gpo and G, are calculated as follows. Considering
the case of steady state as x = xo and without any active
control, the Equation (10) becomes as bellow.

Here, Gs: steering gear ratio. From the Equation (16),
Xo IS obtained as follow.
X, =—A"ES,
B M1V 2
CAK K (1, +1)2—2MV2 (1L K, — 1K)
4K KLU, +1) 21K,
TTomive 1
—4K (K, (I, +1.) G
MLV

(18)
Thus, Gg and G,, can be calculated as the following
equation.

Gpo | MI V2
G;/O 4KfKr(|f+Ir)2_2MV2(Ifo_IrKr)
AK K1 (1, +1) 21K,

y MI V2 , |1
_4KfKr(|f+|r) Gs
M1,V

(19)

The model matching control can be derived as

below. The state space form of the desired dynamics
can be written as below from the Equation (15).

Xg = AgXq + E40 (20)
Here,
T
T
A, = B . and
0 R
Ty
k
7, O
E, = kf’
iGyo

&

Assume the error between actual state variables and
desired state variables as €= X—X4. A dynamic state
equation of this error variable can be obtained as below
by subtracting Equation (20) from Equation (10).

€= Ae+Bu+(A-A,)Xs —E40, (21)

In the previous research (Hirano, 2016b), the
simulation results of full vehicle model showed that
there were some steady state deviation remained after
stabilizing the vehicle motion. Thus, it is suggested
that augmenting the state space equation of the

%, =0= Ax, +ES, (16) quation _(21) to include the _integral of the state
variables is necessary. By assuming a new state vector
where of the error vector as
2K,
| &MV (17)
2l K,
G,
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[ ﬁ_ﬁref ]
| V_Vref |
=| [ (8=t 22
I
f(y Vref)dtJ
the Equation (21) is augmented as below.
P
=11 0 o 0"’+[8 8]”
0 1 0 O0i
(A —A4) Eq (23)
+1 0 0 [xa—|0 0|9
L 0 0 0 0

© Aé + Bu+ Agxy — Eg.6,
Here,

(4-4y) _
A’d\ed:ef|: 0 0 ]= (AOZAd)]

where O, is the zero matrix of order 2 and 1, is the unit
matrix of order 2.

Let’s assume a virtual control input of the
augmented state space equation of the error vector as
follow.

U Bu+ Ag,x; — Egp8, (24)
Then the Equation (23) becomes as follow.
é=Ae+1,0 (25)

Here 1, is the unit matrix of order 4. For the linear
system of the Equation (25), we can design a feedback
control

U=Ke (26)
by linear control theory. In this paper, the feedback
gain K is calculated by using LQR (Linear Quadratic
Regulator) so that the following criteria function is
minimized.

J =j:(éTQé+UTRU)dt
Here, Q and R are weight matrixes of order 4. Please
note that K is dependent on vehicle velocity because

the matrix A included in A is velocity dependent as
shown in Equation (13). Figure 2 shows some

elements of feedback gain K as a function of the
vehicle velocity V.

14 T

K(1,1)
12F K(1,2)
K(1.3)
K(1.4)
K(2.1)

L K(2,2)
08 K(2.3)
K(2,4)

1F

0.6

Feedback Gain

04

02+

0F

-0.2

0 5‘0 160 150
Vehicle speed [km/h]
Figure 2. Plot of LQR gain according to vehicle speed

Finally the actual control input u is calculated by the
Equations (24) and (26) as below. At first the Equation
(24) is rewritten as below.

IKll Bu+(A—A,)x, —E,&
K, S

Here, K; is the upper part of size (2X4) of the gain
matrix K and K, is the lower part of size (2 X 4) of the

gain matrix K. S is an unknown variable.
From the upper part of the Equation (27) the actual
control input u can be calculated as below.

u=B{-K,é—(A-A)x, +E,6.} (28)

(27)

Here, B! is the inverse matrix of B. (BB =1,.)
From the Equation (28) it is understood that the control
input consists of a feedback term of the augmented
state error and two feedforward terms of desired state
variables and also of driver’s steering input.

5 Simulation Models and Results

5.1 Single Track Vehicle Model

To confirm the validity of above mentioned model
matching control, simulation test based on the single
track vehicle model was performed by using Modelica.
First of all, we should handle time-varying linear state
space system expressed by Equations (10) and (13). It
was easy to describe time-varying state space system as
Equations (10) and (13) by Modelica as mentioned
below.

A new class of time-varying linear state space
system was defined by using Modelica. For this
purpose, the existing class of the linear state space
system of Modelica Standard Library (MSL) was
modified to release the constraint of variability of
variables (i.e. by eliminating ‘parameter’ qualifier).
The definition of the new class becomes as follow.
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block StateSpace Variable

extends Modelica.Blocks.Interfaces.MIMO (fi
nal nin=size (B, 2), final nout=size (C,1));
Real A[:, size(A, 1)1:
Real B[size(A, 1), :1;
Real C[:, size(A, 1)1;
Real D[size(C, 1), size (B, 2)]=zeros(siz
e(C, 1), size(B, 2)) ;
output Real x[size(A, 1)] (start=x start)
"State vector";
equation
der (x) = A*x + B*u;
y = C*x + D*u;
end StateSpace Variable;

model SingleTrackModel

StateSpace Variable Actual x(
A=A,
B=B,
C=identity(2));

StateSpace Variable Desired xd(
A=Ad,
B=Ed,
C=identity(2));

end SingleTrackModel;

For comparison, the definition of the existing class of
the linear state space system in MSL is as below.

block StateSpace "Linear state space syste
m"

parameter Real A[:, size(A, 1)]=[1, 0; O
, 117

parameter Real B[size (A, 1),

parameter Real C[:, size(A, 1)

parameter Real D[size(C, 1), s
=zeros(size(C, 1), size (B, 2)) :

equation
der(x) = A*x + B*u;
y = C*x + D*u;

end StateSpace;

delta_f

Front Steer Angle

|2

Steering input angle

1.DYC

>

DYC Torque

Veljcity

Figure 3. Modelica model of the controller

Figure 3 shows a diagram of the Modelica model of
the model matching controller as defined by Equation

(28). The time varying linear state systems of both
plant model and desired dynamics model as mentioned
above are used in this model. Also 1D table elements
are used to define the matrix gains which are
dependent on the vehicle speed. Please note that it was
impossible to write the model by connecting elements
by normal Modelica ‘connection’ as shown by dashed
lines in Figure 3. There occurred Modelica translator
error by this way. If we connect the dashed lines as
normal Modelica ‘connection’, then this model
becomes under-constrained because the variable S in
the Equation (27) is not defined. To solve this problem,
‘algorithm’ section to calculate final value of u was
used in this model. (Dashed lines in Figure 3 indicate
that there is additional summation of the signals just
graphically. It is a little shortcoming of Modelica that
all of the equations including ‘algorithm’ section
cannot be seen directly in the graphical window.)

Figure 4 shows simulation results using the single
track model. Vehicle accelerates from 10km /h to
100km/h between time 1 sec to 10sec. The steering
input angle moves as 1Hz sinusoidal curve. Desired
dynamics was settled as ks = 0.3 and k,=1. 7z and 7,
are settled as corresponding value of cut-off frequency
of 1.3 Hz.

The results of vehicle slip angle and yaw rate are
shown not only in the nominal plant but also there
were some perturbation of vehicle mass (M) and tire
cornering power (CP). In the nominal case, the results
of slip angle and yaw rate were exactly matched with
the desired values. It is shown that the model matching
control has rather good robustness against the
perturbation of the parameter M. But it is not so robust
against the change of the plant parameter CP. The
improvement of the robustness of the control should be
a future research.
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= 120 5.2 Full vehicle model
E 1 The full vehicle model as previous research (Hirano et
5 807 al., 2013)(Hirano et al., 2014) was used for full-vehicle
N simulation. The model was developed based on
3 407 Vehicle Dynamics Library of Modelica (Modelon,
5 1 2014) and was built as a full 3-dimentional (3D) multi-
0 w T w body-dynamic system (MBS) model. Component
0 2 4 Time [516 8 10 models of control systems such as TVD gearbox,
electric motor and inverter were added with the full
vehicle model.
__ 2E4
E
=
2 OEO0-
g | Double Lane Change
'% 2E4 [ I A H?] !
0 2 4 6 8 10
Time [s] @_1—‘
g 04 Controlled — 1
? 0.2 Steering Input TVD Rear Whedl Drive PP Cortral
] -
o 0.0 4
E . !
2 0.2
-E -0.4 T T T T T T T T T
= o 2 4 6 8 10 Hl m
Time [s] Figure 5. Structure of full vehicle test model
0.03
T Nominal Figure 5 shows the top level of the model hierarchy
Rl of the full vehicle test model and also the power train
T 0014 ——CP*L05 ) model with the controller.
= f\ For the TVD gear train, a driveline structure
gn 0.00 \/ referencing the MUTE project of the Technische
o \ Universitdt Minchen (Hohn et al., 2013) was selected
@ -0.017 and the TVD model was constructed using Modelica
0024 Power Train Library (DLR, 2013). Figure 6 shows the
configuration of the gear trains. Torque from the main
-0.03 L e — motor is distributed equally to the left wheel and the
0 2 ! e [5]6 8 10 right wheel through the differential gear. The torque
distribution between the left wheel and the right wheel
0.15 — Nomkml can be controlled by changing the torque input of the
| M*o0s control motor.
0.10 97— M*12
é 0.05 11— 811;*(1)82 Control Motor  Main Motor S:Sgn gear
o N R:Ring gear
E 0.00 C: Carrier
E P:Planetary gear|
-0.05
Left Right
-0.10 Wheel Wheel
-0.15 R m]m]ml
0 2 4 6 8 10
Control Gear

Time [s]

Figure 4. Plot of vehicle velocity and steering input angle

Differential

Figure 6. Torque vectoring differential (TVD) driveline
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Torque Vec

.Cl..LWI‘('?

Figure 7. Modelica model of TVD gear train

Figure 7 shows a diagram of Modelica model of the
torque vectoring gear train. The model is provided with
elements that define the relational expression between
the torque and speed of each gear engagement portion.

3D MBS model of suspension, steering and body
were installed to calculate vehicle dynamics
characteristics. Suspension model was constructed as
an assembled model of each suspension linkage, joints
and force elements such as spring, damper and bushing.
Non-linear tire model based on ‘Magic Formula’
model (Pacejka02) was used to calculate combined
lateral force and longitudinal force of each tire.
Steering model considered the characteristics of
viscous friction of steering gear box and steering shaft
as well as steering shaft stiffness.

5.3 Results of full vehicle simulation

207

Vehicle speed [m/s]
=
L

0 4 8 12 16
E 0.4
5
a.
£ 0.0
[<T1)
<
=
. g O .
= =U.4& T T T
2 4 8 12 16
Time [s]
0.05 -
—— Full vehicle model
0.044 —— Single track model

Slip Angle [rad]

Time [s]

—— Full vehicle model
—— Single track model

0.10 4

0.05

0.00

-0.05

Yaw rate [rad/s]

-0.10

-0.15

©-0.20 ‘ T ‘ ‘ ‘ ‘

Time [s]

Figure 8. Comparison between full vehicle model and
single track model

At first, the result of the full vehicle model and the
single track model was compared in a case that no
control was applied. Steering input angle was given as
a sinusoidal sweep signal from 0.1 Hz to 5Hz at
constant vehicle speed V=80[km/h]. Figure 8 shows the
results of vehicle slip angle and yaw rate response. It is
shown that some difference exists between the single
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track model and the full vehicle model especially in the
low frequency response. The reason of this result is
assumed that the approximation when used to derive
the equation of the single track model was too big.
Actually the Equation (2) and (3) about the Figure 1
should be

M %(u tan’1ﬂ+uy); 2Y, cos S, +2Y, (29)

) (;—7; =2l,Y,coso; —21Y, +N (30)
in precise. Also the non-linearity of the tire
characteristics and effects of many losses and stiffness
of mechanical parts are not considered in the single
track model. This result indicates that we should be
careful when designing controllers based on the single
track model.

Next, a simulation emulating double lane change
maneuver was performed. Though, in this case, a
problem that the vehicle motion of the full vehicle
model became unstable when applying the control law
shown in Eq. (28). The reason was that by the default
gain of the feed forward control parts, the controlled
steering angle exceeded the actual physical limit and
turned more than 6[rad], that is, about 360[deg]. So the
compensation for the feed forward parts was applied so
that the controlled front steering angle will not be so
different from the steering input angle. (Actually the
feed forward parts were gained by 0.1.) After this
modification, the vehicle response became stable in the
actual case using the full vehicle model. Also for the
feedback part, we should be careful to select the value
of weight matrix element when designing LQR
controller. Also the weight for the steering angle
control was lowered than that for the DYC torque
because of the physical limit of the steering angle.
These problems may be solved by modifying the
controller design from LQR to MPC (Model Predictive
Control) which can consider the limitation of the
actuators, but there would be a conflict of calculation
time of the controller in such a case.

Figure 9 shows the results of the full wvehicle
simulation imitating the double lane change test by
open-loop driver model. Though there seems necessity
of further gain tuning, the modified model matching
control seems to work to let the actual state variables
trace the desired variables.

Also side wind test was simulated using the full
vehicle model. Figure 10 shows the results. There is a
side wind of 20[m/s] while time = 2 sec to 3.5 sec
when the vehicle is running at 120[km/h] with fixed
steering input angle of O[rad]. The effect of the
proposed control to stabilize both slip angle and yaw
rate response against the side wind was shown.

For comparison, the result of the previous research
in which design of the model matching control was
done without considering the integral of the error
(Hirano, 2016b) is shown in Figure 11. The new

control (Figure 10) showed less steady state deviation
and also better regulation of the state variables against
the external disturbance as the side wind, though it is
not perfect yet.
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Figure 9. Full veheicle simulation result for double rane
change test
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Figure 10. Full vehicle simulation result of side wind test On the other hand, Modelica was always powerful
to express any kind of controllers as well as multi-
physics full vehicle model. A new technique to expand
Modelica model to write time-variant models was also
introduced.
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Abstract

A digital human body model as a virtual occupant
surrogate for the riding comfort simulation is developed
for both 1D lumped network (Modelica) and 3D mesh
based (Finite Element) solutions. Since the composition
of 1D and 3D versions of the human body model has a
similar multibody system architecture, the kinematic
responses from both solutions are almost equivalent.
The models are therefore complementary, since the
economic 1D models can serve effectively in design
exploration and optimization, while their sophisticated
3D counterparts can serve in final design validation. The
detailed modeling process and validation results against
standard seat vibration excitation test are introduced in
this paper, preparing the models for use in seat design.

Keywords: digital human body model, riding comfort
simulation, 1D lumped network Modelica model, 3D
mesh based Finite Element model, vibration excitation

1 Introduction

A virtual human body model (VHBM) is developed for
quantitative and objective assessments of the riding
comfort design of vehicles. The VHBM has biofidelic
dynamic characteristics of human occupants during the
vehicle ride. The anthropometry of the finite element
human body model is based on a previous study [Kim
2007] and represents a standard North American
50t 9%tile male from the SizeUSA population survey
2000-03.

There have been many CAE studies to virtually
simulate static and dynamic interactions between the
human occupant and the vehicle seat. Montmayeur et al
[Montmayeur 2004] used a human body model to
predict the sitting pressure distribution and head-to-seat
vertical transmissibility. There was a good correlation
against the experiment but the position of the human
body model was limited to upright erect sitting without
a back support. Choi et al [Choi 2008] used a human
body model to evaluate lumbar support design. They
investigated postural changes of sitting occupants such
as seat back pressure distribution and lordotic curvatures
of the lumbar spine with the different configurations of
lumbar support, and the prominence and height of the
support. Yamada et al [Yamada 2016] used the THUMS
model (Total Human Model for Safety, version 5) to
investigate the influence of muscular strength and seat
reaction force on occupant kinematics in single lane

change maneuvers. It was found that some skeletal
muscles in the THUMS model were needed to activate,
e.g., 350N by abdominal oblique muscles to resist
against 1.0G lateral vehicle motion. Han et al [Han 2016]
presented an efficient way to model muscle forces of
vehicle occupants as they maintain the postural stability
during the ride. The active joint torque controlled by a
proportional integral derivative (PID) closed loop was
introduced at the elbow joint to simulate voluntary and
reflexive response of the human subjects.

The main focus of the VHBM in this paper is showing
its capability of not sophisticated but quite effective
representations of active skeletal muscle forces by
developing PID-controlled active torques at articulated
joints. It is hypothesized that vehicle occupants brace
their limbs and trunk to maintain the initial upright
(comfortable) sitting posture. Accordingly, the VHBM
model autonomously develops the skeletal muscle
forces, i.e. active torques, at articulated joints against the
external perturbations.

The VHBM was built for two kinds of solution, 1D
lumped network (Modelica) and 3D mesh based (Finite
Element) solutions. The 1D lumped network solution is
very effective for the multi physical system with many
controllers. It is also suitable for the calculation of large
numbers of variants. On the other hand, the 3D mesh
based solution with its fine geometry and material
properties can provide detailed interactions with the
neighboring structure, the vehicle seat in our case.
However the 3D solution requires a great deal of
computing power due to its high level of modeling
complexity. The topological composition of the 1D
version of the human body model is the same as that of
the 3D version since they are both based on a multibody
system with PID controllers. The outcomes of two
different solutions, e.g., dynamic response of human
body model to external loadings, are thus almost
identical. Therefore, the use of the 1D model to calibrate
intrinsic and extrinsic parameters of the human body
model, such as joint properties and weighting factors
(gains) in the PID controllers, is quite beneficial. An
optimization process is normally adopted for
determining those modeling parameters, which becomes
an extremely lengthy task when a 3D model is used. In
case with the Genetic Algorithm at the optimization
process, a number of around several hundred model runs
(15 generations X 50 populations) are often necessary
for the convergent result. However the 3D human body
model is also necessary at the practical application stage
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because it produces many informative outcomes at the
riding comfort simulation, e.g., dynamic sitting pressure
distribution.

2 Human Body Modeling

2.1 Multibody Modeling

The whole human body are segmented into 15 body
regions (see Fig. 1), i.e., head, neck, upper/center/lower
trunks, left and right upper/lower arms, left and right
upper/lower legs, and left and right foot. And they are
articulated by 14 joints as listed in Table 1. The dynamic
properties of the 15 body segments modeled as rigid
bodies: mass, center of gravity, and 2nd mass moment
of inertia of each body region, are calculated by GEBOD
program [Cheng 1996]. The averaged values of 32 body
dimensions measured from 10 test subjects of this study
are used as input parameters at the GEBOD calculation.
Kinematic joint elements are used for the articulation of
the 15 body segments of which the main biomechanical
characteristics are defined by stiffness and damping
coefficients. The kinematic joint element describes the
passive characteristics of the human joint, together with,
the active torques. Assuming that a co-contraction of
agonist and antagonist muscles stiffens the joint

articulation, the damping coefficients of the passive
kinematic joint element are adjusted for the different
levels of pre-tensions, which is considered as a major
mechanism of voluntary muscle activation. Meanwhile,
the spring constant of the kinematic joint element
represents the inter-subject variation of the muscular
structure, e.g., male versus female, younger versus older.

Upper arm
Upper A
trunk

;»’
CentL‘

L Lower Upper leg

Figure 1. Whole body model segmented by 15 rigid
bodies and 14 articulated joints (in 3D FE model view)\

Table 1. Fourteen articulated joints with their anatomical positions

# Articulated joint DOF Anatomical position
1 Head-neck 3 OC joint
2 Neck-Upper trunk 3 sC7/T1
3 Upper-Center trunk 3 T12/L1
4 Center-Lower trunk 3 L5/S1
5,6 Upper trunk-arm, R, L 3 Right, Left shoulders
7,8 Upper-Lower arm, R, L 1 Right, Left elbows
9,10 Lower trunk-leg, R, L 3 Right, Left hip joints
11,12 Upper-Lower leg, R, L 1 Right, Left Knees
13, 14 Lower leg-foot, R, L 3 Right, Left ankle

2.2 Wobbling Masses

The internal organs in the ventral body cavity, such as
lungs, heart, stomach, intestines, liver, spleen, kidneys,
and bladder, are classified by their anatomical locations,
either above or below the diaphragm, i.e., in thoracic
and abdominal/pelvic cavities, respectively. The organs
in a same or adjacent cavity are grouped together as a
single lumped mass in the virtual occupant model, Fig.
2. The wobbling behavior of the internal organs at whole
body vibration is thus characterized by two lumped
masses, one for the thoracic cavity and the other one for
the abdominal and pelvic cavities. Each wobbling mass
was estimated respectively as 5kg and 10kg for the
thoracic and abdominal/pelvic masses.

All sides of the two wobbling masses are tied by
elastic spring elements to the inner surfaces of the

thoracic and abdominal cavities. There are also elastic
spring elements between two wobbling masses
connecting the bottom side of thoracic mass and the top
side of abdominal/pelvic mass. The mechanical
characteristics of spring elements such as stiffness and
damping coefficients were assigned to reproduce the
biofidelic dynamic behavior of the two wobbling masses.

Figure 2. Wobbling masses in the trunk (in 1D
SimulationX model view)
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2.3 Active Joint Torque with PID Close
Loop Control

Voluntary and reflexive muscle activation of a vehicle
occupant is modeled by active joint elements at each
anatomical joint position (e.g., shoulder, knee, spine,
etc.). There are two basic elements at each joint, i.e., the
passive kinematic joint element and the torque actuator.
Contrastively to voluntary activation of individual
muscles, i.e., the pre-tension and consequent stiffening
of the articulated joint represented by the passive
kinematic joint element, a vestibular reflexive muscle
activation for the posture stabilization is modeled by the
introduction of active torques with PID closed loop

control. As an example, the modeling of the head-neck
joint (C0-C1) is shown in Fig. 3. The active torque, the
control signal, is a sum of proportional, integral, and
derivative terms between the current and the reference
(initial) joint angles. The gain values at the PID control
determine the rates of torque generation. Faster torque
generation with larger gain values stands for the pre-
recognition of the upcoming external perturbation. Each
term at PID can be adjusted to calibrate the rate of
muscle recruitment for fine control of the reflexive
response of the human occupant. Authors of this paper
showed a successful application of the proposing active
joint modeling with the elbow reacting to the jerk
loading [Choi 2016, Han 2016].
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Figure 3. Block diagram of head-neck joint (C0-C1) with active torque using PID close loop control (in 1D model view)

2.4 Finite element model vs. Modelica model

The composition of 1D lumped network (Modelica)
version and 3D mesh based (Finite Element) version of
the whole body model in Fig. 4 has similar multibody
system architecture. The same segmental dynamic
properties, joint characteristics, and PID control gains,
are assigned to both 1D and 3D models. Consequently,
the outcomes such as dynamic responses from both
models to external loadings are almost identical. So,
utilizing the computational efficiency of 1D Modelica
model and solution instead of 3D FE model, the
calibration process of the intrinsic and extrinsic
modeling parameters become much faster.

Figure 4. 1D lumped network (top) and 3D finite element
(bottom) whole body human models.

The one of lacking feature at the 1D lumped network
solution compared to the 3D mesh based solution is the
pragmatic sliding contact algorithm to handle the
nonlinear boundary conditions. In the context of riding
comfort simulation, the main application of the
occupant model, a dynamic interaction between the
occupant and the vehicle seat, is the most relevant case.
In general, a riding comfort design of the vehicle seat is
responsible for the quality of static support at a sitting
posture and the dynamic isolation against floor level
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vibration. The measurement of the sitting body pressure
distribution and its pattern analysis provide the design
assessment of the static support, while the body regional
transmissibility characterizes the dynamic isolation of
the excitation vibration. There are model libraries
available at SimulationX to handle the sliding contact
between objects, such as polygon-polygon contact. The
polygon-polygon contact library computes the penalty
contact force based on the amount of overlapping depth
between two-dimensional cross sectional outline
polygons of objects. This is a suboptimal choice at 1D
solutions but an appropriate selection of cross section
and contact parameters is always required to reproduce
the same outcome from the sliding contact in 3D mesh
based solutions. Fig. 5 shows a polygon-polygon contact
definition between buttock and seat at the 1D model.

Figure 5. 2D polygon-polygon contact at 1D lumped
network models.

In addition, the 3D FE whole body model has
deformable flesh layers modeled by a visco-elastic
Ogden rubber material of solid element at those body
regions, i.e., dorsal back, buttock and thigh, which are

Figure 6. Deformable flesh layer in 3D FE model

The comparison of computation times between three
models, two 3D finite element models with and without
flesh layer and 1D Modelica model is listed in Table 2.

Table 2. Simulation time of a loading case (X direction

excitation, 5Hz, 0.2g relaxed condition for 4sec)

Model . ;?nr: (EECL)J* E;t;:;::e(scelcjz;J
3D FE with flesh (13?(?3??12;3 (1;17:185?5(;
3D FE wlo flesh (13?;3 ﬁgjg ((1)’,28&3?2)

1D Modelica (é,ESthlsJ?g) NA

* CPU processor: 17-4770K 3.5GHz,

3 Validation of Human Body Model
against Vibration Excitation Test

3.1 Excitation Vibration Test

A total of ten male subjects with standard North
American 50" %tile anatomies between 35 and 45 years
old were recruited. The same selection process of test
subjects is adopted from the previous study [Kim 2007].
From the statistical factor analysis of the study, six
primary dimensions listed in Table 3 were chosen to
represent the overall body shape and size of the target
population. Based on the SizeUSA survey (2000-03),
the specific ranges (averagetc/4) in Table 3 for
50™ 9%tile male were assigned as the selection criteria of
test subjects. The mean and standard deviation for the
six primary dimensions of 10 test subjects in this study
are also listed in Table 3.

Table 3. Ranges for selection and mean of primary
dimensions for test subjects

normally in touch with vehicle seat. (Fig. 6) This Body dimension Selection Mean(SI_D) el
deformable flesh layer can simulate the precise range test subjects
distribution of dynamic sitting pressure, which is hardly Weight (kg) 81.5-89.9 | 85.9(243)
obtainable from the 1D lumped network solution. Height (m) 1.759 - 1.799 | 1.780(0.013)
Hip Height (m) 0.870-0.925 | 0.898(0.018)
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Back Waist Length(m) | 0.476 - 0.548 | 0.527(0.013)
Bust Girth (m) 1.052 - 1.170 | 1.067(0.015)
Hip Girth (m) 1.000 - 1.080 | 1.034(0.026)

Both standing and sitting postures of all subjects are
scanned in three dimensions, and 32 body dimensions of
each subject are digitally measured for the estimation of
dynamic properties of 15 body segments at the GEBOD
calculation [Cheng 97]. Approval to conduct testing in
this study with human subjects was granted by the Pusan
National University Institutional Review Board (IRB,
PNU IRB/2015_30_HR).

All test subjects hold a driving posture as sitting on
the wood seat engraved with the skin shape of HPM-I1I
machine (SAE J4002) which is designed to minimize the
slip on the seat during the excitation. The three
translational degree of freedom exciter machine (IMV i-
220) was used for the test. The typical sitting posture on
the exciter and the wood seat are shown in Fig. 7.

The test subjects were exposed to the discrete sinusoidal
vibrations in uncoupled three translational directions.
Three frequencies, 3Hz, 5Hz, and 10Hz, at two
amplitudes, 0.2g and 0.4g (c.f., 0.1g and 0.2g for 3Hz
excitation), were respectively applied to each of the
three directions, fore/aft(X), lateral(Y), and vertical(Z).
The test subjects were exposed to the excitations in two

Figure 7. Typical sitting posture of test subject (left)
and wood seat engraved with skin shape of HPM-II
machine (SAE J4002) (right)

conscious muscle conditions of being relaxed and tensed.

In the relaxed muscle condition, the test subjects were
requested to strain against the gravity and the excitation
just enough to sustain the initial sitting posture. In the
tensed muscle condition, the test subjects were instead
asked to fully brace their limbs to maximize the
resistance against the excitation. There were a total of
36 cases in this excitation test, 3 excitation directions X
3 frequencies X 2 amplitudes X 2 muscle condition. The
body segmental accelerations were measured in three
directions at the forehead, chest and two thighs,
specifically on the anterior side of the mid femur. The
vibration was monitored by the accelerometer (Kistler
8310B) placed on the seat buck platform for a feedback
control of the input signal by using NI-PXI8187
controller and Labview software to maintain the

frequency and amplitude of the target excitation. The
excitation of each vibration case was applied for 20
seconds with a random order. The data of 16 seconds
record were just used in the analysis by excluding the
first and the last transient 2 seconds.

The frequency analysis of measured body regional
acceleration signals was performed by taking Fast
Fourier Transformation (FFT) with 99% overlap and 2-
second unit time. The 1% peak head acceleration of 6
representative subset cases are listed in Table 4.

Table 4. 1% peak head acceleration of 6 representative
subset cases.

Head acc. (SD), (m/s?)

X Y Z
0.985 0.270 2.100
(£24%) | (£59%) | (+48%)
0.090 0.254 0.153
(£73%) | (x63%) | (£81%)
1.338 0.311 2.625
(£24%) | (£63%) | (£53%)
2.335 0.582 6.259
(£26%) | (£58%) | (£37%)
1.041 0.199 1.384
(£32%) | (x51%) | (£74%)
0.934 0.379 3.761
#6 | X SH2 020 T |, aa0) | (+74%) | (+39%)
*: excitation direction_frequency_amplitude_muscle condition

Excitation cases®

#1 | X_5Hz_0.2g_R

#2 | Y _5Hz 0.2g_R

#3 | Z _Hz 0.2g.R

#4 | Z_5Hz_0.4g_R

#5 | Z_10Hz_0.29_R

3.2 Exciting vibration simulation with virtual
human body model

Using the 3D FE version of the virtual human body
model described in Section 2, the vibration response to
excitation was simulated in the following two steps:

Step #1: Quasi-static sitting phase by gravity
loading;

Step #2: Dynamic excitation phase by discrete
sinusoidal loadings.

The gravity driven sitting phase at step #1 simulates
the equilibrium state of the virtual human whole body
model in a driving posture. The driver at tensed muscle
condition braces articulated joints at upper and lower
limbs [Choi 2005]. This bracing behavior at the tensed
muscle condition is reproduced by increasing the level
of active joint torques. The change of initial sitting
posture at tensed muscle condition from the relaxed,
especially the slightly more extended elbow joint and
tucked-in chin is noticeably shown in Fig. 8. The effect
of bracing in the sitting posture on pressure distribution
is shown in Fig, 9. The contact area to the seat back at
the tensed posture shifts to the upper dorsal back while
the contact area in buttock to seat cushion remains
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similar to the relaxed muscle condition. The simulation
time for relaxed and tensed initial postures are
respectively 1,500 milliseconds and 2,000 millisecond.

Figure 8. Comparison of simulated initial sitting posture
between relaxed (left) and tensed (right) muscle
conditions (3D FE model).
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0

.

Figure 9. Comparison of simulated sitting pressure
distribution between relaxed (left) and tensed (right)
muscle conditions (3D FE model).

In Step #2, a discrete sinusoidal excitation loading is
applied for additional 4,000 milliseconds to the
equilibrated sitting virtual driver model. The same 3D
FE model used for Step #1 is also utilized to calculate
6dof kinematic outcomes at the COG point of the lower
trunk, i.e., time profiles of 3 translational and 3
rotational displacements. This vibration response at the
lower trunk body segment is further used as an input
signal of the 1D lumped network model (and the 3D FE
model without deformable flesh layer) for the
calibration process of intrinsic and extrinsic modeling
parameters, which is to be described in detail at Section
3.3. Assuming the negligible effect of intrinsic and
extrinsic parameters on the kinematics of the lower
trunk body segment which is right top of the seat
cushion but more to the upper body and the head, the use
of the 1D model for the calibration process is far more
efficient than the equivalent 3D FE model in terms of
the computation time.

3.3 Calibration of modeling parameters

Two kinds of modeling parameters, intrinsic and
extrinsic variables which are, respectively, independent

and dependent on external loadings, are calibrated as in
the process shown in Fig. 10. The most important steps
in the calibration process are preliminary and decisive
optimizations. Both intrinsic and extrinsic parameters
are design variables in the preliminary optimization but
only extrinsic parameters in the decisive optimization.
At the decisive optimization process, the intrinsic
parameters adopted from case #4, the best matching case
at the preliminary optimization among 6 loading cases,
are used for all cases since they are supposedly
independent on external loadings, the excitation
direction, frequency, and amplitude. As described in
Section 2.2, the mechanical characteristics of tied
springs for wobbling masses belong to the intrinsic
parameters. The discrete damping values in the
kinematic joint element are separately assigned to
relaxed (cases #1-5 in Table 4) and tensed (case#6)
muscle conditions, which represent the level of bracing
(co-contraction). The three gain terms at PID controllers
for the active joint torque in Section 2.3 fall into the list
of extrinsic parameters.

| Modeling parameters of whole body model

." l Calibration targets ik «\I
d Excitation vibration Excitation vibration |
. load case #1 load case #6 |
I\ ____________________________________________ II
Preliminary Preliminary
optimization optimization

process process

Optimized Optimized
intrinsic & extrinsic intrinsic & extrinsic
parameters parameters

for load case #1 for load case #6

! J

| Adopting Intrinsic Parameters from case #4(best optimization) |

Decisive Decisive
optimization optimization
process process

Re-optimized
extrinsic parameters extrinsic parameters
for load case #1 for load case #6

I !

Validation against Validation against
excitation vibration excitation vibration
load case #1 load case #6

Re-optimized

Figure 10. Calibration process for model parameters.

3.4 Optimization process

The results from two optimizations in the calibration
process in Fig. 10 s listed in Tables 5 and 6. The Genetic
Algorithm (GA) at PAM-OPT (www.esi-group.com) is
adopted to optimize design variables, given by the
intrinsic and extrinsic modeling parameters. The
objective function is defined as the following equation;
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Obj. function = ((axsim - axtest)/axtest)2 +
2
((aYSim - aytest)/aYtest) +

2
((azsim - aztest)/aztest) +
0.1+ (maX(GCO—cl t)/1'5)2

Where,

a;, . 1% peak FFT acceleration in i direction from
simulation.

a;,,..- 1° peak FFT acceleration in i direction from test

0.0-c1+: Rotation angle of CO_C1 (head-neck) joint in
t-direction (yawing).

Each iteration (generation) in the GA optimization
has a number of 30 points (populations). As an
exception, case #2 Y_5Hz_0.2g_R has 90 populations,
three times more than other cases just for the decisive
optimization process. The termination criteria is
satisfying one the following two conditions;

#1 Obijective function value becomes less than 0.1

#2 No change in objective function values for last 5

iterations

The objective function values in Table 5 for the
preliminary optimization result is smaller than those
from the decisive optimization result in Table 6 for all 6
loading cases. This becomes obvious that only extrinsic
parameters are optimized as design variables while the
uniform intrinsic parameters are assigned as fixed
modeling variables in the decisive process.

Itis also noted that relatively high objective function
values associated with the lateral Y direction excitation

case (#2 in Table 5 and 6) is mainly due to the small
baseline effect, i.e., the measured head acceleration is
quite smaller than the other excitation directions (see
Table 4).

4. Conclusion

A virtual human body model is developed to predict the
riding comfort design of vehicles. The active response
of the human occupant to maintain the upright sitting
posture is virtually reproduced by using active joint
torques with PID closed loop control. Both 1D lumped
network (Modelica) and 3D mesh based (Finite Element)
solutions are adopted to model the multibody system
architecture of human body. The characteristics of
virtual human body model is verified and validated
against the excitation test with human subjects.

5. Future Study

The virtual human body model will be further validated
against the subject test of angular excitations such as
rolling and pitching which was performed with 6dof
exciter [Choi 2017(2, 3)]. Also a riding comfort index
based on ergonomic criteria is under development.
Assuming the occupant is trying to develop active joint
torques to maintain the upright sitting posture against
external perturbations, the total amount of skeletal
muscle energy together with body regional transfer
function could be a quantitative and objective tool for
the assessment of seat, suspension system, and chassis
designs in the dynamic performance of vehicle.
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Table 5. Result from the preliminary optimization process in Fig. 10

Preliminary Optimization 1% Peak Head acceleration (g) Obi
Excitation cases* X Y Z fun::' lter. lter.
. . . | No.| Term.
Sim (Tsest) % err.| Sim (Tsesg Y%err.| Sim (TS%'; % err.| Value
0.100 0 0.028 | ., 0.214 0
#1| X_5Hz_0.2g_R | 0.101 (£24%) 1% 0.026 (£59%) 6% 0.259 (+48%) 21% | 0.099| 12 | #1
0.009 0.026 0.016
-290, 0, -510,
#2| Y _5Hz_0.2g R | 0.006 (£73%) 29% | 0.044 (£63%) 68% | 0.008 (£81%) 51% | 0.896| 15 | #2
0.136 0.032 0.268
-189 0 0,
#3| Z 56Hz 0.2g R | 0.112 (£24%) 18% | 0.034 (£63%) 7% 0.272 (£53%) 2% 0.059| 7 | #1
0.238 0.059 0.638
-50, 0, -120,
#4| Z 5Hz 0.4g R | 0.225 (£269%) 5% 0.063 (£58%) 6% 0.564 (£37%) 12% | 0.040| 11 | #1
0.106 0 0.020 0 0.141 0
#5| Z 10Hz_0.2g_R| 0.119 (£329%) 12% | 0.013 (£519%) 36% | 0.212 (£74%) 51% | 0.414| 25 | #2
0.095 0 0.039 0 0.383 0
#6| X _5Hz_0.2g_ T | 0.115 (£44%) 21% | 0.040 (£74%) 3% 0.233 (£39%) 39% | 0.201| 20 | #2
*: excitation direction_frequency_amplitude_muscle condition
Table 6. Result from the decisive optimization process in Fig. 10
Decisive Optimization 1% Peak Head acceleration (g) Obi
Excitation cases* A i £ funf:. Lz tEle
Si Test | , . Test | , . Test | Val | No.| stop
im (SD) % err.| Sim (SD) % err.| Sim (SD) % err.| Value
0.100 0 0.028 0 0.214 0
#1| X _5Hz_0.2g_R | 0.199 (£24%) 99% | 0.033 (£59%) 17% 0.049 (£48%) 77% | 1.610| 15 | #2
0.009 0 0.026 0 0.016 0
#2| Y_5Hz_0.2g_R | 0.025 (£73%) 177% | 0.118 (£63%) 354% | 0.037 (£81%) 130% | 17.58| 29 | #2
0136 | ,,, 0.032 0 0268 | .
#3| Z_5Hz_0.2g_R | 0.104 (24%) 24% | 0.034 (£63%) 6% 0.258 (£53%) 4% 0.126| 12 | #2
0238 | 0.059 0 0638 | ..,
#4| Z 5Hz_0.49_R | 0.225 (26%) 5% 0.063 (£58%) 6% 0.564 (£37%) 12% | 0.040| 7 #1
0.106 0 0.020 0 0.141 0
#5| Z_10Hz_0.2g_R| 0.153 (+329%) 44% | 0.025 (£519%) 25% 0.345 (£74%) 144% | 2.349| 18 | #2
0.095 0.039 0.383
#6| X _5Hz 0.2g_ T | 0.104 (+£44%) 9% 0.039 (£74%) -1% 0.237 (£39%) -38% | 0.167| 14 | #2

*: excitation direction_frequency_amplitude_muscle condition
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Abstract variety of machine learning analytics engines, sash
PTC Thingworx (PTC, 2016), which are not discussed
in detail here.

The automotive industry produces millions of
vehicles operating in diverse conditions and rexuir
periodic maintenance to replace worn components and
address faulty conditions. Current vehicle health
management practices rely heavily on data science,
which has become quite powerful (Holland, 2010);
however, the role of engineering and physics irs¢he
practices is limited and are included only in thenf of
simplified relations, material data, etc. This agmh
therefore has limited the applicability of health
management systems to diagnostics and managed
maintenance for a few automotive components and
systems. The need for higher value capabilities lik
prognostics for critical components and systemg, e.
engine, exhaust aftertreatment, and safety, axéngri
the evolution of vehicle health management.

Digital twins offer automotive manufacturers an

This paper describes a model-driven approach to
support heat monitoring and predictive maintenasfce
an automotive braking system. This approach iredud
the creation of a simulation-based digital twin, or
numerical model, that combines different modeling
formalisms into an integrated model of the braking
system that can be used for monitoring, diagngstics
and prognostics. The paper provides an overview of
the basic models including Modelica models, reduced
order models for various key components of theesgst
model, and controls and sensor models. The Maelic
models are implemented in the ANSYS Simplorer
simulation to leverage existing modeling work and
connections with other ANSYS finite element softevar
to utilize reduced order models. The simulaticsuhes
include both baseline results for the system amd th
results of injecting failures into the system for
monitoring and predictive maintenance.

Keywords: digital twin; electronics; enhanced ability to diagnose anomalous conditionls a

electromagnetics; hydraulics; pneumatics; braking predict remaining useful life of degradable

system; automotive; FEA; components, thereby improving owner safety and
satisfaction.

1 Introduction An approach of combining physics-based modeling

technigues (0-D, 1-D, 3-D) at the system level is
applied to create a digital twin for predicting kegpad
wear in a conventional passenger vehicle. Versus
relying solely on physical measurements, a sinutati
based approach produces a high-fidelity modeldhat

be used to predict brake pad wear, given a set of
operating conditions.  Further, the physics-based
models are subjected to failure modes that canygsend
abnormal brake pad wear and unsafe conditions, and
simulated to observe the sensor signatures that wil
subsequently aid in improving the diagnosis and
mitigation of unsafe or undesirable conditions e t
vehicle.

Beyond the challenges of developing complex
products, companies are increasingly seeking to
monitor and manage the performance of those preduct
in operation to improve safety, performance, and
customer satisfaction (GE, 2016; Siemens, 2016).
Model-based approaches and physics simulation are
powerful components of creating a digital twin of a
physical asset in operation-- a simulated replicthe
asset that is used to diagnose anomalies in the
performance of the asset and for predicting thie stt
health and remaining useful life of that asset.esSgh
insights can subsequently be used with machine
learning algorithms to optimize operational dowrgjm
trigger pre-emptive maintenance, and mitigate gostl
failures (Prytz, 2014). The work shows multi-domai
system simulation modeling that can be used with a
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2 Modeling Overview mm, of the pad surface vs pad normal pressure and
. . . , wheel speed.

This section of the paper provides an overviewhef t The following sections will describe all of the rogj

mte(?r?ted braking system model and the individual p.component models and reduced order modeling

model components. implementation from each of the finite element

2.1 Integrated Modéel numerical models.

The integrated braking system model in Simplorer 2.3 Model Components

(ANSYS, 2016) with all subcomponents is shown N This section of the paper details the physical,trabn

Figure 1. Simplorer offers a system modeling and gystem, and sensor components that comprise the
integration platform that supports multiple modglin braking system model.

formalisms, including Modelica based on the
OPTIMICA Compiler (Modelon AB, 2016) from 2.3.1 Electronics

Modelon, system models using other formalisms likeé 1o drive the electromagnetic solenoid actuator, a
VHDL-AMS, reduced order models, and controls. The pc/pC buck converterfigure 2, is used to drop the

power converter is on the left, followed by the 12v pc supply to a level that will allow a curretat
electromagnetic solenoid actuator, pneumatic and fio as determined by the controller.
hydraulic braking system, and vehicle dynamics

(including the speed sensor), and brake wear model. =
The controller is on the top, providing feedbaabnir ] SO= 1
the measured speed and slip output to the commanc " Gurrent Controller
signal input to the power converter. PWM Control

sibediad Siivme; 1 \ ? Buck Converter .

\ f o e
=

1
i

Pt T meenanes Prsumatc e venceopames || | Figure 2. Electrical circuit representation of buck
Electronics. raking System X N N
;) converter with setpoint hysteresis controller state

diagram.
Figure 1. The full system schematic including electrical,

pneumatic, hydraulic, mechanical and control logic ~ The buck converter has a hysteresis current
components. controller built-in using the state transition eknts

_ that control the MOSFET switch. The current
2.2 Reduced Order Modeling (ROM) controller opens the switch when the current exseed

the set point of the ABS controller by a user-dedin

Several reduced order models generated from debtaile ! ) !
threshold, 0.2A in this case, and closes the switch

3-D simulations are used in this system simulatmn ;
capture component effects that might be difficait t When the current falls below the set point. _
describe with closed form solutions. The In the system schematic, the converter is placed in
electromagnetics models of the ABS valve solenoid SuP-circuit, as shown ifigure 3. The graph irFigure
actuator, the magnetic wheel speed sensor, and thé Shows the output of the buck converter alone aigivi
mechanical brake wear are all based on finite aeme " inductive 5-ohm load with a 1A set point andA0.2
numerical models to capture the relevant nonlinear thréshold without any filtering capacitance.
physics.

The basis of all three reduced order models is a
lookup table based on the numerical model outputs
versus specified input variables. The electroraign
solenoid actuator uses the lookup table to capghge
dependence of the magnetic flux linkage vs curaanit
magnetic force versus displacement (Woodson, 1968).
The magnetic wheel speed sensor has a lookup table
that represents the angular displacement of the
magnetic fields on the sensor surface, in degrees,
versus the position of the wheel sensor. The bpakie
wear model lookup table represents the wear rate, i
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(steel QST34-3)
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Figure 4. 2-D model of electromagnetic solenoid actuator
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Figure 3. Power converter subcircuit output current
results for 5 ohm, 0.1 mH load.

A [Weber]

2.3.2 Electromagnetics pE

The DC/DC power converter is used to drive the
electromagnetic solenoid actuator that the ABS
controller uses to bypass brake actuator and vary
braking pressure. To calculate the force generayed
the current flowing through the solenoid coil, imting

any nonlinear effects from the steel and airgap
displacement, not amenable to closed form soluton,

2-D axi-symmetric magnetostatic model is created in Figure 5. Magnetic flux density and field lines within the

Maxwell2D (ANSYS, 2016), as shown iRigure 4. : .
o ! solenoid for a DC current excitation of 1.8 Ampsotigh
Maxwell2D uses the finite element method to calieula 400 turns. P

the magnetic field (Chari, 1977), as seerFigure 5,

and uses the virtual work method (Fu, 2004) 10 1he airgap and current are parametrically varied

calculate the force on the moving armature. The ynq the force and inductance are calculated tdecea
winding is shown as a solid object, but it représen i;pie of results. as seenfirgure 6.

400 turns of copper wire in this model.

9. 4757E-BAE

7. B9BUE-BAE

6.3171E-D@8

4, 7979E-0@8

3.1586E-B@6

1.5793E-B@6

8. BRERE +BaE
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Armature Force 01_Base_Model Static 4 2.3.3 Brake pad

A detailed 3-D model consisting of brake rotor, hub
and pads was constructed to predict brake pad agear
a function of rotor velocity and pressure appliedhe

20,00 — pocatoe brake pads, shown iRigure 9 as a meshed geometry
b upl: LastAdaptive . . . . .
2000 ] e — simulated using nonlinear structural finite element
N A analysis (FEA) within ANSYS Mechanical (ANSYS,
w000 ST 2016).
] —— ArmForee.Force_z
: \5‘1%1%19’ LastAdaptive
-50.00 S e :
1 Idc=1.2" i -

ArmForce.Force_z [newton]
in \
o
[=)

o
1

—— ArmForce Force_z
1 Setup1 : LastAdaptive
-60.00 A
] —— ArmForceForce_z
Setup1 : LastAdaptive
Ide="1.8"

7000 T
0.00 100.00 200.00 300.00 400.00 500.00 600.00
airgap [um]

Figure 6. Force vs airgap curves for different current
excitations.

The result of the parametric sweep creates a
multidimensional lookup table of current, flux lee,
displacement, and force. @ Maxwell automatically
creates a circuit element that uses dependent esourc
and a lookup table to relate the electrical inmergy
and mechanical output energy, where losses can be
lumped and made external to the component, as in
Figure 7 (Woodson, 1968).

iia lia lpos pO; Figure 9. Meshed 3-D geometry of the rotor discs, rotor
= vents, hub, and pad assembly.

o Aa | ECELook-up
A O m Table
N Input: ia, pos Brake pad wear is calculated as part of the FEA

Output: Aa, F solution using the Archard Wear Model (Archard,

Figure 7. Equivalent circuit of electrical solenoid actuator 1980), shown in generalized formfigure 10.

using the lookup table results from the finite eden

simulation. n,,m
Rate of Wear aw = kp U§ n—->
Together with the rest of the system circuit, the dtl/ {;[ \
electrical actuator is implemented with an icon, Contact
containing all of the complexity oFigure 7. The pressure

circuit model is connected with mechanical elements
such as the restoration spring and mechanical demnpi
as seen ifrigure 8.

Figure 10. Generalized Archard Wear Model used by
ANSYS Mechanical.

During the FEA simulation, constant pressure is
applied on the outer faces of the two brake pads to
?ﬂw interact with the rotor, spinning at a constanbuiy.
Magnetic Valve (ECE) . T Boundary conditions constrain brake pad movement in
the direction normal to the rotor, whereas in more
i e detailed studies the motion would be determinethby
[ o brake calipers and guide pins. The simulation pcedu
a wear rate of the brake pads as a function of the

applied pressure and rotor velocity, shownFigure
11

Figure 8. System model implementation of actuator with
mechanical elements such as spring and mechanical
damping loss connected externally.
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Figure 11. Wear rate on the brake pad for a constant = 00
applied pressure and rotor velocity. ssphraom

| B . o o

Using distributed computing, the FEA simulation o e k . , .
was performed for a number of combinations of L%@D_.Do_.a—:%]:;(} R
pressure applied on the brake pads and rotor vgltci = = s .
produce a response surface of wear rate at a sglect] S v
location on the surface of the brake pad, illusttan T s s
Figure 12. This response surface model was then P %/ o]
encapsulated as a Functional Mock-up Unit (FMU) ang >y T

connected to the speed and force inputs produced hy

the vehicle dynamics and ABS subsystems in the b) Pneumatic brake booster

Simplorer system model. The output of this model ¢ N

be integrated, using a standard integration black t b | T

measure accumulated wear. | S I
N Wear Rate (x109) = JABSValve....

ainT caliper2
02 9 realExpression

elastoGap ‘ I ‘
= .

- -
c=1e8
rod  d=1e6
e v

L=0.07
—_—
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-08

09

-1.0 position_input
L
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Figure 12. Response surface model of brake pad wea

versus brake pressure and rotor velocity. . = T L 2
2.3.4 Braking System H -

Leveraging the latest capability in Simplorer for|

modeling with Modelica, the braking system is| - = g
modeled natively in Modelica as a pneumatic and - -~ H —
hydraulic system using the Pneumatics Library and c= =3

~@— =
Hydraulics Library (Modelon AB, 2016). The model d

shown inFigure 13 consists of a pneumatic system for .—‘“‘__\_‘,_B
the brake booster (a) and the hydraulic systeniofb)

the brake actuation.

Y S

d) Modelica implementation in Simplorer

Figure 13. Pneumatic and hydraulic braking system
model
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Based on the brake pedal input from the driver, the
models calculate the resulting caliper pressure itha
provided to the vehicle model for use in calculatad ‘
the brake torque. The ABS valve that modulates the o - =
brake pressure based on the electromagnetic force
actuation is shown iRigure 13b. e

2.3.5 Vehicle Dynamics

The vehicle is modeled in Modelica with basic
longitudinal dynamics considering a lumped vehicle
mass and a simple single wheel approach. The't :
Modelica model in Simplorer is shown Figure 14. Figure 15. ABS control as a state diagram which
The tire dynamics include the effects of slip it  modulates the activation of the ABS valves.
Pacejka magic tire formula (Pacejka, 1993). The
vehicle model takes the drive torque and the brake During a braking event, the control algorithm uses
caliper pressure and calculates the resulting leehic the measured vehicle speed and calculation of vtbeel
response and wheel conditions, including wheel dpee determine which braking mode to activate. If véghic
and slip. The wheel speed is passed to the modbkof speed is below a low-speed threshold or if the
wheel speed sensor for slip estimation, and théckeh  calculated wheel slip is less than a minimum vatue,
speed is provided to the controller. unmodulated braking command is sent to the ABS
actuator. If vehicle speed is above the low-speed
v threshold, the controller sends a modulated command
vt G signal to the ABS actuator when wheel slip excekds
o l i established threshold.
Using SCADE code generation, the model-based
representation of the controller was transformed @

code and compiled into an FMU, shownFigure 16.
o - r[ - Il £= The FMU was directly integrated into the braking
: system model within ANSYS Simplorer. Simulated
maxs ; — braking tests were applied to the system model to
validate the operation of the control algorithm end
various conditions.Figure 17 shows the modulation of

= o the ABS during the application of full braking onyd
pavement at a speed of 20 m/s.

vehicle_velocky < sbs_on velorslip>=slp OFF "

== s |

siasin
controller
Figure 14. Vehicle dynamics model implemented in <}““‘°"“‘Vd‘”“y wice il et s O”
Modelica in Simplorer =l
abs_on el 4 — — -
el SCADE, "
While the vehicle dynamics considered are fairly o o e "'
. . . oy . . slip,
simple, the native Modelica capability in Simplorer 9 ’
on

allows for more complex models to be included to Q
capture higher frequency dynamics. For example, e
models from the Vehicle Dynamics Library (Modelon <}7

AB, 2016) can be integrated to capture higher ifigel sip.ona
chassis dynamics and also more detailed tire dysgami O o

and tire/ground interactions. 07

236 Controls Figure 16. Generated C code for the ABS controller,
Shown in Figure 15, control of the ABS valve is  encapsulated as a Functional Mock-up Unit.
implemented as a state machine in ANSYS SCADE

Suite, a model-based environment for developing

embedded software, often for applications wheretgaf

is critical (ANSYS, 2016).
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Figure 17. Simulated results of maximum braking
applied on dry pavement at 20 m/s.

2.3.7 Speed sensor

The sensor for measuring the wheel speed is an
anisotropic magnetoresistive sensor (Lenz, 199%3.
the teeth on a magnetic tone ring pass by the genso
the changes in the direction of the magnetic field
relative to the current flow in the sensor causanges

in the resistance of the modules, as seefRigare 18
andFigure 19.

Resistance vs Angle

. RARR” Figure 19. Magnetic flux bending as the tone ring teeth
move past the stationary sensor, measuring fluection
as pointsP1 andP2.
) The two sets of resistive sensor modules are &t eac
z E e point, P1 andP2, as shown irFigure 19. The resistive
o a[deg] Wheatstone bridge shown iRigure 20 has equal

Figure 18. Magnetoresistive material, showing a varying resistors in opposing positions within the bridge.
resistance as an external magnetic field anglaaiénce
changes vs the direction of current flowing throubk

material.

The variation in resistance follows a squared R2 R1
sinusoidal dependence on angle from -90deg to 90deg +
shown in Figure 18, according to the relation ]
(McGuire, 1975): Vin Vout

- + - R3

R(t) = R, + ARcos” a(t) (1) R4

Taking advantage of this variation, the modules are

arranged in Wheatstone bridge configuration so

measurable voltage changes result on their outpl Figure 20. Magnetoresistor bridge with matching
change in direction of the magnetic field due te th resistors placed in opposite positions.

variable reluctance of the teeth as they pass is ) _

calculated by the Maxwell3D finite element program  With this arrangement, the output voltayfg,, can
(ANSYS, 2016), as seen Figure 19 using a 2-D view pe seen to change Wl_th a c_hange in direction Ig_atdm
to visualize the magnetic flux lines. The fluxdcan  incremental changes in resistandi, as the following:
be seen originating from a permanent magnet and the

linking with the nearest tooth creating an anglatiee

to the face of the magnet and sensor.
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R R The values ofa are then passed to an equation
Vo =Vour = Vou- =Vin - 3 (2) block where the resistance in (1) is calculatedRbyr
R+R, R +R R2, R3, andR4, as shown iffFigure 22.
R =R, =R +dR(t ®)
R, =R, =R -dR(t) (4) ] dRb:=cos(INPUT[O]PI/180.0)'2
—% | dRf:=cos(INPUT[1]*PI/180.0)"2
eaus| VAL[0] := Rz + dRz* dRb

where from (1), —
(1) VAL[1] := Rz - dRz * dRb

VAL[2] := Rz + dRz * dRf

dR(t) = ARcos aft) (5) VAL[3] := Rz - dRz * dRf
_v, [OR@) ) _( Vin _ Figure 22. Circuit model equations for the value of the
0 Vou _\/in(] = []dR(t) =1ARcos aft) (6) magnetoresistors as the field angles change.

. b hat th | Id b These computed values of resistance are then linked
So it can be seen that the output voltage would bey, 5 regjstor bridge, with the value of each rasise

equal to the current,, through the nominal resistance, being fed from each corresponding output of the

R,, times the change in the resistanc&R is the equation blockFigure 23 andFigure 24.
maximum possible change in resistané, is the

nominal resistance, ang(t) is the field angle relative l
to the current flow. If there is no change in seaice, W
the output voltage is zero, as expected from anbalh < | R1
bridge configuration. >t
To model the resistor bridge in a circuit simulatio VPP MA o3
using Simplorer (ANSYS, 2016), the equation for the R2 Vop
resistance irFigure 18 and(1) is used. R, is given as
1200 ohm andIR is given as 0.02 ohmg is measured
for all positions of the sensor in the FEA simwatiat A TFe2
both P1 andP2, which are used foR;, Ry andR;, R; R3 Vom
respectively. The average magnetic fields in the ST —2
volumes of P1 and P2 are used according to the Vbm AR
following equation foro: ~4
Figure 23. Circuit magnetoresistor bridge model,
.[Hde graphically using resistance values calculated fitiun
a=tant| *—— ) equation block irFigure 22 with wire connections.
[H,av
Parameters - R1 - Resistor *

Therefore, for any given velocity of the tone ring,  Peemetss | ouput / Dissiay
the position can be instantaneously measured and e [fm ¥ Show Name
evaluated against a precomputed table of valueg of
for P1 andP2, for different tone ring positions. This

Parameters

method excludes any dynamic eddy currents. 9 Iifi'-'BL\:-"j’-'-l-leIi ) N
In the circuit, this table is represented by a lgok - sle, Verebi, Expresson -
table model with the angle position as an input ted e SR
corresponding value af atP1 andP2, Figure 21.
al
i— Qutputs
[~ Voltage [~ Cument [ Resistance
oK | Cancel |

angle . Figure 24. Resistor model properties obtaining resistance

position = | == from the equation block.
Figure 21. Circuit model of finite element based |00kup The output Of th|s resistor bndge generates a

]Ef"‘?clje’ Wilth tone ring positignzas an input and NN \oiage on the order of BV for a wheel rotation of
leld angle measured & andP2. 600rpm, so this measurement voltage is passedaonto
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comparator amplifier which, using a 5V, ground
referenced input, generates a 10V bipolar waveform,
Figure 25.

T
Vbp . |
RM% 182K = é "
N OPV54 "
~ — T . 30k
$ol M 1k % e
o s e WA T
R R13 A R16 vpp
1k 100K Opys1 OPVS5
= W Ruas
Yom R2 Re RIS = 100 R 1k
100K
T2
R4 vpm
S

Vbm

MR Bridge and Amplifier Output A
3.50E-005

\./‘\f\j\,/\/\.[\j\\/\]\./\j\./\./\j\_/\? -

r— 3.30E-005

— MR Bridge Voltage

3.20E-005

— Amplifier Voltage

T T T T
205.00

220.00 225.00

T
215.00
Time [ms]

T
200.00 210.00 230.

Figure 25. Comparator amplifier electrical circuit and the
output before and after amplification.

This waveform is then used in an encoder that

counts the zero crossings to estimate the speed of

rotation, using state transition blocks, as sed¥igare
26.

SET: Speed:=7.5 / (Time - Tprev)
0) SET: WavePeriod:=Time-Tprev ~ (Vin == 0.0)

0.
SET: Tprev:=Time
SET: Sp:

SET: Speed:=0

(time-Tprev) > 0.05 (Vin == 0.0)

(Vin ==

M)
N\

SET: Tpi

(time-Tprev0) > 0.05  (Vin == 0.0)

Figure 26. Circuit state-diagram containing the zero-
crossing logic to count the duration of teeth pagdhe
sensor to derive the wheel rotation speed.

The state diagram has a transition to catch theakig

Magnetic Tone Ring Model /

Tone signal pulse amplifier mz{;’
Magneto-Resistor Bridge / 7 X
J rpm
O | =W [ L]
O g i
] ; =1
I_' =
Wheel Rotation N ’—»1
Rotation
Speed = Pulse counter, speed encoder

=

Figure 27. Circuit representation of speed sensor with
resistor bridge, amplifier, and encoder.

As indicated in Figure 27, the vehicle model
rotation wheel speed is taken as an input, intedrad
create an angle for the tone ring which is passdte
magnetoresistor bridge. The resistor bridge signal
sent into the amplifier, which is connected to the
encoder, which outputs the estimated wheel speed.
Any faults in the tone ring or other subcircuitsllwi
create estimated wheel speed errors compared to the
actual wheel speed.

The nominal operation of the speed sensor is shown
in Figure 28 using a 600rpm sinusoidal varying input
speed. The waveform varies between 20 rpm and 600
rpm, some stepping can be seen in the encodertoutpu
at low input speeds since the encoder counter also
slows.

Simplorer1_0Fail A
600.00

MR Sensor Speed Results

Curve Info

— Input Speed [rpm]

—400.00

200.00

0.00
600.00

—400.00

— MR Encoder Speed [rpm] /.-

0.00

—200.00

: 075

T i I 0.00
0

1.00
Time [s]

Figure 28. Encoder response (bottom) compared to input
600rpm sinusoidal speed input (top).

3 Simulation Results

zero crossing from positive to negative and a state With all of the component models represented in the

transition to catch the zero cross from negative to
positive. The time between them is the transietioh
the tooth, which is used to calculate the instegnas
rotation speed, since the angular spacing of thih tie
fixed at 15 deg. If the speed slows down to neao,z
the encoder also slows down in its response, bast
several timeout loops that estimate the speedrasifze
the time between zero crossings exceeds a useedefi
threshold, 50ms in this case.

All of these sensor components are placed into sub-

circuits,Figure 27.

system, several results can be obtained. The
simulation results of the system are very useful fo
analyzing failure data, since in many real measured
datasets this type of data can be difficult to mhta
especially for corner cases. This failure dataesy
useful for training analytics to enable predictive
maintenance and enhanced failure analysis. Simnlat
results in this example will be obtained with the
integrated model ifigure 1 for normal ABS operation
and abnormal ABS operation break wear, and sensor
waveform signature for normal and abnormal sensor
operation.

DOI
10.3384/ecp1713235

Proceedings of the 12" International Modelica Conference
May 15-17, 2017, Prague, Czech Republic

43



A Simulation-Based Digital Twin for Model-Driven Health Monitoring and Predictive Maintenance of an

Automotive Braking System

3.1 Baseline System Perfor mance

The baseline performance is showrFigure 29 for a 3
second braking event from 20 m/s to a complete stop
including normal ABS activation.

Cunelnio Vehicle 10_System_MO_Hyst_ABS

— Vehicle Speed [m/s] 2000

£ 10.00

0.00

— Wheel Speed [rad/s] E 50.00

£ 25.00

5.00

— Wheel Slip []
£ 0.00

-5.00

— ABS Force Valve [N] Eoco

JTETLATEEAII

AVAVAVAVAVANANAVAVAS VAN VSN AYAT

F--40.00

— Brake Pressure [Pa] F- 4.00E+006

£ 2.00E+006

T
0.50

T
2.00

T T -
150 2.50 00

Time [s]

T
0.00 1.00 3.

Figure 29. Normal vehicle telemetry results for a full
stop from 20 m/s using normal ABS activation.

The amount of brake wear that results, measured in
mm, is shown irFigure 30.

10_System_MO_Hyst_ABS A
= 0.00E+000

Brake Wear

— Cumulative

£--2.00E-010
£--4.00E-010

f--6.00E-010

/-/_:_ 0.00E+000

o

/V‘/\'N ! [ -2.50e-010
"\NW\ £ -5.00E-010

£-7500.00

— Instantaneous Brake Wear [mm/s]

Tire Pressure to Force [N]

£ 5000.00

[ 2500.00

T F 000
2.50 3.00

T T
1.00 150 2.00

Time [5]

Figure 30. Brake wear for normal stopping
with ABS activation.

- T
0.00 0.50

condition

3.2 Fault Injection: Disconnected ABS
Controller

In the first fault scenario, the controller failacais
disconnected from the circuit. In this case, tH&SA
activation does not occur. The vehicle telemetry
results in this scenario can be seefigure 31 for the
same braking scenario from 20 m/s to a complete sto

Cumveinte Vehicle 10_System_MO_Hyst_NO_ABS 4

— Vehicle Speed [m/s] F20.00

E 10.00

0.00

— Wheel Speed [rad/s] £ 50.00

F25.00

— Wheel Slip []

—
=

— ABS Force Valve [N]

—— Brake Pressure [Pa] [ 1.00E+007

[ 5.00E+006

T T
0.50 1.00

T T .
150 2.50 00

Time [¢]
Figure 31. Vehicle telemetry results for a full stop from
20 m/s with abnormal ABS failure.

0.00 34

The brake wear that results in the absence of the
ABS activation can be seenhigure 32.

Brake Wear 10_System_MO_Hyst_NO_ABS A

— Cumulative

F -5.00e-011

£ -1.00E-010

— Instantaneous Brake Wear [mm/s]

[ -2.50E-010

E -5.00E-010

Tire Pressure to Force [N] E 7500.00

£ 5000.00

£ 2500.00

T F 000
250 3.00

T T
0.50 1.00 150 200

Time [¢]
Figure 32. Brake wear for abnormal stopping condition
without ABS activation.

0.00

It can be seen that with ABS activation there is a
cumulative brake wear for this single braking eveit
6.25x10'° mm. Without ABS, the brake wear is
1.38x10'" mm. There is less wear in the absence of
ABS since the wheel spends more time locked to the
brake pads, which also causes the vehicle to spend
more time coming to a complete stop. The cumudativ
wear numbers are very low, since only a singleibgak
event is being investigated.

3.3 Fault Injection: Broken Sensor

In the second scenario, the speed sensor toneising
modeled with missing teeth (Obrochta, 2015), as see
in Figure 33, and causes the sensor to misread the
wheel speed.

For this simulation, the first second of braking
behavior is investigated for a sensor signaturethad
effect on ABS behaviorFigure 34a shows the normal
sensor behaviorFigure 34b shows the effect of
missing one tooth, aniigure 34c shows the effect of
missing two non-adjacent teeth.

1 3 "
Figure 33. Tone ring mechanical failure with missing
teeth.

W
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Vehicle ail A

— Vehicle Speed [m/s] ‘ E
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T e

e [Pa] ‘ F- 4.00E+006
T T T T T
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— Wheel Speed [rad/s]

— Wheel slip []

— ABS Force Valve [N] 000

-40.00

— Brake Pressur
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Time [s]

a) Vehicle telemetry results for the first second
with no missing teeth.
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0. 14

b) Vehicle telemetry results for the first second
with one missing tooth

urve Info ‘Vehicle
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— Wheel Slip [] 0.00
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c) Vehicle telemetry results for the first second
with two non-adjacent missing teeth on the
tone ring.

Figure 34. Vehicle telemetry results showing the effect of
missing teeth

As teeth go missing from the tone ring, the wheel
speed and slip measurements show intermittent dips.
The dips represent a perceived reduction in spieed s
the time between zero crossings increases in the ga
resulting in an interpreted slowdown in speed. sThi
perceived reduction in wheel rotation results in
inadvertent ABS activation since it is interpretasl
wheel slip since the vehicle speed does not chatithe
it. The simulation can be run for any combinatan
missing teeth to create signatures leading to more
accurate diagnosis of the ABS sensor and speoiffie t
ring failure.

4 Summary and Future Work

A model-driven simulation approach combining 0-D
and 3-D physics-based models with controls to stppo
heat monitoring and predictive maintenance for
automotive braking stems was shown. These
simulation-based digital twins are useful for pring
inputs into analytics systems that support predicti
maintenance for critical sub-systems, especialigeun
abnormal operating conditions. As an example, the
difference in wear rate was identified for normal
conditions and abnormal conditions where the ABS
controller becomes disconnected, to predict when
maintenance is required on the braking system.

Simulation-based digital twin models are also
useful for obtaining sensor signatures of the fault
conditions needed to train machine learning algors
that support advanced system diagnostics. These
models are particularly useful for observing
abnormalities and failures which cannot be observed
easily in physical tests or in sufficient quanstieo
reliably train learning algorithms. In this pap#re
unique ABS activation and speed-slip signals were
recorded using simulation for several cases of
mechanical failure of the teeth on the wheel sensor

In order to realize these simulation-based digital
twins, several methods of system, circuit, and cedu
order modeling were shown using 3-D finite element
analysis and 0-D multi-domain circuit simulation.

Future work will include more detailed physical
models to support more vehicle operating scenarios
and adding fault tree analysis with rigorous and
automated scenario analysis for detailed root-cande
diagnostics analysis of brake wear. Further wak c
also be done to connect the simulation-based ¢igita
twin with real-time data from the vehicle and adgin
HMI (Human-Machine Interface) components to depict
vehicle health management parameters (diagnostics,
prognostics) to the driver.
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Abstract

Accurate predictions of aerodynamic forces using
computational fluid dynamics require accurate
geometry. The aerodynamic forces on the vehicle body
affect the vehicle posture or the vehicle position with
respect to the ground. When a vehicle is cruising on the
road, the change in vehicle posture is usually relatively
small with respect to the size of a vehicle. However,
these small changes in geometry can lead to significant
differences in aerodynamic drag and airflow structures.
To address this issue, a coupled simulation approach
was developed to predict vehicle posture in typical
cruise and wind tunnel test conditions. This coupled
approach was tested using Exa’s PowerFLOW and
Modelon’s Vehicle Dynamics Library (VDL). In this
approach, the aerodynamic forces on the body are used
to calculate the movement of the body and the
suspension geometry. This modified geometry is then
used to recalculate the operating aerodynamic forces.
The modified geometry shows changes in total force,
the distribution of forces, and the structure of the
airflow over the vehicle. The results provided by
correct geometry under loaded conditions offer better
correlation to test and provide car makers with the
increased accuracy to confidently improve real world
fuel economy.

Keywords: aerodynamics, suspension, co-simulation

1 Introduction

One of the most important aspects of a vehicle for fuel
economy is the aerodynamic drag. Reducing drag
improves fuel economy in conventional vehicles and
range in electric vehicles. When a new vehicle is
designed, a car maker must decide where to invest
resources in meeting mandated and customer expected
efficiency requirements. Meeting efficiency targets
usually involves improving drag, reducing powertrain
losses, and reducing vehicle mass. Improvements in
each of these areas represent significant investments on
any new program. Accurately predicting the drag is
critical to predicting the performance that a production
vehicle will achieve. If this value is accurately
predicted, an OEM can confidently direct the large

john.griffin, Jjohn.batteh}@modelon.com

investments associated with improving fuel economy
and range. If this value is incorrectly predicted, then
late design changes that carry a large risk and expense
are needed to meet the original vehicle targets.
Predicting vehicle efficiency involves many tools that
are used for simulating the different aspects of a
vehicle. The vehicle drag prediction requires 3D CFD
simulation. The efficiency is usually predicted in
system simulations that consider drag, body, and
powertrain behavior.

Two common assumptions are used when
determining drag for fuel economy, range, and vehicle
dynamics simulations. The first is that vehicle
aerodynamic forces are accurately represented by a
load curve that is a function of vehicle speed. The
second is that wvehicle geometry is fixed for
characterizing aerodynamic forces. Both assumptions
are valid, but only for limited conditions. In both the
wind tunnel and the real world, these assumptions
reduce the accuracy of the resulting predictions.

In a system simulation, the effect of aerodynamic
forces on a vehicle is usually calculated using the
coefficient of drag. This coefficient is determined from
a CFD simulation, measured in a wind tunnel, or
derived from a coast down test. For fixed geometry in
still air, the drag force, Fp, is a function of the square
of the vehicle speed, v, the air density, p, the
coefficient of drag, Cp, and the frontal area of the
vehicle.

Fp==p-v%:Cph-A (1)

N| =

The drag force works against the direction of travel
of a vehicle. However, in addition to the drag force, the
airflow over the vehicle also generates lift forces.
These lift forces cause the posture of the vehicle to
change, with a 2 millimeter front ride height increase
and a 3 millimeter rear ride height for our example, as
illustrated in Figure 1. The lift force is calculated
similar to the drag force using a lift coefficient. To
calculate the vehicle posture, lift forces are calculated
over the front and rear axles using an equation similar
to the drag equation.
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p- v2- CL,Front A (2)
(3)

FL,Front =

N RN =

—_.p-1p2. .
Frrear =5 P V" Cppear - A

The lift is determined in this way so that the effect
of different lift forces on the front and rear of the
vehicle are considered. The lift driven changes in
posture mean that the assumption of fixed geometry
doesn’t hold. Therefore, for accurate prediction of
forces on a vehicle, this interaction between vehicle
posture and aerodynamic forces should be considered.
CFD accuracy is improved by considering the impact
of aerodynamic forces on vehicle posture.

Figure 1. Lift forces and displacement.

2 Determining Posture Change

Changes in vehicle posture affect the position and
orientation of suspension parts and wheels. These small
changes in geometry affect the airflow over the entire
vehicle. The changes in airflow change the pressure on
the vehicle surfaces. This change in the pressure
distribution and magnitude cause a change in the lift
and drag forces. In some cases, this change in posture
has an easily observable effect on the airflow. For
example, a part of the underbody which was shielded
from high speed airflow might be exposed and act like
an aeronautic air brake. In other cases, the effect may
be subtle, causing changes in the distribution of the
flow over the vehicle body and relative change in the
flow under and over the vehicle. This effect is similar
to how changing an airfoil’s angle of attack changes its
lift and drag. A key difference is that a vehicle’s
geometry is much more complex than an airfoil. It has
complex surfaces, heat exchangers, fans, airflow
through the engine bay, rotating tires, and airflow
around the vehicle body.

To accurately determine the effect of these geometry
changes a full 3D flow simulation is required. This
simulation is done using the Lattice-Boltzmann (LB)
solver in PowerFLOW (Exa Corporation, 2017). This
solver offers several advantages over traditional
Navier-Stokes (NS) based solvers. The LB solver is
inherently a transient solver, and the PowerFLOW

implementation is able to handle fully detailed
automotive geometry without simplification. This
ability to handle geometry changes without special
consideration simplifies implementation of geometry
movement. This solver is used by OEM’s globally for
aerodynamic, thermal, and acoustic simulation. Its
accuracy and robustness are well documented
(Kotopati, 2009; Duncan, 2010; Duncan, 2012).

Modelica was used in this application because it is
capable of describing problems in many engineering
domains. Most importantly, it can elegantly describe
multi-body problems such as suspension simulations.
The features inherent in the language make it easy to
present the model in a form that can be used by
someone who is not an expert in a particular
engineering domain, such as suspension simulation.

Furthermore, since Modelica is able to address
multiple engineering domains, it provides a solution to
describing different functional behavior in the vehicle
using a single language. Vehicle Dynamics Library
(VDL) (Modelon AB, 2016) has been used extensively
in the automotive domain and proven for simulation of
complex vehicle behavior (Andreasson, 2011;
Andreasson, 2016; Griffin, 2012; Klomp, 2016) in
Dymola (Dassault Systemes, 2017). VDL is a
commercial Modelica library with a wide range of full
fidelity, multibody suspension configurations. VDL
can solve for the effect of aerodynamic load, like in a
wind tunnel or the open road, and inertial loads, like on
the track. In conjunction with OPTIMICA Compiler
Toolkit (OCT) (Modelon AB, 2016), Functional
Mockup Units (FMUs) (MODELISAR, 2010) from
VDL can be created to simply the task of interfacing
between multiple solvers.

A model of a proprietary vehicle from Exa known as
the EV12 was implemented using the WVehicle
Dynamics Library (VDL) from Modelon. The EV12
vehicle has a McPherson strut front suspension and a
twist beam rear suspension. As suspension topologies
are available in VDL, modelling the EV12 was simply
a matter of modifying the suspension geometry
parameters to match those of the EV12. The resulting
vehicle model in Dymola is shown in Figure 2.
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Figure 2. Diagram view of EV12 chassis model

Two different approaches were used during to the
investigation to quantify the difference in drag forces
and vehicle pressure distribution.

2.1 Change in vehicle posture based on downforce

In the first approach, the goal was to determine the
effect changes in aerodynamic forces had on the static
vehicle posture.

To quantify this effect, the vehicle posture was
controlled by aerodynamic downforce. As changes in
downforce directly relate to changes in tire vertical
forces, tire vertical forces were used to resolve the ride
height. This change was implemented as a controller in
the system model.

The ride height controller, shown in Figure 3, was
implemented by defining the fender height, or vertical
height of the chassis at each vehicle corner, versus tire
vertical force as tabular data and adjusting the force in
the actuator until the desired fender height was
achieved. The tire vertical force is a standard output in
VDL for vehicle simulations. Therefore, accessing the
tire vertical force to use it in the actuator was simply a
matter of pulling this signal off the signal Bus. A PID-
controller from the Modelica Standard Library was
used to control the force.

3

conbiTablelDs controller

%m; Zlwheel_nu l1 ‘/

= S A u

rideActuator[wheel_number]

A

Figure 3. Ride height controller

Control of the vehicle posture was achieved by
using ride height actuators as shown in Figure 4. VDL
uses both standardized templates and interfaces to
describe vehicle components and sub-components. The
ride height controller described above used a consistent
interface as the standard ride springs. As such changing
from the standard ride spring model to ride height
actuator was simply a matter of changing classes.

Figure 4. Standard ride springs replaced with actuators

Based on this approach, we concluded that even
small changes in aerodynamic downforce affected both
vehicle posture and the position and orientation of the
suspension components.
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2.2 Controlled vehicle posture
In the second approach, the vehicle posture was
explicitly controlled.

The vehicle posture was changed using a standard
experiment in VDL in which the wheel hubs are held at
a fixed vertical position and the chassis is pulled down
by two actuators. The attachment points of the
actuators on the vehicle were located at positions
consistent with the sensors that measure the front and
rear ride height in the CFD simulation. The diagram
layer of the heave rig experiment is shown in Figure 5.

C

T

iy

Figure 5. Diagram layer of HeaveRig experiment

The resulting animation of the heave rig experiment
is shown in Figure 6.

Figure 6. Animation of HeaveRig experiment

The desired results of the heave rig were the time
history of all suspension part positions and orientations
at all front and rear right heights. To generate this data,
a full variable sweep was used in which the front and
rear ride heights were varied from —15 to 15 mm of
travel at 1 mm intervals. This full sweep resulted in
961 different vehicle postures.

As is evidenced in Figure 7, the suspension
components of the vehicle move significantly across

the various vehicle postures. The image below was
generated by superimposing all the animation frames.

Figure 7. Superimposed frames of HeaveRig animation

The overall magnitude of the change in suspension
component position and orientation is shown in Figure
8. This plot shows the change in the height of the outer
tierod point vs. front and rear heave changes.

035
0.345
0.34
0.335
0.33
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m0.32-0.325 m 0.325-0.33 ®m 0.33-0.335
M 0.335-0.34 m 0.34-0.345 m 0.345-0.35

Figure 8. Variation of outer tierod height with changes in
vehicle posture

The HeaveRig simulation provided a complete time
history of suspension parts position and orientation
during the vehicle posture changes. These results were
exported and reformatted for use in PowerFLOW.

3 Improved Drag Prediction

The most important design point for a vehicle’s
aerodynamics is the performance under steady speed
conditions on a flat road. This condition is the one
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replicated in most wind tunnels. When operating in this
manner, the vehicle’s change in posture is caused by
the drag force and the lift forces. When the vehicle
posture changes, many components in the suspension
move. This movement is illustrated in Figure 9. Most
importantly, the vehicle body position changes.

Figure 9. Suspension displacement under aerodynamic
load.

While small changes in posture of a few millimeters
may appear to be inconsequential, these effects are
often a source of error for accurately predicting the
drag of a vehicle. Furthermore, these small changes in
posture lead to appreciable changes the flow structures
on the vehicle. Such an effect is illustrated in Figure
10.

The change in the vehicle posture exposes the front
suspension to more incoming flow, which increases the
static pressure on the surface of the vehicle, increasing
drag. This effect (higher static pressure) is visible in
both the lower A-arm attachment to the body as well as
the front wheel arch pressure, behind the front
suspension. These two areas are marked with white
arrows on each image of Figure 10. Both areas show a
redder shade of static pressure, contributing to about 1
count of aerodynamic drag (a count is 0.001 or a tenth
of a percent).

Static Pressure [Cp]

e

-0.20

Figure 10. Differences in surface pressure and underbody
airflow. Original posture [top] vs. realistic posture
[bottom]

Focusing on the rear of the vehicle, Figure 11 shows
the surface pressure for both the baseline vehicle (top)
as well as the realistic posture (bottom). It can be seen
that updating the posture and the suspension yield a
lower surface pressure on the back of the vehicle,
which contributes to 3 count of drag increase.
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Static Pressure [Cp]
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Figure 11. Differences in surface pressure on the back of
the vehicle. Original posture [top] vs. realistic posture
[bottom]
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In this case study, this coupling improved the
accuracy of the drag predictions by 4 counts, about a
1% improvement. Simulating a step in between
(updating the body posture alone without updating the
suspension) enabled us to find that of the 4 total counts
of drag increase, 3 were due to the body posture update
and 1 count was due to updating the suspension
geometry. These effects can be seen in Table 1.

Case: Cd [counts] ACd [counts]
Baseline 387

Posture alone 390 +3
Posture+Suspension 391 +4

Table 1. Difference in vehicle drag due to posture and
suspension change.

This improved accuracy was achieved by first
finding the drag and lift forces on the vehicle using the
at-rest posture. This model included all the vehicle
geometry details such as underhood and suspension
components. After finding the lift forces, they were
applied to the suspension model described in Section
2.1

The change in posture resulted in changes in the
airflow pressure on the wvehicle body. Using the
corrected geometry, these refined forces are a more
accurate representation of the vehicle forces and flows.
The local impact of the changes can be seen in the drag
development show in Figure 12. This graph shows that
the body posture effect of 3 counts is mainly felt at the
back of the vehicle, manifesting in a reduction in the
base pressure. The suspension effects, on the other
hand, have a 1 count of drag impact that is felt mainly
on the front axle suspension and the front wheel arches.
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T T
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Posture alone
Posture+Suspension
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Delta Cd
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0.005 . . ) . . . . .
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Figure 12. Difference in drag due to posture change.

This iterative coupling solved for the vehicle lift,
posture change, and then for the improved drag value.
The inputs to the process are the vehicle geometry and
the suspension characteristics. The vehicle geometry
provides the surface data for CFD simulation and the
location of the hard points in the suspension which are
used to setup the system simulation. The suspension
characteristics allow the system model to properly
calculate the changes in geometry due to the lift forces.
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4 A Case Study

This process was applied to a proprietary vehicle from
Exa known as the EV12. This vehicle has dimensions
and details similar to a small SUV. To calculate the
posture change, Vehicle Dynamics Library was used to
determine the vehicle geometry changes in response to
these forces. These changes in geometry were used to
modify the vehicle geometry. This modified vehicle
geometry was used to find an updated drag value. For
this case study, the need to iterate on this process was
investigated. It was found that a single iteration was
sufficient to account for posture driven changes in
drag. This quick convergence allows improved drag
prediction at an affordable computational and wall-
time cost.

The system model was integrated in a rig which
simulates the body motion in response to the drag and
lift forces. This rig is shown in Figure 4. The remaining
part of this solution is the translation of the suspension
movement back to changes in geometry. This
translation is accomplished by using consistent frames
of reference between the system model and the CFD
model. The changes of the frames of reference are
determined in response the aerodynamic forces.

5 Conclusions

A methodology was developed that improves the
correlation of vehicle geometry to real world loading
conditions and thus improves accuracy in replicating
test conditions in CFD. This improvement was
accomplished by coupling a Vehicle Dynamics Library
model of the vehicle with Exa’s PowerFLOW for 3D
CFD simulation. The vehicle model was coupled with
the CFD simulation via an FMU generated using
OPTIMICA Compiler Toolkit.

In the case study considered, changes in drag of
about 1% were seen due to the changes in vehicle
posture and consequently changes to the suspension
geometry. Improving aerodynamic prediction accuracy
is critical because of the large impact on certification
and real world fuel economy. This case study
examined a single aspect of coupling aerodynamic and
suspension simulations. This coupling is important
enough that it is expected to be part of every vehicle
aerodynamic simulation. Future applications will
consider the impact of real world conditions, tire tread,
and driving cycles to improve designs for efficiency
and comfort.
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Abstract

Multizone models are widely used in building airflow
and energy performance simulations because they are
often suitable for the analysis needed, and due to their
fast computation speed. However, the results provided
by the multizone models are sometimes limited due to
the underlying well-mixed assumption of the air in a
zone (e.g., a room). For zones where this assumption is
not suitable, a Computational Fluid Dynamics (CFD)
models may be needed. This paper proposes a coupled
simulation model between the multizone and CFD
model, which in the paper is fast fluid dynamics, a freely
available and publicly released program. The model
allows the simulation of a dynamic interaction between
airflow and Heating, Ventilation and Air-Conditioning
(HVAC) systems for buildings with stratified airflow
distribution in some of the zones. The approach is
implemented using Modelica and its buildings library.
In this presentation, we first discuss the design and
implementation of a data synchronization strategy
between the two models. We then show a possible
validation of the implementation by comparing the
simulated results with experimental data from previous
research. Finally, we perform a case study by linking a
Variable Air Volume (VAV) terminal box to space in
order to evaluate the capability of the coupled
simulation. Finally, further research needs are discussed
at the end of the paper.

Keywords: CFD, Multizone, Coupled Simulation

1 Introduction

On average, Americans spend 90% of their time indoors
(Kats 2003). Therefore, in order to maintain thermal
comfort using HAVC systems, buildings consume about
41% of total energy in the US (Department of Energy
2011). However, the current indoor environment is far
from satisfactory. The estimated loss of productivity
due to the poor indoor environment is up to 160 billion
dollars in the US (Fisk 2000). Thus, it is critical to
improve the indoor environment while decreasing the
energy consumption.

To improve the design of HVAC system and indoor
environment, we can use numerical simulation. On the
airflow simulation, there are various models available,

such as multizone models, zonal models, and CFD
models (Chen 2009). For the HVAC simulation, there
are some conventional building performance simulation
programs such as EnergyPlus (Crawley et al. 2001),
ESP-r (Strachan et al. 2008), IDA Indoor Climate and
Energy (IDA ICE) (Kropf and Zweifel 2001),
TRYNSYS (Klein et al. 1976), and some advanced
techniques such as Modelica-based modeling (Wetter
2009).

Multizone models are widely used in building energy
performance simulation programs to save computation
time. By asserting that the air is suitably well mixed in
a zone, a multizone model solves the mass balance
equation and energy balance equation in a significantly
faster fashion, compared to the speed of the CFD models
(Chen 2009). However, the underlying well-mixed air
assumptions for multizone models may be invalid if, for
example, the air in the room is stratified. In this case, the
multizone models may calculate incorrect results (Wang
and Chen 2008).

To model a multiple air distribution type zone
building, Wang (Wang 2007) proposed dynamic
coupling between CFD and multizone models. As a
result, the multizone models are adopted for zones with
well-mixed air distribution and CFD model is used for
zones with stratified air distribution. At the
synchronization time, data is exchanged between the
CFD and multizone models. The data exchange is
performed iteratively to ensure a fully-converged
solution. To achieve convergence and stability, Wang
and Chen (2005) recommended transferring pressure
data from multizone models to CFD while
simultaneously giving airflow rates from CFD to
multizone models. While significant, however, their
work only focused on the airflow movement and did not
demonstrate their approach for buildings that included
HVAC systems, and with HVAC controls.

To model the control and distribution of airflow
movement in a building with multiple zones, it is
necessary to integrate the HVAC system modeling,
multizone model, and CFD model. In previous work,
multizone models were implemented in Modelica
(Wetter 2006a). Similar models are also implemented in
the Modelica Buildings library (Wetter et al. 2014)
which can link to the HVAC system model to study the
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control of airflow. Besides the multizone models, there
are several CFD model implementations in Modelica
such as a sub-zonal CFD model (Bonvini et al. 2014)
and VEPZO (Norrefeldt et al. 2012). Moreover, a
externally coupled simulation model between CFD
model for airflow, HVAC, building envelopes and
control was implemented in the Modelica Buildings
library to enable the study of their dynamic interactions
(Zuo et al. 2016). The coupled simulation model was
then validated and used to study a case with stratified
non-isothermal airflows with an idealized constant air
volume system. The results demonstrated that the model
is capable of capturing the dynamics of the system.

Based on the previous efforts, this paper implements
the coupled simulation of CFD and multizone models in
Modelica to study the interaction between airflow
movement and HVAC system. This paper first discusses
the data synchronization strategy used in the
implementation. Then it focuses on the validation by
using a case with well-controlled boundary conditions.
Finally, a more complex case stemmed from research
(Wang 2007) was used to further evaluate the capability
of the coupled simulation.

2 Methodologies

A quasi-dynamic data synchronization strategy (Zhai et
al. 2002; Tian and Zuo 2013) is used for the coupled
simulation. As shown in Figure 1, CFD and multizone
models exchange data at a given data synchronization
point t,, and then run on their own till the next point
t,+1- The exchange of information x is dependent on
different scenarios. Note that CFD models have a
constant time step size and multizone models

programmed in Modelica uses an adaptive time step size.

L b
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Figure 1. Two-way data synchronization strategy

As shown in Figure 2, we present a simplified
physical representation of the data exchange strategy. In
this scenario, Zone 1 is simulated by CFD as a non-
uniform momentum distribution formed by the inlet
directly facing one of the outlets. The mass flow rate and
temperature at the inlet of the CFD zone are already
known. CFD models feed the mass flow rates and

temperature values at two outlets, which are the
averages for time and area, to the multizone modeled
zones, namely, Zone 2 and Zone 3.

Mip [ -
— —> 1712
inlet outlet 1
Zone 2
P I-’PQU
Ambient
Zong 1
Zone 3 T Py,
Py Ambient
outlet 2
= 17113

Figure 2. Sketch of the case on which data exchange was
implemented

Note that in this simplified data synchronization
scheme there is no pressure information exchanged
mutually between two programs. After receiving the
mass flow rate at openings to from the CFD models, the
multizone models can then determine the pressure at
zones and mass flow rates at the openings using the
equation introduced in the next section.

3 Mathematical Description of
Multizone model and FFD

FFD solves the Navier-Stokes equations:
U, ou;  9*U; 10P
a9t T Uox Voxz pox

where U; and U; are the velocity component in x; and

x; directions, respectively, v is the kinematic viscosity,

p is the fluid density, P is the pressure, t is the time, and

F; is the source term, such as the buoyancy force. FFD

splits the Navier-Stokes equation into the following

three equations:

(1)

= Viay (2)
au; 0%U;
WZV asz + F; (3)
ou,__10p "
at pox;

FFD first solves the advection equation (2) using a semi-
Lagrangian method (Courant et al. 1952). It then solves
the diffusion equation (3) with an implicit scheme.
Finally, it solves the pressure equation (4) together with
the continuity equation
axi -
using a projection-correction method (Chorin 1967).
FFD also applies a similar algorithm to solve the
conservation equations of energy and species. The
detailed implementation of sequential FFD model can

0 ()
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be found in (Zuo and Chen 2009; Jin et al. 2012). One
can also refer to the parallelized FFD model by CUDA
and OpenCL in these literature (Zuo and Chen 2010;
Yang 2013; Tian, Sevilla, and Zuo 2017).

Typical  multizone  models, for example,
CONTAMW, use the power law to calculate the mass
flow rate Qii from zone i to zone j (Dols and Walton
2002). In Modelica Buildings library, the Q'L-]- is defined
as follows (Wetter 2006b):

0y = CaA |2/ AP™ (6)

where Cy is the discharge coefficient normally ranging
between 0.6 to 0.75; A is the area size of the opening; p
is the density of the air; m is constant, which is 0.5 for
large openings. AP is the pressure difference consisting
of total pressure difference |P; —P;| , pressure
difference due to wind AP,,, and pressure difference due
to density and elevation difference AP, (Wang and Chen
2007).

Since Modelica is an equation-based, object-oriented
modeling language (Fritzson 1998), the sign of Qij can
be automatically determined based on the pressure in
two zones. Thus, we can write the mass conservation for
zone i as:

dmi _
dt

n
Qi+ F; (7)
=

where m; is the mass at zone i; n is number of
surrounding neighbours to zone j; F; is the air mass
source in the zone i. Since the flow in buildings is
typically incompressible, we can assume that m; is not
changing with the time. Once the boundary conditions
are applied, the pressure at each zone and mass flow rate
between neighboring zones can be uniquely determined.

4 Model Implementation

The key obstacle to the implementation is to realize the
extraction of the flow rates and the value of the scalar
variables at the outlets from CFD and to feed them to
the multizone model. To overcome the problem, we put
virtual sensors at the outlets to obtain the necessary
information. For detailed information of the CFD model
in the Modelica Buildings library, please refer to
previous research (Zuo et al. 2014).

Figure 3 shows the detailed implementation. The
CFD zone is modeled using the CFD model in the
Modelica Buildings library. Three real inputs for
radiative heat gain, convective heat gain, and latent heat
gain, are connected to the CFD model. At the lower part
of the figure, there are fluid and heat ports connected to
the CFD model as boundary conditions. Note that the
CFD model will calculate the mass flow rates at all ports
using the mass balance law and the CFD program will
assign the tag of inlet or outlet to the ports based on the

sign of the mass flow rate. On the right side of the figure,
the mass flow rates and temperature at the outlets from
CFD were given to the prescribed fluid mover through
the first order delay model. The delay model is used to
mimic reality by making the mass flow rate increase
graglgqlly.

MasFloRat portsl
m_ fiow

Figure 3. Diagram of Modelica model for coupling

In this paper, we chose Fast Fluid Dynamics (FFD),
as an intermediate model between multizone and CFD
models, due to its fast computation speed. By sacrificing
some accuracy the FFD method is shown to be about 50
times faster than CFD programs if running on the CPU
(Zuo and Chen 2009). By taking advantage of the GPU,
the FFD program can gain another 30 times computation
acceleration, which will be added up to achieve 1500
times faster than CFD program running on CPU (Zuo
and Chen 2010).

5 Case Study

5.1 Isothermal with non-uniform
momentum distribution

We used one of the three experiments conducted by
Wang and Chen (2009) to validate the coupled
simulation model. As shown in Figure 4, space consists
of four zones. Zone 1, which has one inlet and two
outlets, is simulated by FFD, due to the non-uniform
momentum distribution as the inlet is directly facing
opening 1. Other zones were simulated using multizone
models.

Figure 5 shows the Modelica representation of the
validation case. A prescribed fluid mover was connected
to the CFD zone (Zone 1) to provide the inlet boundary
conditions for the FFD program. Other zones were
simulated by the multizone models, namely,
MixingVolume. The openings were simulated by
Orifice, which nonlinearly correlates the mass flow rates
with a pressure difference between zones.
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Figure 4. Schematic of a building with two rooms

E out
bouln Zone 1 Zone 2

Zone_2
@ Opening 1 @
Inlet O 000

airflow Jr-o0e

Opening 3

Zone_1

CFD_Zone

intd_out
Outlet

a00!
Zone 1

.......

int3 4
Opening 2 Opening 4

Zone 3 Zone 4

Figure 5. Diagram of Modelica model for a building with
two rooms

The radiative heat gain, the convective heat gain, and
the latent heat gain inside CFD_Zone model are all set
to zero. The inlet mass flow rate is changing at 0.033,
0.053, 0.105, 0.14, and 0.215 m?¥s. Since this
experiment is essentially isothermal, we set the inlet
temperature, the temperature at all walls of Zone 1 and
initial temperature at fluid cells as 10 °C. The data
synchronization time step is set up to 5 s. The simulation
span is 100 s and the Radau solver is used. The residual
is regulated to be below 1E-6.

FFD uses a mesh of 34 x 12 x 18. The time step size
for the former two mass flow rates is 0.1 s and for others
is 0.05 s. To simulate the turbulence introduced by the
high-velocity jet, we employed the zero equation model
proposed by Chen and Xu (1998).

Figure 6 shows the mass flow rates ratio at opening 1
and opening 2 in Zone 1. Our simulated results have
good agreement with the experiment when the inlet
mass flow rate is generally larger. Due to the fact that
there is considerable numerical viscosity (can be acted
as turbulence viscosity) in the FFD model as a result of
the solution method, we tuned the coefficients of the
zero equation turbulence model.
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Figure 6. Validation results of mass flow rate ration at
opening 1 and opening 2

5.2 Multizone airflow with a VAV terminal
box

In a validation effort, we demonstrate that the coupled
simulation model can study the airflow distribution for
space with a non-uniform momentum distribution. After
adding a VAV terminal box to the validation case, the
case study aimed to investigate the control of room
temperature for Zone 1, as shown in Figure 7. To
increase the efficiency of temperature control, we
increased the length of the inlet (in the X direction) by
0.53 m, in order to insert more air from the terminal box
in the room.

Here we modeled the heat transfer and radiative heat
transfer through and between the envelopes in Zone 1 in
Modelica. The exterior surface temperature for floor and
other walls are 25 °C and 27 °C, respectively. The initial
temperature of the space is 30 °C. The objective is to
sustain 25 °C temperature for occupant zone of Zone 1,
which is in the lower half part, by adjusting the VAV

| VAV Terminal Box
>
Zone 1 Zone 2 out
Zone_2
Opening 1 @ Opening 3
Zone_1 I - Zone.4 Ambient]
o Zone 2
intl_2 int2_4 @
CFD_Zone — — I
.......
Zone 4
Zone 1 int4_out
I Zone3 I Outlet
.......
IA:a o @ IA:(V 13
intl_3 int3 4
Opening 2 Opening 4
Zone3
Zone 3 Zone 4

Figure 7. VAV terminal box with validation space

Figure 8 illustrates the detailed model of VAV
terminal box. Since we isolated the room from a VAV
system which serves multiple rooms, we assume that the
pressure difference at terminal box and space outlet as
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constant. Thus, we set the pressure of the cold air source
as 20 Pa. The temperature of the cold air source is
constant as 16 °C. The opening of the valve in the cold
air loop is adjustable and reheat coil can be turned on by
opening the valve in the hot water loop. A controller is
implemented to coordinate the opening position of the
valve in cold air and hot water loop.

port_b

Outlet of terminal box

Mass flow rate fraction
Mass flow rate ¢

sensor

Valve

Hot water source

uuuuuu

Hot water sink

yDam

Terminal Box
Controller

| 2 Cold air source with
| : constant pressure

Room temperature
. nput

Figure 8. VAV terminal box

As shown in Figure 9, we implemented a pressure-
dependent control logic (Liu et al. 2012). The occupant
zone temperature signal is first sent to adjust the valve
position in the cooling air loop, which is at the lower
part of the figure. If the valve opening decreases to 30%,
which is deemed as the lower limit, then, the reheat coil
will be turned on by feeding the opening position signal
to the valve of the reheat coil. The control of the reheat
coil is shown in the upper part of the figure. To avoid
the short cycling of the reheat coil, we added to the
controller a hysteresis, which has lower bound of 0.3
and higher bound of 0.4.

Reheat control loop |

Room temperature

set point
TRoo

>

ROOM temperatare - -~~~ { <=~~~ <<=-=cee s enonen e

input
ﬂ Hysteresis to avoid short

cycling of reheat coil valve
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osition in air loop
max
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Cooset >
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[
, PI controller
(273525 Bhe
Room temperature
set point
_ Cooling control loop !

yHea

Valve position reheat coil |

yDam

Valve position in air loop;

Figure 9. Controller in VAV terminal box

Air loop valve position

From Figure 10 to Figure 12, the dynamic response
of the VAV terminal box and indoor environment is
shown. In the beginning, as shown in Figure 10, the
room temperature is initially higher than the set point
(25 °C), the opening ratio of the valve in the cold air loop
is decreasing from 1.0 to 0.3 as shown in Figure 11. The
mass flow rate of the supply air as shown in Figure 12
then drops from 0.120 kg/s to 0.044 kg/s. Since the
reheat coil does not turn on, the supply air temperature
remains constant as 16 °C, as shown in Figure 13.

At around 60 seconds, when the opening ratio of the
valve in the cold air loop reaches 30%, and the room
temperature is lower than the set point (Figure 10), the
reheat coil is turned on. Then, the room temperature is
increased and meets the set point at around 160 seconds.
Since the room temperature is lower than the set point at
this period (60-160 seconds), the opening ratio of the
valve in cold air loop remains a minimum of 30% and
the opening of the valve in reheat coil first climbs up and
then drops, as shown in Figure 11. As a result, the mass
flow rate of the supply air remains constant at 0.044 kg/s
(Figure 12). Consequently, one can see in Figure 13 that
the supply air temperature first increases to a maximum
of 25.4 °C and then gradually drops to 23.0 °C, along
with the change of opening of the valve in reheat coil.

From 160 to 225 seconds, the room temperature is
higher than the set point and their difference is
decreasing (Figure 10). As the difference changes, the
opening of the valve in the cold air loop increases from
0.3 to 0.4 kg/s. Though the room temperature is higher
than set point, due to the hysteresis embedded in the
controller, the reheat coil is still on with a small opening
(Figure 11). Thus, the supply air temperature is higher
than 16 °C and generally decreasing with the valve
opening becoming smaller (Figure 13).

After approximately 225 seconds, the room
temperature is approaching the set point (Figure 10). At
end of the simulation (15 min), the difference between
room temperature and the set point is marginal. Since
the room temperature is higher than set point and the
opening of the valve in cold air loop is larger than 0.4,
the reheat coil is turned off (Figure 11) and supply air
temperature is 16 °C (Figure 13).
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Figure 10. Zone 1 temperature control
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Figure 13. Zone temperature in the space

Note that we presented the mass flow rate of supply
air and at different openings in the space in Figure 12.
We can clearly identify the mass flow rate difference at
Opening 1 and Opening 2, which would be ignored if a
multizone model is used. Due to the mass conservation
law, the mass flow rate at Opening 1 and Opening 3 are
equal, and the same rule applies to Opening 2 and
Opening 4.

Figure 13 shows the temperature of supply air and
other zones. As the room temperature in Zone 1
approaches set point of 25 °C, the temperature at Zone 3
and Zone 4 gets close to the set point with an error of

1.0 °C. However, in the Zone 2, the temperature is 21.7
‘C, which is as expected, because part of the cold supply
air in Zone 1 is directly injected into Zone 2 as opening
1 is facing to the inlet of Zone 2.

6 Conclusion and Discussion

The results shown in the validation case prove that the
coupled simulation is capable of handling the airflow
simulation in a multi-zone space with non-uniform
momentum distribution. By further adding a VAV
terminal box to the validation case, the coupled
simulation model further demonstrates its application
potential in indoor climate control and its capability to
capture the dynamics of the building system as well as
the indoor environment. In the future, more case studies
need to be performed to holistically assess the coupled
simulation model such as contaminant control and fire
or smoke control. Moreover, the FFD simulation can be
performed in parallel (Tian, Sevilla, and Zuo 2017) or a
reduced order model such as in situ adaptive tabulation
(Li et al. 2016; Tian, Sevilla, Li, et al. 2017) can be
further used to accelerate the computation speed.
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Abstract

We discuss the application of the FMI Co-Simulation
technology to building energy performance simulation,
where detailed physical building models are coupled
to Modelica-based HVAC component and plant models.
First, we describe the generation process of the build-
ing FMU from our stand-alone building simulation pro-
gram NANDRAD and sketch out internal algorithms for
FMI version 2 capabilities. Then, coupling scenarios
are described and physical interface conventions are pre-
sented. Usability is addressed by automatic generation of
building-model specific adapters and wrappers. The build-
ing FMU and plant FMUs are then simulated together us-
ing different Co-Simulation master algorithms. Finally,
based on simulation results and performance analysis we
conclude with recommendations on suitable master algo-
rithm options and specific features of suitable building
FMUs.

Keywords: FMI, Co-Simulation, Energy, Building Simula-
tion, HVAC System, Physical Interface, Master Algorithm

1 Introduction

Building energy performance simulation is a technology
used by planners and building designers in the planning
process. A typical usage scenario includes evaluation of
different options regarding building envelope construc-
tion, HVAC systems and control strategies. Currently,
available simulation tools, such as EnergyPlus TRNSYS
(Klein et al., 1976; Dols et al., 2014), IDA-ICE (Sahlin
et al., 2004) and our own development NANDRAD (Nico-
lai and Paepcke, 2012; Paepcke and Nicolai, 2014) (in
C/C++) are concepted as stand-alone tools. Modeling and
simulation of integrated modern buildings requires flex-
ible plant and equipment models, which are often case-
specific. Extending the source code of existing building
simulation models is often only possible by original model
developers and also very difficult and time consuming.
Alternatively, Modelica as one example for a model-
ing language can be used to express such equipment and
control systems. There are a number of libraries provid-
ing suitable components for modeling building systems,
for example the Annex60-based libraries AixLib, Build-
ingSystems, Buildings and Idias (Wetter et al., 2013; Wet-
ter, 2009; Nytsch-Geusen et al., 2013; Sahlin et al., 2004)

or the GreenBuilding library!. However, modeling the en-
tire building with sufficient physical detail in Modelica
alone is not meaningful for several reasons:

e larger building complexes may involve many zones,
constructions, facade elements, thermal storage
members resulting in thousands of differential equa-
tions,

e Modelica code may become huge and may cause
problems with the generic Modelica solvers, even
symbolic analysis may be extremely slow,

e modeling the building in Modelica without suitable
BIM-style data import or code generation will not
be possible for realistic buildings, it is too time-
consuming and thus too expensive, and

e manual connection of many building components
with corresponding equipment and control models
may be extremely time-consuming and error-prone.

For practical purposes, planners and engineers will not
accept a procedure that involves creation of such com-
plex models with current Modelica user interfaces, alone.
There are, however, tools under development that as-
sist with prototyping Modelica-based building and equip-
ment models, for example TEASERZ2. However, limita-
tions with respect to the detail of the building model and
simulation efficiency persist.

1.1 Benefits of Simulation Coupling within the
Building Energy Simulation Context

The use of stand-alone simulation tools or Modelica-only
based building modeling may not be a satisfying strategy.
Instead, a hybrid approach appears meaningful:

e using existing building simulation software tailored
to the building engineering user group, prefere-
ably Building Information Model (BIM) preprocess-
ing software packages (DesignBuilder®, BIM-HVAC

1Green City/ SimulationX — Planungstool,
http://www.ea-energie.de/de/products/<+
green-city-simulationsbibliothek-2-2
2TEASER - Tool for Energy Analysis and Simulation for Efficient
Retrofit, https://github.com/RWTH-EBC/TEASER
3https://www.designbuilder.co.uk
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tool*, etc.) with database support, graphical repre-
sentation of the building, and input error control with
automatic generation of input data to building sim-
ulation engines (e.g. IDF-files for EnergyPlus, or
nandrad-files for NANDRAD), and

e use of Modelica and suitable libraries by HVAC
system planners to model building equipment
(heater/chiller/ventilation systems) and required con-
trol strategies.

Joining both models in a coupled simulation will com-
bine also the benefits of both modeling approaches. With
the FMI standard a unified methodology and technical de-
scription for coupled simulation is available. With respect
to the two described operation modes ModelExchange and
Co-Simulation, we prefer the latter variant that allows in-
dividual FMUs to use their own dedicated solver engines.
However, it can be expected that the Co-Simulation ap-
proach and gained flexibility implies a simulation over-
head and performance penalty. In the remainder of the
article we always refer to Co-Simulation according to the
FMI standard when discussing coupled simulation.

1.2 Envisioned Usage of Co-Simulation

We envision two suitable scenarios of combining a dedi-
cated building energy simulation FMU with one or more
HVAC component FMUs created with Modelica. In the
first scenario, the user will model the equipment system
in Modelica and import a previously generated building
FMU into the modeling environment, connect it to the
Modelica components and run the simulation within the
Environment (Figure 1).

Alternatively, HVAC component or control models may
be designed with Modelica and than exported by the mod-
eling tool into FMUs. These are then combined with
the building FMU and simulated by an alternative Co-
Simulation master. This approach allows prefabrication
of HVAC component sub-models.

1.3 Co-Simulation Requirements

A central requirement for the application of Co-
Simulation is that obtained results are of a similar ac-
curacy as if the entire model would be calculated stand-
alone. Accuracy shall be defined in this respect such that
the global error, i.e. the difference between numerical so-
lution and true solution is bounded to a defined limit. In
practice, within each integration step the local error is con-
trolled. Every FMU should implement such an error con-
trol algorithm to be considered a consistent model.

In the building energy simulation side, this demand re-
stricts the choice of suitable simulation tools, for exam-
ple, older simulation engines like EnergyPlus and TRN-
SYS do not implement such an error testing procedure.
Our building simulation models THERAKLES and NAN-
DRAD (Nicolai, 2013; Nicolai and Paepcke, 2012) belong

4http ://www.building-engineering.de

to a class of modern solvers that use dynamic time step
adjustment schemes based on local error estimates, with
the advantage of maintaining required accuracy while im-
proving simulation speed whenever possible (Hindmarsh
et al., 2005). This is an important feature, since differ-
ent building equipment may be active during different an-
nual seasons and may enforce different time integration
regimes. For example, heating systems are turned off dur-
ing summer, and if air conditioning is not used, simulation
can speed up since no interaction with actively controlled
equipment occurs. Simulation time steps typically vary
between 1 second and 30 minutes in annual simulations.

The requirement on error control made for FMUs
should also be fulfilled by the Co-Simulation master,
which effectively needs to adjust communication interval
sizes. When separating control and equipment systems
from the building’s thermal response in a Co-Simulation
scenario, the use of larger communication intervals may
cause stability and accuracy problems. Such problems can
be avoided by choosing a sufficiently small time step size.
In realistic simulation cases it is generally not possible to
predict the allowed maximum of the communication step
size. Also, using a fixed tiny communcation step size leads
to inacceptable long simulations and would limit the ad-
vantage of performance optimized FMU-internal solvers.
Therefore, a master algorithm which supports error/sta-
bility control and dynamic adjustment of communication
step sizes is desirable. This, in return, requires FMI Ver-
sion 2.0 capabilities of the slaves, in particular the get and
set state functionality (FMI, 2014).

Note, that an error control algorithm within a Co-
Simulation master will also detect and compensate, by re-
ducing communication step size, potential numerical in-
stabilities, again leading to excessive and inacceptable
simulation times. Phenomena of instability may grow
with increased coupling strength of FMUs interface quan-
tities and often arising from the choice of the model inter-
face.

2 Choice of the FMU Interface

The separation of a complex building energy simulation
model into subcomponents is not trivial. A natural choice
for separation of the entire model into FMUs may be to
keep the passive building and its physics regarding in-
teraction with climate and user loads within the building
simulation FMU. All active components such as heating,
cooling, ventilation and associated equipment and control
models will be in one ore more HVAC-FMU . In this ar-
ticle we use a single FMU with all HVAC equipment and
control models written in Modelica.

2.1 Building Simulation FMU Input/Output
Variables
One option for a flexible interface would be to export all

relevant states like temperatures and solar radiation loads
from the building simulation FMU, and import calculated
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Figure 1. Usage Scenario 1: Building simulation FMU (NANDRAD) imported into Modelica environment (SimulationX)

heating/cooling loads from the HVAC FMUs. This inter-
face can be considered a very universal interface, since
any kind of heating/cooling loads can be modeled and im-
ported as energy source to each thermal zone’s energy bal-
ance. The interface defines for each thermal zone an ex-
port of mean air and operative temperature and input of
convective and radiative thermal load.

The building simulation FMU includes databases for
climatic loads and user behavior and related equipment
schedules®. Hence, climatic data and schedules are ad-
ditionally exported via the FMU interface. This allows
consistent treatment of climatic input data in building and
equipment models. Part of the scheduled user loads are
also hot and cold water demand as well as user-related
electric power consumption.

2.2 Convenience Adapters and Wrappers

The interface definition allows exporting and importing
zonal quantities. Considering typical buildings of more
than hundred conditioned zones, a large number of in-
put/output variables need to be connected to the plant
FMU. Even if the FMI standard would allow usage of vec-
tor variables, the manual connection of exported temper-
atures to the various input ports on the plant side would
not be expedient and may lead to errors that are difficult
to identify and track.

Also, when importing a building simulation FMU into
a Modelica development environment the graphical repre-
sentation of the inserted FMU with hundreds of ports is
not suitable for practical use. Therefore, we utilize helper
components that assist with mapping native FMU inter-

STypically, such schedules and databases are part of the building
model definition and will be generated/collected within the BIM pro-
cess

face quantities to Modelica library ports and buses.
Different helper components are used depending on the
usage scenario:

e When the building FMU is imported into the Mod-
elica environment, the FMU is encapsulated into
a Modelica wrapper model, which internally holds
the FMU and connects to the native FMU interface.
On the outside it provides port and bus connectors
matching the corresponding library interfaces, in our
case the GreenBuilding climate, electrical and HVAC
buses (see Figure 2, we use the HVAC, HotWater and
Electrical port of the GreenBuilding library). This
wrapper is therefore specific to each building® and to
the interfaced library.

e When the plant model is to be exported from Mod-
elica into a stand-alone Co-Simulation FMU, the
adapter (Figure 3) is used instead. It provides the
same library-specific connectors as the wrapper, but
does not connect to the building FMU. Instead, it
exports and imports exactly the counterparts of the
building FMU interface variables . When exporting
the Modelica model, only these connectors become
part of the FMU interface. Also, the connector coun-
terparts are identically named to the building FMU
interface quantities, which greatly simplifies auto-
mated connection between plant and building FMU
connectors’. The graphical annotations of zonal con-

The native interface of the FMU changes with the number of ther-
mal zones, or their IDs, and so does the wrapper component.

7Similarly, when importing a building FMU into a Modelica envi-
ronment an automated matching of connectors between FMU and wrap-
per/adapter model would be possible. Unfortunately, none of the cur-
rently available modeling environments supports such a procedure.
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nectors with same quantities but different zone refer-
ences are arranged on top of each other, thus keeping
the adapter symbol compact.

Figure 3 does not show the actual connector names,
but rather a physical description and associated unit
(see (Paepcke et al., 2016) for a complete specification).

2.2.1 Adapter/Wrapper Configurations

The use of wrappers/adapters is a compromise between
flexibility of the building model interface and easy-of-use
within Modelica environments. The current specification
of our adapter/wrapper Modelica component is special-
ized of interfacing all building zones with exactly one
HVAC system model in Modelica. For other situations,
the adapter/wrapper models may look different. Yet, the
principle approach to provide FMU-independent connec-
tors for the remainder of the Modelica model appears to be
a promising way to avoid connecting to individual FMU
input/output variables directly.

3 Parametrization and Export of
NANDRAD FMUs

3.1 Configuration for FMU Export

When NANDRAD is executed as stand-alone building en-
ergy simulation model, for example to compute annual en-
ergy demand and comfort criteria, it uses a set of input
files with the building model (BIM) and database elements
(material data, constructions, climatic data, etc.). The in-
put data include definitions of all zones and their heating
and cooling requirements, which enables an ideal heating
and cooling load calculation.

When NANDRAD is used as building simulation FMU
to simulate a realistic heating/cooling system, all condi-
tioned zones need to be connected to the heating cycle
or to the electrical grid of the plant model. All zones
that are part of the interface and import/export variables
are given different usage scenarios, for example, heating
scenario or electrical usage scenario. This information is
then used during export to generate required import/ex-
port quantities and also create the internal data structures

GreenBuilding HVAC Port

.

GreenBuilding HotWater Port

NANDRAD

GreenBuilding Electrical Port

0 EnoB

Figure 2. Modelica wrapper encapsulates NANDRAD FMU
and provides collector ports for climate, HVAC and electrical
quantities

that map FMU input/output variables to existing internal
variables. Selecting the usage scenarios and selecting the
corresponding zones is part of the FMU preprocessing.

3.2 Export procedure

The export procedure involves several steps:

e NANDRAD is run as stand-alone simulation to gen-
erate auxiliary information needed for parametriza-
tion of the HVAC/plant model, for example the heat-
ing/cooling design day calculation.

e The NANDRAD solver initialization is used to gen-
erate the variable dependency information, which is
stored in the modelDescription.xml file.

e The modelDescription.xml is composed (in-
cluded data for ModelExchange and Co-Simulation
and the FMI v2 functionality).

o All referenced databases are collected. All input
files, the pre-compiled NANDRAD dynamic library
(with implemented FMI functionality), and addi-
tional dependent libraries® are copied. Finally, the
FMU archive is created.

e Modelica wrapper and adapter models (.mo files)
are generated individually for the current building
project.

e A report including zone naming, dimensions, unique
IDs and heating/cooling design loads is written to be
used during configuration of the HVAC component
model, and for automatic Modelica model generation
scripts.

During export, compilation of source code is not neces-
sary and the model initialization and the design day calcu-
lation are usually very fast, except for large buildings with
several hundred of zones. The auxiliary files are provided
seperately from the generated FMU.

8Depending on the target platform, different libraries are copied.
Currently, one NANDAD FMU holds only binaries for one platform
‘Win32, Win64, Linux64, Darwin64 at a time.

Convective thermal load [W] Zone #

Exported climatic data (weather data file content) Radiative thermal load [W] Zone #.

Temperature [K]
Relative Humdity [1]

Direct solar radiation [W/m2]
Diffuse solar radiation [W/m2]
Long wave radiation [W/m2]
Air pressure [Pa]

Wind direction [Rad]

... (4 more components)

GreenBuilding HVAC Port

GreenBuilding HotWater Port

NANDRAD

GreenBuilding Electrical Port

Electrical power consumption [W] 0En08

| Fieating setpoint (K] Zone #.
Cooling setpoint [K] Zone #...

Operative temperature [K] Zone #.
Mean air temperature [K] Zone #.

'
Domesiic water mass flow [kg/s] Zone #.. |
Domestic water setpoint [K] Zone #..
Domestic water temperatur [K] Zone #

Figure 3. NANDRAD adapter provides Modelica collector
ports as well as input and output variables identically named as
the building FMU ports
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Modeling modern complex integrated buildings will
require much more data being commonly used by the
building simulation model and HVAC system model.
Hereby, the procedure of using BIM-data for consistent
parametrization of all model components is desirable and
an ongoing research issue.

4 NANDRAD FMU Calculation Func-
tionality

4.1 State-based model evaluation and time in-
tegration in NANDRAD

When the building simulation engine NANDRAD was
developed at the IBK, its design was heavily influenced
by the first version of the FMI for ModelExchange stan-
dard. The entire physics evaluation is encapsulated within
a state-based model object, whose state changes only by
modification of the time point or conservative quantites
(solution variables). After spatial discretization of all par-
tial differential equations within the building model, a
large sparse system of coupled ordinary differential equa-
tions is assembled. The time integration is then performed
using our own integration framework, which incorporates
the SUNDIALS:CVODE solver (Hindmarsh et al., 2005).
Internally, the CVODE integrator is called by the frame-
work for each integration step at a time. It selects/pre-
dicts a suitable integration time step, performs a modified
Newton iteration’ and upon convergence or error test fail-
ure reduces integration step until an acceptable solution is
found. Note, since integration step sizes are exclusively
determined by the integrator engine, synchronization with
communication intervals needs to be adressed.

Figure 4 illustrates the architecture of the stand-alone
NANDRAD solver. The physical model implementa-
tion is encapsulated in a model object which has simi-
lar access functions as the ModelExchange specifications
require. Therefore, the ModelExchange FMU interface
implementation is only a thin layer around our physi-
cal model. Our integration framework calls one of the
supported time integration methods in a step-wise man-
ner. This core loop, which also signals successful steps
(stepCompleted ()) and tells the model to write in-
terim outputs (writeOutputs () ), is partially replaced
by the Co-Simulation master.

4.2 Implementation of the doStep functional-
ity

When NANDRAD runs as a simulation slave, the time in-

tegration is now interrupted at the end of communication

interval and control is returned to the master. Since in-

ternal integration steps may not match interval end, we

choose to limit the internal integration step size so that the
communication interval is not exceeded. However, this

9Within each Newton iteration the large sparse equation system is
solved using a Krylov-subspace method with NANDRAD-specific pre-
conditioner.

may lead to situations, wherein the last integration step be-
fore end of communication interval is much shorter than
previous integration steps .

An alternative to limiting the last integration step would
be to allow the integrator to take its natural step size. In
the case of CVODE, the solution at communication in-
terval end could be easily obtained by backward interpo-
lation. The CVODE integrator could now be re-started
with that interpolated solution in the next communication
interval. However, such a restart would destroy the his-
tory within the multi-step BDF method, effectively forcing
CVODE to restart integration from first order with very
small time steps. This approach leads to inacceptable sim-
ulation times and cannot be recommended.

4.3 Retrieving and restoring the FMU state

The aforementioned functionality is sufficient for exe-
cuting NANDRAD as FMI for Co-Simulation version 1.
However, as soon as the Co-Simulation master is using
an iterative or error controling algorithm, the slaves must
be repeatedly set back in time (see, for example (Clauf}
et al., 2017)). The master needs to retrieve and restore
each FMU’s state.

Within NANDRAD the internal state is stored in several
solver components:

e State of the integrator (time point, state variables and
Nordsieck history array, counters, control variables)

e State of linear equation system solver, in case of GM-
RES only control variables

e state of Jacobian, since with modified Newton algo-
rithm it is only infrequently updated

e state of preconditioner (part of Jacobian matrix and
in case of ILU preconditioner also the factorized rep-
resentation)

e integral model states (integral outputs, state of hys-
teresis loops etc.)

The data structures are typically very fragmented. The
serialization implementation within NANDRAD creates a
continuous memory array and then copies all data mem-
bers into the array, hereby advancing an insertion pointer
after each copy operation. With the use of C macro def-
initions, the entire serialization, deserialization and size
computation functionality is only coded once, thus ensur-
ing binary compatibility and improving code maintenance
(Nicolai and Paepcke, 2016).

Additionally, the ability to serialize the entire state of
model and integrator into a continuous memory block en-
ables implementation of the fmi2Serialize () and
fmi2Deserialize () functions.

19Drastic changes in time step sizes typically lead to invalidation of
Jacobian matrix information, with the related overhead of re-composing
and factorizing the Jacobian.
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Figure 4. Core components of the NANDRAD stand-alone solver.

4.4 Integration of FMU inputs and outputs in
the NANDRAD building model

The physical model of NANDRAD is internally imple-
mented by means of interconnected state-based model ob-
jects. We allow a single model object calculation to de-
pend on other model results. For example, room air bal-
ance is encapsulated in a single model object that requests
heating and cooling load as input quantities. In turn, the
power of controlled heating and cooling elements reacts
on thermal response of the zone. In complete, NANDRAD
owns several model objects with arbitrary interconnec-
tions that form an unstructured graph. Indeed, the states
of all these models must be updated in the correct order
whenever a solver state change is registered. For this pur-
pose we cluster the model graph into nodes with cyclic and
sequential connections first and order it afterwards during
initialization process. As a result, all model objects appear
stacked with respect to their evaluation chronology. This
strategy guarantees all internal states to be current when-
ever an update is necessary because of changes of solver
states or solver time.

This modeling concept can be easily extended to FMU
inputs and outputs. In detail, we encapsulate all FMU
quantities into an FMU import and an FMU export model
object. The export model transfers all required output
variables from the building model towards the FMI. The
import model caches FMI input quantities, such as heat-
ing and cooling loads, and provides them just like calcu-
lation results to other internal model objects. This struc-
ture enables the model initialization to sort FMU inputs
and outputs to the correct position inside the model object
graph. For evaluation of all models depending on FMU in-
put we store the position of the FMU import model object
within the graph. In the case of update due to FMU input
changes only the corresponding dependent nodes of the

model graph are taken into account. This allows a model
evaluation/update with only small computational effort.
To achieve good simulation performance we follow the
concept of lazy evaluation: the call of fmi2SetReal ()
does not enforce an update of dependent building model
objects but temporarily fills a data container. Only at the
beginning of each communication step the container val-
ues are copied and the model evaluation is triggered. So,
during each communication interval the mo