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PREFACE

The Modelica Conference is the main event for users, library developers, tool vendors and language designers to share
their knowledge and learn about the latest scientific and industrial progress related to Modelica and to the_Functional
Mockup Interface.

Since the start of the collaborative design work for Modelica in 1996, Modelica has matured from an idea among a
small number of dedicated enthusiasts to a widely accepted standard language for the modeling and simulation of
cyber-physical systems. In addition, the standardization of the language by the non-profit organization Modelica
Association enables Modelica models to be portable between a growing number of tools. Modelica is now used in
many industries including automotive, energy and process, aerospace, and industrial equipment. Modelica is the
language of choice for model-based systems engineering.

Highlights of the Conference:
e 76 oral presentations and 13 poster presentations, 4 libraries for the Modelica Library Award
e 2 Keynotes

7 Tutorials and 2 Industrial User Presentations Sessions

14 Vendor Sessions and 17 Sponsors & Exhibitors

Welcome

| warmly welcome you to Regensburg, a city with history going back to Roman times, and to OTH the Technical
University of Applied Sciences Regensburg.

Starting with this conference, you will notice some changes:

First, we are going to organize the International Modelica Conference every two years in spring. In the years between
International Modelica Conferences, Modelica Conferences are organized on other continents with country specific
focus.

Although in 2018 there have been two very successful conferences in Japan and in the United States, we received 101
submissions from authors all over the world which have been thoroughly reviewed.

Second, additional to the tutorials and vendor presentations on the first day of the conference, we are going to have
Industrial User Presentations related to the Modelica Association Projects. These presentations are not included in the
proceedings, but they should provide a nucleus for discussions and broadening the users groups.

- | want to thank the members of the Program Committee for their work during the review
process, as well as the members of the Organizing Committee — without their support this
conference wouldn’t have been a success.

Prof. Anton Haumer
OTH Regenshurg
Conference Chair

Modelica News

In the name of the Modelica Association that is co-organizing this event, | also would like to welcome you in
Regensburg. It is now already the 13th conference on Modelica, the Functional Mockup
Interface and related technology. Since the number of projects and standards of the Modelica
Association is growing, we would like to give you an overview about the current status in the
traditional "Modelica Association News" section on Tuesday morning: All the Modelica
Association Project leaders will give a short overview about their project and about their future
plans.

Prof. Dr. Martin Otter
DRL, Wessling, Germany
Chair of Modelica Association
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Keynote: Modelica and virtual education

Dr. Christian Kral
TGM, Vienna, Austria

Good education of engineering students requires theoretical knoweldge and lots of calculation

experience to better understand theory and applications. Laboratory courses are offered to

better relate theory and practical understanding. Simulations even more improve the linking of

theory and practice, as systemic thinking is supported. Students learn to understand the
interaction of simple models and more advanced systems.

‘ In the keynote speech two virtual education scenarios in engineering will be presented: First, a

workflow of creating and evaluating calculation and simulation examples is proposed. The

L

workflow is based on Modelica and the online tool Letto. Second, virtual lab experiments of electric machines and
drives are shown. In the virtual lab Modelica variables are controlled and viszualized by Labview. The presented
approaches are possible steps in the direction of virtual education to improve and strengthen the students' expertise
and knowledge and with the particular intention to motivate students.

Bio: Christian Kral received the diploma and doctoral degrees from the Vienna University of Technology, Vienna,
Austria, in 1997 and 1999, respectively. From 1997 to 2000, he was a Scientific Assistant in the Institute of Electrical
Drives and Machines, Vienna University of Technology. Since 2001, he has been with the AIT Austrian Institute of
Technology GmbH (the former Arsenal Research) in Vienna. From January 2002 until April 2003, he was a Visiting
Professor at the Georgia Institute of Technology, Atlanta. Dr. Kral is teaching electric machines and drives at the higher
college of engineering »TGM« in Vienna and the university of applied research, »Technikum Wien« since 2013. His
research interests include the modeling and simulation of electrical systems, machines and drives. He is a member of
the Austrian Electrotechnical Association (OVE) and the Modelica Association. Dr. Kral published over 150 scientific
papers and one book on Modelica and the object oriented modeling of electric machines.

Keynote: Simulation Guided Design for New Automotive Applications
Dr. Gerd Rosel
P‘ Continental, Regensburg, Germany

K The Automotive Industry has to cope with disruptive technology and business changes within

the next decade. Connected vehicles become reality and drive the development to automated

i driving. New mobility solutions will have to answer shared economy demands. The regulatory

'; requirement on significant reduction of CO2- and pollutant emission leads to fast changing

parallel development of additional propulsion systems in the same period. Consequently, the

variety of solutions within a vehicle will have to serve a furthermore increasing complexity from embedded-systems to
system-of-systems to cyber-physical-systems.

Simulation guided design is the key to handle such complexity in all areas of application for an automotive supplier to
keep quality, time to market and costs under control. The speech covers the main directions of disruptive technology
changes and examples of dedicated solutions. There will be examples given which cover virtual function development
for embedded systems as well as solutions for predictive maintenance and connected energy management as system-
of-systems. The focus will be to point out the necessity to design and optimize such systems by simulation.

Bio: Dr. Gerd Rosel is heading the departments Advanced System Engineering for Engine Systems (since 2015) as well
as Hybrid Electric Vehicle Business Unit (since 2018) for Continental Powertrain. The application and further
development of simulation methodologies is a significant building block in these responsibilities. The variety in
simulation technology covers propulsion system simulation as well as specialized simulation in areas like electric
machines, mixture formation and NVH.

From 1996 until 2015 he has been responsible in different positions for Gasoline- and Diesel-System-Development for
serial and advanced applications. From 1992 to 1997 he was a research associate at Technical University of Dresden
and finished with the graduation of Dr.-Ing. in 1997. The Diploma degree in electrical engineering from Technical
University of Dresden was achieved in 1992.
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Abstract

This paper presents the result of the work performed to
develop a virtual test-bed for development and testing of
Model Predictive Controllers within the district cooling
networks field. These controllers are used for its
application in improving the cooling energy efficiency
in the network’s building. The article explains the use of
the different tools to develop and simulate the models
with an emphasis on the advantages and challenges of
co-simulation and model exchange using the Functional
Mockup Interface.

Keywords: District Cooling, Modelling, FMI, Modelica,
Model predictive control

1 Introduction

INDIGO! is a Horizon 2020 EU-funded project
carried out by six partners from across Europe that aims
to realise more efficient and economic planning, control
and management of existing District Cooling (DC)
networks. This will be achieved through two specific
objectives. The first one is to widen the use of DC
systems and motivate the competitiveness of European
DC market by the development open-source tools for
planning and modelling DC systems (del Hoyo Arce et
al., 2018). The second objective is to reduce primary
energy consumption via improved DC system
management strategies aimed at system efficiency
maximisation and cost minimisation.

In this paper we present the results of the work
performed to improve the energy consumption of the
DC systems across several tasks of the project. This
includes modelling and simulation of various buildings
and the development and implementation of Model
Predictive Controls (MPC) to reduce energy use in
buildings.

Modelling and simulation within this paper is
presented for the Building models. The geometry,

L www.indigo-project.eu

materials, weather, air infiltration and internal gains of
the models are developed in EnergyPlus and the model
of the energy systems, focusing on the air distribution
system while air handling units are built in Modelica.

The aim of the modelling was two-fold. To provide
an accurate and validated test-bed for testing the
behaviour of the MPC and, at the same time, generate
the synthetic data used for the initial development of
said controllers.

Model integration across different platforms is
performed via Functional Mock-up Interfaces and this
article presents the full workflow on the implementation
from initial building model development to the
generation of results from the MPC.

2 Building Models — EnergyPlus

In the INDIGO project, all the geometrical models of
the buildings are created considering the external
dimensions. This approach influences the way in which
the linear transmittances of the thermal bridges are
calculated. To create the model, the following
information has been collected:

o Geometry of the building;

e Geometry and position of the shading objects (e.g.
other buildings or trees) located around the
modelled buildings;

e Distribution of the mechanical ventilation and the
relative control,;

e Position and properties of opaque and transparent
elements (walls, roofs, windows, floors, internal
partitions);

o Electrical consumption for the different buildings
and for the main equipment that is installed in them,
to estimate the internal gains.

For the development of the models related to the
buildings, DesignBuilder v4.7.0.027 and EnergyPlus?
V8.6 were used (Figure 1). It manages input files in .idf

2 https://energyplus.net/
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format, which can be edited in the IDF Editor (free
available online) or in a text editor. The IDF file
contains both the input data that the building model
acquires from the HVAC system model, which is
developed in Modelica, and the output data that the
building model transfers to the HVAC system model.
The weather data are included in an .epw file
(EnergyPlus weather file). The information included in
the .idf file and that one included in the .epw file are
combined in a file that is readable by Modelica,
specifically in a .fmu file. The FMU is exported through
a Python script (Nouidui, Wetter and Zuo, 2014).

Figure 1. Aztarain model (DesignBuilder)

In the building model, there are thermal zones in
which the internal air conditions are considered
uniform. The thermal zones were created based on the
air conditioning system and of its control logics, to allow
an accurate modelling of the HVAC systems, as it is
needed by the INDIGO project. As general rule, the
zones whose thermal conditions are controlled by the
same system (AHU) and based on the same sensors are
modelled as part of the same thermal zone.

2.1 Thermal Zones and internal gains

For each building, the zones were created considering
the following criteria t:

o Distinction between conditioned, not conditioned
and specially conditioned zones (e.g. zones with
special conditioning requirements);

o If two parts of the same building are served by
different AHUs the two parts will be modelled
separately;

e The creation of the zones considers the location of
the terminal units, to define if the conditions of some
rooms are controlled by a post-heating or by a post-
cooling coil.

e The creation of the zones also considers the location
of the temperature sensors within the air distribution

3 http://www.euskalmet.euskadi.net/sO7-
5853x/es/meteorologia/estacion.apl?e=5&campo=C039

scheme, to model as close as possible to the reality
the control logic and the temperature of the sensors
on which the control logic is based.

o0 Rooms whose internal conditions are
measured by a specific sensor (inside the
room or in the return duct) are modelled
separately.

0 The location of the sensor is important
because it defines the conditions that will be
used by the control system and therefore
affects the goal of the project.

¢ Internal gains have been modelled based on working
schedules and a survey which was used to determine
occupancy levels and equipment inside the zones.
The occupation of the different zones was modelled
considering the number of seats or beds represented
in the architectural drawings.

2.2 Weather data

The weather data regarding dry air temperature (°C)
and relative humidity (%) are taken on site while all the
other data (solar radiation, wind velocity, wind
direction, pressure) are taken from the weather station
“C039 - Deusto” of the Basque agency of meteorology
(“Agencia vasca de meteorologia™)® . The weather
station is in the Bilbao city, 2,5 km away from the demo
site presented in this paper.

The global radiance on a horizontal surface expressed
in [W/m?] is information included in the weather file. A
method provided by Reindl, D.T. et. al (1990) was used
to estimate the diffuse radiation and the direct radiation
from the global one. The method was validated for 5
localities in America and in Europe having very
different climates (latitudes from 28.4°N to 59.56°N)
(Reindl, Beckman and Duffie, 1990).

The sun position is evaluated based on the
geographical position of the building.

2.3 Preparation for interfacing with
Modelica

To establish the communication between EnergyPlus
and Modelica the use of the EnergyPlus object
“Externallnterface” is necessary. This object activates
the external interface of EnergyPlus.

Currently, the only valid entries are PtolemyServer,
FunctionalMockupUnitImport, and
FunctionalMockupUnitExport.

2.3.1 Receiving data from Modelica

For the INDIGO project, the option
“FunctionalMockupUnitExport” was selected because
the EnergyPlus file is exported as a FMU for co-
simulation. The data that Modelica communicates to
EnergyPlus are:
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o Sensible load [Qs] (W) due to the air supplied by
the mechanical ventilation (for every zone of the
building)

o Latent load [QI] (W) due to the air supplied by the
mechanical ventilation (for every zone of the
building)

EnergyPlus considers those loads in the same way as
the internal thermal gains.

The use of heat flows instead of typical state variables
(temperature, air mass flow rate, relative humidity etc.)
in the data exchange from Modelica to the building
FMU is motivated by modelling simplifications as
exchanging state variables would significantly increase
the computational effort without providing advantages
over the proposed procedure.

2.3.2 Sending Data to Modelica
The data that EnergyPlus communicates to Modelica
are:
e Temperature [T]
0 Site Outdoor Air Dry-Bulb Temperature (°C)
0 Zone Mean Air Temperature (°C) (for every
zone of the building)
o Relative humidity [RH]
o0 Site Outdoor Air Relative Humidity (%)
0 Zone Mean Air Relative Humidity (%) (for
every zone of the building)
o Humidity ratio [X]

Nominal design conditions have been imposed for the
cooling coil models since no information about the input
conditions on the water side of the cooling coils is being
gathered by the BMS. Such conditions correspond with
constant input water temperature and constant
maximum mass flow rate achieved when valve is 100%
open.

3.1 AHU Model
For this research work, a full-sized air handling unit
type is demonstrated. It is composed of:

e Heat recovery (HR): two heat
interconnected via a water circuit;

e Cooling Coil (CC);
e Heating Coil (HC);
¢ Fans;

o Humidifier (H);

exchangers

o Site Outdoor Air Humidity Rato = TTTTTTTTTTTTTTOC
(kgwater/KGpryair) Figure 2. Schematic of the AHU under study

O Zone Mean Air Humidity Ratio Table 1. AHU Model Components and Variables.
(kgwater/kgpryair) (for every zone of the Type: M: Measurement, |: Input
building) -

To calculate the heat flows between the HVAC Component V-arlable Type |#
system and the building, Modelica requires knowledge Fan Supply |air mass flow rate M_ |1
of the temperature and humidity conditions of the zones. Fan Return | air mass flow rate M |2
Therefore, these are the variab[es selected to be Heating Coil |Valve position I 3
exchanged from the FMU to Modelica. Cooling Coil | Air output T M 4

. Cooling Coil | Valve position I 5
3 HVAC M_Odels B MOdellca_ ) Cooling Coil |Air input T M 6

Op the der_no site for the INDIG_(_) project, six types Cooling Coil | Air input RH M 7
of air handling units were identified. However, for Coolina Coil | Air outout RH M 3
reasons of space in this paper, this work focuses on one 00 !ng 0! I outpu
type which is the most common and the one described Cooling Coil |Water mass flowrate |[M |9
in the case study, for further information please refer to Cooling Coil |Water input T M 10
(Sterling et al., 2017). HR Supply | Air input T M |11

Modelica models for HVAC systems use components HR Suppl Air inout RH M 12
based on the Modelica.Fluid library to replicate the HR E Epy - D T M 13
schematic of the units. In INDIGO, all AHU will have xhaust al_r |r1put
fresh (port_F) and supply (port_S) port connections. For HR Exhaust | Air input RH M_ |14
those units with return air, return (port_R) and exhaust HR Exhaust | water mass flow rate M 15
(port_E) port connection are added. _ Humidifier | Air output T M |16

All units will output th_e heat flovx_/ of e_ach active Humidifier | Air output RH M 17
component (e.g. heating coils and cooling coils). e -

Humidifier | Valve position [ 18
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HR Exhaust | Air output T M 19
HR Exhaust | Air output RH M 20
HR water Pump pressure M 21
Heating Coil | Air output T M |22
Heating Coil | Air output RH M |23
Heating Coil |Water input T M 24
Cooling Coil |Water output T M 25
Fan Supply |Pump pressure M 26
Fan Return | Pump pressure M 27

3.2 AHU Controllers

The AHU has an associated control system (named
AHU_controller) emulating the behaviour of the real
system as closely as possible with the available data
(e.9. O&M manuals from the demo site).

The AHU_controller operates in a mode-switching
hybrid system, i.e., it is a system that can operate in
multiple modes, and can switch between these modes
either through continuous- or discrete-valued signals.
The AHU can operate in 2 nominal modes for
temperature control: (1) when the controlled
temperature is above its set-point plus dead-band
(T_ASP) and (2) when the controlled temperature is
below its set-point minus dead-band (T_BSP):

In the case of T_ASP, the AHU_controller shall:

e Modulate the opening signal valve of the Heating
Coil towards the fully closed position.

e Modulate the opening signal valve of the Cooling
Coil towards the fully opened position.
In the case of T_BSP, the AHU_controller shall:

e Modulate the opening signal valve of the Cooling
Coil towards the fully closed position.

e Modulate the opening signal valve of the Heating
Coil towards the fully opened position

All modulations are performed via PID control.

In this controller humidity control operates
independently from the heating/cooling operation. For
humidity control, the AHU can also operate in two
nominal modes: (1) when the controlled relative
humidity is above its set-point plus dead-band
(RH_ASP) and (2) when the controlled relative
humidity is below its set-point minus dead-band
(RH_BSP).

In the case of RH_ASP, the AHU_controller shall:

e Modulate the opening signal valve of the Cooling
Coil towards the fully opened position.

o Modulate the opening signal valve of the Humidifier
towards the fully closed position.
In the case of RH_BSP, the AHU_controller shall:

e Modulate the opening signal valve of the Cooling
Coil towards the fully closed position.

4 http://fmi-standard.org/

o Modulate the opening signal valve of the Humidifier
Coil towards the fully opened position
All modulations are performed via PID control.
In this controller, heat recovery control operates
independently from the heating/cooling operation. Heat
recovery operates in on/off mode as follows:

¢ [f (Cooling Coil valve > 0 and dH > 0) or (Heating
Coil valve > 0 and dH < 0) then 1.0 else 0.0.
According to maintenance personnel from the demo
site, fans operate at fixed mass flow rate 100%. Hence,
in this controller, fan output is always true.

4 Whole Building Model

4.1 FMU Interfacing

EnergyPlus is a well-established, whole building
energy simulation tool that considers a broad range of
different characteristics of the buildings. It is an optimal
tool to simulate the long-term (days, months and years)
energy performance of the buildings. However, the
implementation of the HVAC systems within
EnergyPlus does not account for dynamics of diverse
elements of such systems (heat exchangers, ducts,
boilers, etc.) making this tool poorly accurate for short-
term (minutes and hours) simulations. To overcome this
issue, we decided to integrate an EnergyPlus model of
the buildings (geometry, materials, weather, internal
gains) with HYAC models developed in Modelica via
the Functional Mock-up Interface*. Figure 3 shows the
data exchange, at each time-step, between HVAC model
in Modelica and each zone in the EnergyPlus building
model.

Modelica Zone Temperature
AHU and air Zone Relative Humidity EnergyPlus
distribution Zone Absolute Humidity_ Zone Model
model Weather Conditions

Supply Air Sensible Load
Supply Air Latent Load

Figure 3. Modelica/EnergyPlus data exchange
diagram.

4.2 INDIGO demo site model

To demonstrate the approach INDIGO has taken
towards developing the models, part of a building that is
supplied by a single air handling unit has been selected.
This zone is called “Aislamiento” since it is the section
where isolation rooms for immunodepressed patients
are hospitalised. Hence, the Aislamiento zones are
conditioned by a specific AHU because in those rooms
the requested conditions are different. This AHU, which
structure is identical to the one in Figure 2, supplied two
zones that are kept at a pressure positive state. Figure 4
shows the main blocks of the model with corresponding
variable exchange as built in Modelica.
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Figure 4. Results from 1-year simulation

[ v Toue, RH I

Qs2v QLZ

Tret' RHrelv Xret

Figure 5. AHU Modelica Schematic

In Figure 4, T stands for Temperature, RH for relative
humidity, x for absolute humidity, Qs for sensible heat,
QI for latent heat, PHC for post-heating coil and SP for
setpoint. As mentioned, the model takes as inputs
weather data and set-points and exchanges with the
EnergyPlus FMU sensible and latent loads calculated
also using the FMU Zone’s information for indoor air
conditions.

To use this model in the MPC developments, the
whole building (AHU in Modelica and physical model
in EnergyPlus-FMU) model was packaged in a FMU as
shown in Figure 6.

350

From the whole building FMU (Figure 6), the model
only needs as inputs weather data and outputs all the
necessary variables to produce data for developing and
training the MPC controllers. This includes not only the
environmental conditions of the air in different point of
the energy path but also the energy consumption of
relevant elements such as coils.

Supply air data (Tsyppiy» RHsyppiy )

>

Set-points Cooling Power Consumption (Pg, ;)

>

AHU data (T, RH before/after each component)

sl Heat to zones (Qgy, Qp1, Qsz, Q12)
Buildign >

LI 7one data (T,,RH,, x,,T,, RH,, x,)

Return air data (T,es, RH por) Xrer)

Air to zones dataafter PHC _
(TPHC,l' RHPHC,]' TPHC,Z‘ RHPHC,Z)

Figure 6. Whole Building FMU Schematic

4.3 Model simulation

Results from simulating the model for 1-year are
presented in Figure 5. The purpose of performing the
simulation was to validate the suitability of the model
for use in MPC, to validate the values provided in the

DOI
10.3384/ecp1915717

Proceedings of the 13" International Modelica Conference 21
March 4-6, 2019, Regensburg, Germany



A virtual test-bed for building Model Predictive Control developments

results were coherent, to check correct the integration of
the different simulation tools via FMU and to check the
proper implementation of the low-level controls. The
model behaves as expected albeit some spikes appear
that show in the middle of the year simulation which are
caused by the mode-changing (e.g. state machine)
implementation of the control system. However, such
spikes do not affect the overall behaviour and result
from the model.

5 Interfacing for MPC and results

This section provides details on the development of
the Model Predictive Controller for the Air Handling
Unit based on the FMU described in the previous
section.

5.1 Interfacing scheme

Figure 7 shows the general interfacing scheme
between the whole building models and the MPC
development framework.

AT

(=

Weather Data

E+ Model
Generate
I .fm . Data
|

Reduced Order
Models

—
. fm | Optimisation
Modelica Model - Algorithm
FMU whole building model ‘f MPC Algorithm
Mmi

? Control comm;nds-fAHU Setpoints)

Figure 7 MPC development platform

The main purpose of the whole building models is to
generate synthetic data to train the MPC algorithm on
one side and on the other side to be used as a test-bed to
check that the developed MPC performs as expected.
The MPC algorithm development is explained in the
following sections.

5.2 Design of the MPC

The developed MPC aims at minimising the energy
consumption at building level while maintaining
thermal comfort. The MPC is based on iterative, finite-
horizon, optimisation of the objective function based on
the dynamic model of the plant. The optimization is
defined over the interval [k,k+H], where K is the current
time and H is the prediction (optimisation) horizon.
Typically, only the first (discrete time) step of the
solution is implemented, then the plant state is sampled
again, and a new optimization is repeated in a receding
horizon fashion (see Figure 8).

Cost
function

v

Reference Optimiser

Constraints

'

Control

Signal Output

Predicted
Output

External
Signals

Figure 8. General diagram of a MPC.

The optimisation problem used by the proposed MPC is
the following:
H

min > [we(Ope (k) + wp (Dpa ()]

Xt Xrh

H
£2) wilty () = 60T
k=1

+ wy[rhy. (k) — rh;(k)]*}
subject to constraints:
(tTI T'hr, Pe, ph) = f(xtt Xrh O)
xt,min < Xt < xt,max

xrh,min < Xrh < xrh,max

|x¢(k+1) —x. (k)| < pk=0,....H-1

[ n(k+1) — x5 (k)| < y,k=0,....,H—1
tmin St = tmax
Thpm <Th, < Thpey 8

The optimization (control) variables are the supply
temperature, x,, and the supply relative humidity (RH),
X, Setpoints for the AHU. The function
(t, vh,., p.,pr) = f(xs, X, ®) is the building model
that predicts the room temperature, room RH and the
cooling and heating power as function of the control
variables and the external inputs (predicted weather
conditions and past room state). The problem computes
the optimal setpoints for a prediction horizon of 24
hours. The objective function has two terms: 1) energy
consumption and 2) deviation from desired comfort
level. The regularization weight A is a positive constant
that balances the trade-off between energy consumption
and desired thermal comfort. The constraints impose
lower and upper bounds for the supply AHU set-points
and for the room temperature and RH. Smoothness
constraints are also included to avoid abrupt changes in
the setpoints in time.

We tested two types of reduced models for the MPC:
1) First principle based models and 2) long short-term
memory recurrent neural network (LSTM-NN). The
first-principle based model uses a simplified physical
model for the AHU coupled with a linear auto-
regressive model for the room envelope. The
coefficients of the auto-regressive model can be updated
every week, or every season based on observed data.

~NOo ok~ wiN
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The LSTM-NN is a purely data-driven model that
represents the whole system as an input-output function.
The LSTM-NN is trained from simulated data (model
from sections 3 and 4) using different weather profiles
and setpoint strategies to avoid overfitting and achieve
a good approximation of the system dynamics.

5.3 Results from the MPC

We tested the developed MPC in a simulation model
of the building demo zone in the test site. The model
consists of a room with an AHU. The MPC was tested
using both the reduced physical models and NN models
in the optimization for a period of 28 days in summer
(June-July) with the constraints described in Table 2.

Table 2. Constraints imposed in the MPC problem.

oo [ ausec| e [ sme
AL i
ey | 2e| e | s
. max max
terIr\]/IplnGroF)r; 20 °C ME:.hro'or)n RH 45%
. min min
mp. o) | 2 C | R Gt | O
Min. supply Min. supply
21 °C 45%
temp- (xt,min) RH (xrh,max) °

The results are summarized in Table 3 also showing
the results obtained using a standard PID controller for
the room. The MPC is evaluated using two scenarios: a
low comfort configuration with A=1 and a higher
comfort configuration with A=100. The MPC coupled
with the NN model and with A=1 yield savings of
approximately 62% in the cooling energy and 26% in
the heating energy compared to the PID controller.
However, it should be noted that the NN-based MPC
achieves an average room temperature close to the ideal
temperature but the room RH is far from the ideal. On
the other hand, the results with A=100 achieve room
temperatures and RH close to the ideal ones at the
expense of having a slightly larger energy consumption
than the PID controller. In addition, it should be noted
that the NN-based MPC are able to follow better the
thermal comfort constraints than the Physical MPC. Olt
is worth noticing that the RH has a big impact in the
overall energy consumption of the building, thus, better
strategies for RH control should be investigated, e.g.
wider range for RH.

6 Conclusions

This paper presented the developments of a detailed
building energy model aimed at improving cooling
control for further coupling with District Cooling.

6.1 Modelica use

In INDIGO, some advantages in the use of Modelica
for modelling the energy systems where demonstrated:

Table 3. MPC results for 28 days between June and
July using reduced Physical models (Ph-MPC) and NN
models (NN-MPC).

Ph-MPC NN-MPC
A A A A
=1|=100{=1|=100

PID

Cooling  energy
(KWh) 14,227)4,648|15,244|5,286| 15,063
Heating  energy
(kWh) 9,234 17,726/13,051|6,759|11,942

MAD temp. (°C) | 0.16 |2.27] 2.01 | 1.13] 1.16
Mean temp. (°C) | 21.47 |23.77] 23.51 [22.54] 22.6
STD temp. (°C) 0.2 |1.11] 0.96 [0.95] 0.89
Min temp. (°C) | 19.49 | 21.4 | 21.45 |20.02] 20.25
Max temp. (°C) | 23.28 |26.74| 26.08 |27.06] 26.31

MAD RH (%) 347 [466| 515 [8.19| 241
Mean RH (%) 52.31 |53.98| 45.09 |57.23| 48.57
STD RH (%) 3.7 |449] 281 |6.92| 2.82
Min RH (%) 20.96 | 0.05| 4.69 |39.37| 0.06
Max RH (%) 93.98 |196.86| 60.36 |99.26| 96.45

e The hybrid modelling approach the Modelica
enables in a single tool simplifies the modeler
work, reduces error and provides an easier to use
and understand approach to system’s modelling.
In  Modelica, mechanical, electrical, and
thermodynamic modelling can be integrated in
the same model, including control algorithms;

e The object-oriented approach enables model
reusability on the one side and on the other side,
allows for modelling the physical systems
following the physical structure as opposed to a
signal structure used in other languages. This
provides the clear advantage that models are
easier to understand;

e The extension capabilities of Modelica via the
Functional Mock-up Interface allowed to
integrate models from different tools using an
independent and standardized API into the MPC
development environment, thus providing an
integral solution for data analysis, simulation and
optimization in one single environment.

6.2 Functional Mock-up Interface use

Given the variety of development tools used in
INDIGO, to avoid the imposition of a single tool, which
would have limited developments and to allow a
seamless integration of the different developments, the
use of Functional Mock-up units was agreed since all
development tools were found to be compatible with the
FMI standard. Embarking in such approach provided
several benefits but also some challenges for INDIGO
development which are described in the following
sections.
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6.2.1 Benefits

Amongst the benefit of using the FMI standard we
found:

o FMI is a standardised approach. For developers this
means there is less effort in the integration between
tools. They only need to agree on the variables to be
exchanged as opposed to have to develop the
integration interface itself.

e The FMI is tool-independent which translates in a
seamless model exchange across different tools

e Models can be re-used for different purposes. This
is a combined advantage between the use of
Modelica and the use of FMI. All public variables
can be made accessible by the FMU which means
that there is no need to change the model in case a
new variable needs to be exported. This results in
less effort and better quality of the developments
produced with FMI and Modelica based models.

6.2.2 Challenges

In INDIGO, the use of the FMI standard also exposed
some challenges:

e Ensuring the efficiency and robustness of the
models is fundamental for the FMUs generated in
terms of usability, performance and error-handling
when running simulations and generating data;

o While the standard for data exchange is certainly
excellent, the integration over two platforms
presents another challenge in the standardisation of
the data to be exchanged.

o Different simulation tools might provide different
results mainly due to the use of different solvers.
This is something that needs to be acknowledged
since it is, for the time being and for a typical
modeller, not trivial;

e The parametrization of the models is not necessarily
evident when doing model exchange, thus it
requires modeller’s attention;

e Documentation of the FMU needs to be provided
separately from the model. If the modeller is used to
Modelica where the documentation is contained
within the model, this might be overlooked when
exchanging the models

6.3 MPC implementation

MPC is a powerful control strategy that anticipates to
future events and takes control actions accordingly.
However, in order to achieve real-time control, the
optimization problem has to be solved faster than the
sampling time of the system. Thus, the reduced models
used within the MPC are of great importance. On one
hand, the model needs to be sufficiently simple and fast
to be used in the optimization loop, and on the other
hand, the model needs to be accurate enough to avoid

erroneous control strategies due to approximation errors
by the reduced models.

In INDIGO, we have explored the use of NN as
reduced models for MPC with satisfactory results. The
advantages of NN, especially recurrent NN such as the
LSTM-NN, are twofold: firstly, fast computation time
to allow its use within the MPC, and secondly, high
accuracy in the modelling to capture both slow and rapid
dynamics of the system. However, in order to capture
the correct dynamic behaviour of the system, the NN has
to be trained with data that explore a large portion of the
data space and model dynamics, which is not often the
case with data collected from a real site. Therefore,
simulation platforms, such as the one developed in
INIDIGO, are a great tool to generate training data for
NN models within a MPC.
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Abstract itances. Furthermore, the number of resistances and in
_ _ particular the number of capacitances determine the spa-
Simulations of energy supply systems on the urban scgl¢ and physical resolution of the model and thus define
call for dedicated thermal building models with low simge accuracy, with which the dynamics of the building are
ulation times and still considering relevant dynamic eFEproduced. In consequence, the structure of the model
fects. A common approach for such models are redugghds to be aligned to the simulation task, the resolution
order thermal networks that model heat transfer and St8fdynamic effects and acceptable simulation times.
age via thermal resistances and capacitances. To COlRequced order models account for relatively small sim-
tribute to the open question, how much wall elemenigytion times by using a small number of state variables,
should be used in such approaches, this paper charagfefhe case of thermal networks associated solely to ther-
izes and compares four different model topologies Wih| capacitances. In this way, they qualify for urban scale
one, two, three and four wall elements. The charactefjmy|ations, where uncertainties due to unknown bound-
zation using the Linear Analysis toolbox in Modelica a”ﬁlry conditions and estimated parameters outweigh mod-
Bode plots in Python reveals a significantly different beging accuracy. Still, this leads to the question, what the
havior of the One-Element-Model compared to the highgstimal number of capacitances is for the case of urban
order models. In consequence, the Two-Elements-Modgk e simulations.
with comparably low simulation times and a similar be- g question calls for a detailed analysis and charac-
h_awor as the higher order models qualifies for urban scalg; tion of the dynamic behavior of promising reduced
simulations. . order modelling options. To do so, Bode plots offer the
Keywords: Modelica, Reduced Order Model, Urbagp;jity to analyse the magnitude and phase shift of a model
Building Energy Model, Bode plot, Linear Analysis Tookytput compared to a model input for an entire range of

box excitation frequencies. They allow a dedicated compari-
. son of different reduced order models for a broad range
1 Introduction of frequencies as well as for typical frequencies present in

In the context of global warming and anthropogen e built environment as e.g. doneAkander(2000 and

greenhouse gas emissions, innovative energy supply ?allo-Go??alde_z ettﬁl(201t3. lln cort;seqtfjence, .?Ode
tems play an important role to increase energy efficiengy: S supportfinding the optimal number of capacitances,

In particular, when supplying entire districts with hea om where adding further elements would not substan-

this calls for sophisticated dynamic building models lt@”y increase mode| accuracy.

consider heat storage effects and compare different Sg/sThis.paper_ aims at contributing to the field of urban
tem options. cale simulations by characterizing four different readlice

rder models using Bode plots. It emphasizes on using

When simulating large numbers of buildings, reasot\%/‘— . ” ; . L
able simulation times in combination with an appropr_odellca and the Linear Analysis toolbox in combination

: . with a Python-based Bode plot analysis. The next chap-
ate model complexity can be a challenging task. St ?ggives an introduction to reduced order building model-

the models need to account for relevant physical effe to hiahliaht the i t of th I it d
and details to be able to reflect the buildings’ real thefd 'o Nighiig € Impact ot thermal capacitances an
asents the four investigated model topologies. After-

mal behavior. In this regard, r rder m I : o
al behavio this regard, reduced orde odels bagt rds, the paper outlines the setup of the characterization

on thermal networks are an interesting option. Th i
g op d presents the results using Bode plots to answer the

use thermal networks analog to electrical circuits a stion reqarding a reduced order model optimized for
model heat transfer and storage via thermal resistangas garding P
an scale simulations.

and capacitances. The theory of such models is well P
searched and discussed@tarke (2007); Davies(2004) A

andHensen and Lamber{2011). The model's complex- 2 Reduced Order BU|Id|ng Models

ity and the simulation time is determined by the layodts mentioned before, when reducing the order of thermal
of the network and the number of resistances and capaetwork models, the question arises, which capacitances
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resp. states are crucial for the dynamic behavior and which

can be omitted. Focusing on one thermal zone, the typicalw,w, LT3 ' I}

entity in building performance simulations, the number of Qlevra@&xtwmvrad Orad
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the discretization of these wall elements. This leads to two
options to set up reduced order models:

Cext_— Cint ——

1. Reducingthe number of wall elements, e.g. by merg-
ing roof, floor and external walls to one wall element.

TRet

2. Reducing the number of capacitances per wall e§gyre 2. Thermal network of the Two-Elements-Model from
ment, which represent the discretization of the wallj xLi b.

The second aspect is already well investigated (e.g. in

Davies 1994and Rouvel and Zimmermann 1997, 1998separate the roof elements as well (FigdyeTo keep the
and lead to the theory of the periodic depth of pengame basic topology for all options, all models are based
tration, which is standardized in DIN EN ISO 13788, the layout and principles of the VDI 6007-1. Figure
(Deutsches Institut fir Normung20083.  In conse- 2 represents the original VDI 6007-1 model except for a
quence, this aspect was found to be of minor impQyolygon network instead of a star network for the internal
tance, so the number is typically fixed to one capaggiation circuit to be able to extend the network without
itance per wall element and the capacity depends |g8s of accuracy (as describedDavies 1993

the excitation frequency. Two common standardized re-, 5qgition, heat transfer through windows is handled
duced order models, described in DIN EN ISO 1379Q 5 401y 1o the external walls, since windows commonly
(Deutsches Institut fur Normun@008l) and VDI 6007- 44 1ot incorporate thermal mass and merging windows
1 (verein Deutscher Ingenieur@019, follow this ap- o4 yalls would lead to a delay in the windows’ heat trans-
proach. However, these two models highlight the difs, The heat transfer through windows and heat transfer
ferences for the first aspect. While the DIN EN ISQ) the ambient and heat storage in the external walls is

13790 lumps all walls to one wall element and is expligi; e via resistances and capacitances in the left part
itly thought for monthly resolution at maximum, the VD¢ Figre 2. The right part takes care of heat storage in

6007-1 models asymmetrically (external walls) and Sy@izerna| walls, while the center part deals with convec-
metrically loaded (internal) walls separately. Still, #8€ 6 4ng radiative heat exchange within the thermal zone.
Is no common agreement, how many wall elements gy effects are represented by one circuit each, the in-
necessary for hourly heat demand calculations and Whighy,; 4ir temperature can be measured at the star point of
elements should be lumped. , , .__the convective circuit. This point connects also to a ther-
To contribute to this question, this paper investigatgs)) resistance that is used for infiltration of outdoor air
four different model topologies by lumping either all wallg e 'the associated heat flux) through gaps in the thermal
to one element (as for DIN EN ISO 13790, Figdjedis-  ;4ne'5 envelope. Further explanations and details about
tinguish between external and internal walls (as for VI)lo model can be found iRemmen et al(2017 and VDI
6007-1, Figure2), further divide between walls expose@nn7.1verein Deutscher Ingenieu(@015.
to solar radiation and floor plates (Figudg and finally As mentioned, the One-Element-Model in Figarae-

glects the differing behavior of internal walls and merges
Qsol win them with external elements to one wall element. With the
Two-Elements-Model in Figur@ in between, the Three-
Elements-Model in Figur@ separates walls exposed to
Qyad | | Rextwinrad solar radiation and exposed directly to the ground. This
[TmmTmmIooooes . follows the assumption that ground coupled wall elements
" such as floor plates behave thermally different due to the
excitation with a very low frequency (with a time constant
of about one year). Thus, merging them with elements ex-
posed to solar radiation (excitation with a time constant
of one day) might lead to smearing the dynamics of the
themal zone. The same argument applies for the Four-
Elements-Model in Figurd, where the roof is taken care
of seperately to the external walls. However, the time con-
stants of roof elements and external walls should be simi-
Figure 1. Thermal network of the One-Element-Model fromar, but the excitation is shifted in time for horizontal and
Ai xLi b. vertical elements. Besides the number of state variables,

Rwin

Teq,win

Rext,con

Teq.Ext )
QiG,con
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Figure 4. Thermal network of the Four-Elements-Model fréinxLi b.

simulation time is influenced by the way the physical ef- This setup with linear approaches and a reduced num-
fects are modelled. In the best case, all phenomena banof state variables leads to models with a relatively low
be modelled with a linear approach, which further loveomplexity, e.g. for the Two-Elements-Model with 28 un-

ers simulation time. In the case of reduced order modedepwns, two state variables and one algebraic loop with
there are four effects that can be linearized to obtain g fulonstant parameters.
The merging or separation of the building elements

linear model.

leads to four different models with the open question,

1. The indoor radiative heat exchange follows thehich model considers all dominant dynamics while ne-

Stefan-Boltzmann law including surface temperaiecting all others to have as small simulation times as
tures to the power of four. This can be linearizggbssible. For this purpose, all four models need to be
around a given temperature, usually the zone’s s#faracterized in a dynamic way as proposed in the next

temperature.

chapters.

2. Convective heat exchange depends on free @d Characterization
forced convection and includes nonlinearities. For
typical conditions, different standards (e.qg.

provide constant values to linearize the effects.

ing model itself.

DIN he characterization requires the definition of a use case
EN 1SO 6946Deutsches Institut fir Normung 2015With a fixed geometry and a known set of physical prop-

erties.

In this study, the use case is based on a single

box-shaped room as the typical layout of a thermal zone.
3. The absorption and transmission of solar radiation ©his room follows the geometrical definition of the inter-
inclined surfaces requires calculation of angles thaational validation guideline ASHRAE 14RAEHRAE,
include nonlinear equations. Since these calculatid®®307 with a net floor area of 48, two walls with
to not depend on the zone’s state variables, all vall&s7 n? and two walls with 1& m? (one internal and one
can be precomputed and serve as inputs to the bugdternal wall each) as shown in Figuse Changes of the
geometry do not influence the results, as long as the rela-
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conl kdavi es4/ Mobdel i caRes. In this way, a dedi-
cated analysis of the dynamic behavior of Modelica mod-
els is convenient to perform in a semi-automated process.

4 Results

This chapter presents the results for the given use case,
| generated with the process sketched above. As mentioned,
it focuses on the setups "EnEV 2009" and "WSchV 1984"
as they represent the extreme cases of all setups. The
Figure 5. Layout of the test room. Bode plots show the dynamic behavior for all four model
topologies over a frequency range from £@o 102 Hz,
in particular highlighting typical excitation frequensii
tion between the areas is kept similar. For the given cdgéldings at 115> Hz (daily) and 277-% Hz (hourly).
with similar areas for external walls, roof, floor plate an@ince buildings are typically excited by external (outdoor
internal walls, we expect the largest differences betweain temperature variations) and internal sources (interna
the four models, since all elements have a similar impag®ins, convective and radiative), the Bode analysis is per-
To cover typical physical properties for the building mdormed twice for each setup. The observed output is the
terials and the wall constructions in the German builihdoor air temperature as the target value. It would be
ing stock, the characterization covers 24 setups with gven more benefitial to observe the heat flow through the
sulation levels varying from "EnEV 2009", "EnEV 2002constructions, which would require strategies to compare
and "WSchV 1995" to "WSchV 1984", representing Gefihe overall heat flows of the different models or observing
man insulation standards of different years. As a secondltiple outputs. These topics are marked as future work
aspect, the building mass is varied from "Light-weigh&nd not covered in this paper. The aim is to identify the
and "Medium-weight" to "Heavy-weight". Since the caseBodel with the lowest order that shows no major differ-
"EnEV 2009" and "WSchV 1984" turned out to be the exences to higher order models for indoor air temperature as
treme cases, the following chapters will focus on these Sgtput.
tups. Figure6 shows the Bode plot for external excitation of
The use case in all 24 setups and for all four modéle heavy-weight "EnEV 2009" setup. The upper part fo-
topologies has been modelled in Modelica using the diuses on the magnitude of the output, while the lower part
brary AixLib (Miller et al, 2016. AixLib is one of four concentrates on the phase shift of the output compared to
application libraries based on the same Modelica IBP$i#e input. The pattern of all four models is similar and
core library, described itVetter et al.(2015. Both, the follows the PT-behavior of a low-pass filter. The low-
AixLib and the IBPSA library, are developed fully openpass filter originates from the given RC-element for ex-
source and are freely availablefatt ps: // gi t hub. ternal wall elements, e.g. shown in Figute In com-
com RWH- EBC/ Ai xLi b and https:// github. parisonto the other models, only the One-Element-Model
com i bpsa/ nodel i ca- i bpsa. The reduced orderreveals some deviations regarding the damping as well as
models are part of the core library and thus of all foder the phase shift. In particular for the typical daily and
application libraries. hourly excitation frequencies, all models except the One-
To characterize the models using Bode plots, all four
model topologies have been transformed to state-sp=~=
representation of the form

g 20, — 5 Elcments
X(t) = Ax(t) +Bu(t) (1) R I s L i
y(t) =Cx(t)+Du(t) 2 5 e

=

with x as state vectory as output vector and as
input vector. A stands for the states matrib8 for
the input matrix,C for the output matrix and for
the feedthrough matrix. This is a valid approach sin
we deal with linear time-invariant models. The net

ement |:

1E ~
essary matriced\,B,C and D can be derived using the ——14o{|- %ESQSRE

ements b

ModelicaLinearSystems2.ModelAnalysis.Linearize fun - - .- — — .

tion of the Linear Analysis toolbox. The created .ma 10 e encyinpz. 277107 10

files containing these matrices can directly be used to

create Bode plots in Python with the help of the pyth(ﬁigure 6. Bode plot for external excitation with heavy-weight
package ModelicaRes, availablehatt ps: // gi t hub. ~ Setup (EnEV 2009) and indoor temperature as observed output
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Figure 7. Bode plot for internal excitation with heavy-weight=igure 9. Bode plot for internal excitation with light-weight
setup (EnEV 2009) and indoor temperature as observed outmétup (WSchV 1984) and indoor temperature as observedtoutpu

Element-Model behave almost identical. the Bode plot for external excitation of the light-weight
Figure7 shows the Bode plot for the same heavy-weightvSchVv 1984" setup. The patterns of all four models
setup in the case of internal excitation. All models showage comparable to the behavior in Figuiiealthough the
PIT;-behavior that is related to the interference of the wathree- and Four-Elements-Model show significant devi-
elements’ Pl-behavior and a behavior of the air vol- ations compared to the One- and Two-Elements-Model.
ume. In particular the One-Element-Model deviates frofthe impact of these deviations is hard to assess at this
the other model topologies and reveals a phase shift in gagnt and will be further investigated in Figut®.
direction of lower excitation frequencies. This leads to To complete the set of Bode plots, Figi@eshows the
significant differences, especially for an hourly excaati plot for internal excitation of the light-weight setup. The
and can be explained by the missing consideration of {figcussed deviations of the One-Element-Model occur in
internal walls. In this way, the One-Element-Model on thfijs plotin an amplified manner. For the magnitude as well
one hand neglects parts of the zones’ thermal mass g8dor the phase shift, the One-Element-Model clearly de-
other hand does not consider heat transfer between exfgjtes from the other topologies. Two-, Three- and Four-
nal and internal masses. This is mainly visible for internglement-Model show similar deviations as in Figure
excitation, since external excitation is highly damped by Resyiting from the Bode plots, the Two-, Three- and
the external wall elements. Though, the other three moggl,r_Elements-Model predominantly show a similar be-

topologies deviate as well from each other regarding thgyior, in particular for typical excitations with daily @n
magnitude as well as the phase shift for low excitation frggly time constants. All models have a similar DC-

quencies. _ _ gain of approximately 1, varying between the models at
In addition to the heavy-weight setup, Figl8&shows the 10th decimal place. Solely the One-Element-Model
reveals major deviations from the other models, in partic-

22
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Figure 8. Bode plot for external excitation with light-weightFigure 10. Comparison of all four model topologies in the time
setup (WSchV 1984) and indoor temperature as observedtoutdomain for the medium-weight setup (EnEV 2002).
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ature in K between two- and four-elements-model for setu

. i are reduced order models based on thermal networks,
LiEg“hEt)’ 2009 Heavy", "EnEV 2002 Medium" and "WSchv 198Lgvhich represent heat transfer and storage via thermal re-

sistances and capacitances. The models’ simulation times,
complexity and order is correlated to the number of state
variables resp. thermal capacitances. Although this topic
Max 03 04 07 has been well researched and standardized approaches ex-
Mean 01 0.1 0.1 ist on single wall level, the questions remains, how many
wall elements are necessary to model heat storage effects
on urban scale in a sufficient way.

ular for internal excitation. The deviations in generalden This paper contnbutgs to .th's question by characteriz-
1g four model topologies with one, two, three and four

rise from heavy-weight to light-weigh nd m .
fo rise from heavy-weight to light-weight setups and <L’{]all elements. The thermal masses of a given use case

jorly occur for internal excitation. To evaluate the impadf ; )
lorly P > therefore merged all together, separated into internal

of these deviations, it is necessary to complement the ar?é% ; | dditionally with te el i
yses in the frequency domain by investigations in the tirﬁg external masses, addiionally With a separate elemen
domain. or the floor plate or further splitted up to a separate roof

For this, yearly simulations of all four model topologieglemem' The use case is a simple, box-shaped room,

are performed with time-dependent weather data (TI¥‘<{hICh is commonly used for model validation. To take

; . into account different insulation and building mass leyels

2010 data for Mannheim, Germany), varying intern . . ;
; . ' . e use case contains 24 setups from light-weight, well
gains (generic profiles for persons and machines, convec- : . ;
) S o . iNSulated scenarios up to heavy-weight, hardly insulated
tive and radiative) and free-floating indoor air tempera-_ ". .
. X : . Versions. As extreme cases, the characterization focuses

ture. Figurel0shows seven days in spring, where typica

indoor air temperatures between 17 and@bccur and on an heavy-weight "EnEV 2009" and on a light-weight

the typical excitation frequencies of one hour and one da\1/3\//SChV 1984 setup.

can be observed. For reasons of clarity, the figure focuseé‘II model t_opol_ogles apd_setups a.Lre ”?Ode”ed us-
on the medium-weight setup "EnEV2002". The figuf@gn;hsv\';_mde“(g Ilprary ?'XL'b’htl.t PS- //I'gl t hu?.h
shows a significant overshoot of the One-Element-Mo SA H II.EbB A't)f[L' _,/a/n "."F:F;]'Cst'onn'ﬁl Fagy 0 } €

in times of local maximum temperatures. This correlat corell raryht tps: // gi thub. cont i bpsa

with the observations in Figuréand Figured, where the model i ca- | bps_a. .

One-Element-Model shows a lower damping of internal The pharaqterlzatlgn makes_use of Bode plots and
excitations. This behavior leads to maximal differencE§MPasons in the time d_omaln to analyse _the behav-
of the indoor air temperature of2 K compared to the lor of all f_our topolc_)gles W'th regard to magnitude and
other model topologies. In comparison, the difference b%hase Sh'f_t of the indoor air temperature compared_ to
tween Two- and Four-Elements-Model for the same se@pchosen |r_1pu_t OVer a range (.)f exc'tﬁ“on frequ_en_mes.
is 0.4 K, as given in Tablel. The differences between ypical excitation frequencies in the field of building

the higher-order models tend to rise from heavy-weight"?grformance simulat_ion V.Vith time constants (.)f one day
light-weight setups. and one hour can in this way clearly be highlighted.

Given the difference in the frequency as well as in tTepe necessary matrices to describe the model’s transfer
time domain between the One-Element-Model and t ction can be obtained with the ModelicaLinearSys-
other topologies, this approach with only one state va gms2.ModelAnalysis.Linearize function out of the Linear
able for the wall elements seems inappropriate for nalysis toolbox. The resulting files can directly be used
namic builing performance simulations. Following the ap- create dedicated Bode plots in Python with the help of

fhe Python package ModelicaRéd,t ps: // gi t hub.
proach to keep the number of states as small as pos&cggm kdavi es4/ Model i caRes..

the Two-Elements-Model comes into focus and shows rh its sh hat the behavior of th £l

significantly better behavior. With these results at hand, ' '€ 'esults show that the behavior of the One-Element-

the Two-Elements-Model qualifies for dynamic heat d lodel significantly differs from the higher order models,
éthe maghnitude as well as the phase shift, when observ-

mand calculations on urban scale, where simulation tir he ind _ hil " q .
plays a major role and modelling simplifications are oyftd the indoor air temperature while exciting outdoor air

weighed by uncertainties of the boundary conditions. temperature or internal gains. This originates in n_eglect-
ing internal masses, what leads to a significantly different

i transfer function.The Two-, Three- and Four-Elements-
5 Conclusions Model show slight differences in the Bode plots, what re-
Urban scale simulations of large building stocks for egquires further analyses in the time domain. The simula-
ergy efficient supply systems call for dynamic buildinion of one year reveals maximal differences in the free-
models with low simulation times while accepting modoating indoor air temperature between Two- and Four-
elling simplifications. Such simplifications are typicallfelements-Model of @ K. The same case shows dif-
outweighed by uncertainties in boundary conditions on dierences between One-Element-Model and higher order

Heavy Medium Light
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models of 12 K.

Based on these results, the Two-Elements-Model quali-Tanja Osterhage, and Dirk Mdller.

fies for urban scale simulations with low simulation times

Peter Remmen, Moritz Lauster, Michael Mans, Marcus Fuchs,

TEASER: An open
tool for urban energy modelling of building stockslour-

while keeping a similar behavior compared to higher ordern@l of Building Performance Simulatiopages 1-15, 2017.

models. As the differences partly depend on the insulatio

rpoi:10.1080/19401493.2017.1283539
and thermal mass level, further research should resultin @thar Rouvel and Frank Zimmermann.

Ein regelungstech-

adaptive method to automatically choose a reduced ordefisches Modell zur Beschreibung des thermisch dynamis-

modelling approach based on these properties.
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Abstract

This contribution describes an open source toolchain
which can transfer BIM models of 3D building
constructions from CAAD programs into executable
thermal multi-zone buildings models based on Modelica
building energy simulation libraries. For this purpose,
different open source libraries and tools were integrated
into a Python-based software architecture of the
toolchain: the IfcOpenShell/OCC libraries as the
foundation for the import, analysis, and preparation of
the BIM models; CoTeTo as the tool for the template-
based code generation of the Modelica building models;
the BuildingSystems library as the base for the thermal
multi-zone building models; and JModelica as the
simulation tool to perform the simulation analyses.

While the first part of the paper describes the general
approach and the software architecture of the toolchain,
the second part illustrates its application with an
example of a real building.

Keywords: Building Information Modeling, IFC,
Modelica code generation, Multi-zone building models

1 Introduction

The graphical modelling approach of Modelica, based
on visualized components, connectors, and connections
fits well for 2-dimensional topologies of energy plant
systems, but not for 3-dimensional shapes of buildings
and the topology of their constructions. On the one hand,
the manual configuration of a thermal multi-zone
building in Modelica in a graphical editor, based on
components of a predefined library is an error-prone
process. For example, the definition of a thirteen-zone
building model in Modelica leads to a mo-file with more
than 1,500 lines of code and a huge number of connect
statements (Nytsch-Geusen, 2017). On the other hand,
architects are using modelling tools such as ArchiCAD
or Revit for their 3D building designs and often also
Rhinoceros for prototypical designs. All these tools are
able to export the geometry and the topology of a
building design as a structured BIM model, normally in
the IFC format.

For this reason, different research activities during
the last years have been focused on the automatic
generation of Modelica building models using IFC
building models as the input (e.g. Thorade et al., 2015
and Reynders et al., 2017).

The toolchain described in Thorade et al. (2015) is
based on the SimModel data model (O’Donnell et al.
2011). This data structure is able to store all relevant
information for building energy simulation (the building
construction and the related HVAC system), which is
present in the BIM model itself (the IFC file) and which
is optionally added by further data sources (e.g. data for
missing material properties of building constructions).
All these data are gained and combined by the use of the
simulation tool Simergy (https://d-
alchemy.com/products/simergy): with Simergy the user
imports the architectural model as an IFC file, performs
a space boundary analysis to obtain the topology
information for the multi-zone building model, adds
additional data with the Simergy GUI, and finally
exports the entire data set as a SimModel file in the xml
format. In the next step, a mapping tool takes the
SimModel file, which instantiates and parameterizes the
component and system models from present Modelica
libraries, which reflect the problem of the BIM model.
Because Simergy is a commercial simulation tool and
the simulation tool used here is Dymola, not all of the
toolchain is open source.

The approach of Reynders et al. (2017) describes a
toolchain Ifc2Modelica v0.2, which is based on a Python
framework. It can read IFC-files, determine the building
topology for multi-zone building models, and generate
Modelica building models in four different levels of
complexity (LOC) for the Modelica IDEAS library
(Jorissen et al., 2018). The model complexity reaches
from a detailed thermal multi-zone building model,
where each IFC entity is 1:1 mapped to a correspondent
Modelica component model (LOC1) over some
intermediate steps (LOC2, LOC3) down to a maximum
simplified thermal single-zone building model, where
all IFC entities are mapped to a small number of
Modelica wall, window and door models (LOC4). The
simplification from LOC1 to LOC4 takes place by
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merging constructions of the same type and orientation
and zones with similar conditions of use with the
objective of a minimum loss of precision in the results
and a maximum acceleration of the computation speed.
The simulation analyses mentioned above were
performed with the commercial Dymola tool, and the
Ifc2Modelica v0.2 toolchain is not released as an open
source project.

The approach described in this paper demonstrates a
Python-based complete open source toolchain, which
reaches from the BIM modelling analysis up to the
Modelica code generation and also supports an
executable building simulation experiment, based on an
open source Modelica simulation tool.

2 Toolchain

The BIM2Modelica toolchain from the IFC file up to the
generated Modelica model includes three serial working
Python modules (compare with Figure 1): a module for
the BIM data import and analysis, a building data model
for storing the analyzed and prepared information for
building energy simulation, and the CoTeTo tool for
generating thermal multi-zone building models based on
the BuildingSystems library (http://www.modelica-
buildingsystems.de).

- If(()gegghell ) Building || gl | cotere | *mo

data model

3D building pars i|',‘9 structured code thermal
construction ;mwazim" data storage generation uilding mode

Figure 1. Software architecture of the BIM2Modelica
toolchain.

2.1 BIM data analysis and preparation

The basis for the IFC data import and the subsequent
data preparation is the IfcOpenShell library
(IfcOpenShell, 2019) in combination with the
OpenCascade library (pythonOCC, 2019). Based on
these two Python libraries, a new library was
implemented which enables the analysis and preparation
of the imported IFC files in the following steps:

1. Filtering and sorting of all IFC types relevant for a
thermal building model (types IfcSite, IfcSpace,
IfcWall, IfcSlab, IfcDoor, IfCColumn, IfcWindow,
etc.)

2. Extraction of all employed building constructions
(type IfcMaterialLayerSet) from the imported IFC
building model

3. ldentification of the contact surfaces between the
spaces (type IfcSpace) which represent the thermal
zones and the adjacent building elements (types
IfcWall, IfcSlab etc.) by means of a space boundary
analysis (1% level space boundaries)

4. Determination of potential available openings in the
building elements and the correspondent elements

which fill them out (e.g. the relations between an
IfcWall and an IfcWindow or IfcDoor)

5. Cutting of continuous building constructions (e.g.
IfcWall or IfcSlab) which belong to more than one
IfcSpace into sub components. Each of them can
represent an individual thermal building element in
the thermal building model with a potentially
different thermal boundary condition (25 level
space boundaries).

2.2 Building data model

The building data model consists of a data structure
which stores all of the information in an intermediate
step, before it is used for the code generation of the
thermal building model, expressed in Modelica. The
building data model is realized by a couple of Python
classes which are able to store all of the required
geometry and topology information of each thermal
zone and individual building element. It also includes a
list of all of the construction types used. Further,
information regarding the employed building materials,
the type of use for each thermal zone (ventilation rates,
internal heat sources, set temperatures for heating and
cooling), the building orientation and the building
location can be added, if not already present in the IFC
file.

The information collection of the building data model
covers the typical amount of data for the parametrization
of multi-zone thermal building models. Up to now, it has
exclusively been used as a database for Modelica code
generation, but in principle, it could also be applied to
the creation of multi-zone building models for other
simulation tools such as EnergyPlus or TRNSY'S.

2.3 Modelica code generation

In the next step of the toolchain, the Modelica building
models are generated using the information stored in the
building data model. For this purpose, the Python based
module CoTeTo (Code Templating Tool) is used,
which was developed in the EnEff-BIM project (see
Thorade et al., 2015).

B CoTeTo GUI | Version: 099 - [a] X

Generators  DataLoaders  Messages
ultiZoneBuildings_Modelica:0.2 IFC_Multiz itdi dodion =
! version 0.2
Author |
Christoph Nytsch-Geusen

es:0.1
TestCustomEntries0.1
TestCustomLoaders:0.1
Testlinja2:0.1 Description
TestMako:0.1 generator for Modelica building models based on IFC data |
TestMultiOutput=0.1
Path |
TestXML:0.1 i ; . o
C;\Users\nytschgeusen\Desktop\BIM2Modelica
TestZip:0.1 \CoTeTo_Generators\IFC_MultiZoneBuildings_Modelica
Data Loader

Requires IFCFile, version 0.1...2.0
Found version 10

Templates
.mo: PhysicalMode!,mot
_StateVariables.cs: StateVariables.unt
_BuildingModel.cs: BuildingModel.unt
_ Python filter
€ T | innent firerm

Data URIs: C:/Users/nytschgeusen/Desktop/BIM2Modelica/IFC/IFC2X3/SBT_Unit_Test_Cases/AWS-1_SB.ifc 5 Generate

/IFC2X3/SBT_Unit Test Cases/AWS1 SB ...

Output:  [:/Users/ 1 lodelica/ [ Open output

Figure 2. GUI of the CoTeTo code generation tool.
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CoTeTo can be flexibly configured with pluggable
input, filter, and output components which support the
single steps of data acquisition, preprocessing and code
generation using a template system. It can be used
standalone with a GUI (compare with Figure 2) or as an
imported module in Python applications. The code
generation step in CoTeTo is based on the Mako
template engine (Mako, 2019).

2.4 BuildingSystems Library

The CoTeTo code generator for thermal multi-zone
models code was designed for the predefined model
classes (thermal zones, walls, windows, doors etc.) of
the Modelica BuildingSystems library (Nytsch-Geusen
et al., 2016). As other Modelica libraries for building
energy simulation such as IDEAS, AIXLib and
Buildings, the BuildingSystems library uses as its core
the same Modelica IBPSA library (Modelica IBPSA
library, 2019), which is the successor of the former
Annex 60 library (Wetter et a. 2015).

The following code excerpt demonstrates the principle,
upon which the model classes of the BuildingSystems
library are instantiated and parameterized during the
code generation process, based on a Mako template.
Access to the required building information stored in the
building data model takes place in the example over the
Python dictionary data. Outgoing from a generalized
template definition in Mako

% for ele in datal'elementsOpaque']:
BuildingSystems.Buildings.Constructions.Wa
lls.WallThermallDNodes S$S{ele.name} (
% if
generatorCfg[ 'MODELICA SWITCHES'].getboole
an ('surTemOut') :
show TSur = true,
% endif
redeclare ${ele.constructionData}
constructionData,
angleDegAzi = ${ele.angleDegAzi},
angleDegTil = ${ele.angleDegTil},
AInnSur = ${ele.AInnSur},
height = ${ele.height},
width = ${ele.width});
% endfor

the Modelica code for a flexible number of wall models
of a thermal building model can be generated:

BuildingSystems.Buildings.Constructions.Wa
1ls.WallThermallDNodes wall 4(
redeclare Constructionl constructionData,
angleDegAzi 90.0,
angleDegTil 90.0,
AInnSur = 0.0,
height = 7.8,
width = 10.000000000000002) ;

BuildingSystems.Buildings.Constructions.Wa
lls.WallThermallDNodes wall 5(

redeclare Constructionl constructionData,
angleDegAzi = 0.0,
angleDegTil = 90.0,

AInnSur = 0.0,
height = 7.8,
width = 9.849999999999998) ;

The syntax of the Mako language is similar to the
Python language, but it works with the s sign before
control statements and without indents. Therefore, a for-
loop or a conditional statement in Mako needs an
% endfor and an % endif in addition to the ¢ for and the
$ if. Expressions within curly braces, e.g.
${ele.name}, areevaluated, and the result is used for
the code generation process. The example of the Mako
template also illustrates the flexibility of the code
generation process. If the Boolean expression

generatorCfg['MODELICA SWITCHES'].getboole
an ('surTemOut') :

becomes true, the Modelica parameter show TSur =
true is generated in the Modelica code; otherwise it is
not.

2.5 Toolchain validation

The toolchain was tested with a set of 33 BIM building
models in the IFC 2x3 format, which cover a broad
spectrum of possible geometrical and topological
structures of building constructions (Bazjanac, 2017).
Figure 3 shows a subset of these building models.

AWS-2_SB

AWS-1_SB S Spaces separated by walls

3 Spaces separated by walls

SWW-5_s8
Nine spaces separated by walls (no openings)

Figure 3. Exemplary IFC test cases for validating the entire
toolchain from the BIM data import through the data
preparation to the Modelica code generation.

In addition, three further IFC2X3 models with one, two
and thirteen thermal zones were used for the validation
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procedure. All of the building models were constructed
in ArchiCAD and afterwards exported as (IFC) BIM-
models.

The validation process was executed for all of the
models in three serial steps:

1. Correct translation of the BIM model into the
building data model.

2. Correct generation of the Modelica building model
with the Mako template.

3. Successful simulation of the generated building
models with JModelica and Dymola and achieving
the same simulation results with both tools.

With the help of these test cases, many potential failures
and weak spots in the algorithms of the IFC import and
data preparation module (e.g. incorrectly calculated
geometries and topologies), the building data model
(e.g. missing attributes) and the code generation
template used in CoTeTo (e.g. required additional
features for a more flexible code generation) could be
detected, fixed, and improved.

2.6 Simulation experiment with
JModelica

After the multi-zone building model code was generated
with CoTeTo, a simulation experiment could be
performed with a Modelica tool. Because the objective
of the development of the toolchain was a pure open
source solution, JModelica (http://JModelica.org) was
used for this purpose. The definition of a Modelica
simulation experiment in JModelica takes place in
Python script, in which the three steps model translation,
model simulation and, result visualization have to be
defined. The JModelica compiler (Python module
pymodelica) obtains the Modelica model over the
method compile fmu() and generates an executable
FMU in version 1.0 or 2.0.

I
| MsL ‘
*.mo
& JModelica JModelica Python
[ | \ thermal
| | building mode
B i N B pyfmi: matplotlib
'”""B compile_fmu0 fmu load_fmu0) | pyiab
/' ompiles *.mo simulates visualisation
thermal into FMU FMU sim. results
building model

*.mo

Figure 4. Compilation and simulation of the thermal
building models with JModelica.

In the following step this FMU is taken by the JModelica
run time system (Python module pyfmi) by using
mymodel, an instance of the Python class
FMUModelBase. This instance is generated as the return
value of the function call 1cad fmu(). The two
methods calls myModel.simulate options() and
myModel.simulate () configure the numerical options

and start the simulation experiment. The simulation
results are stored in a Python dictionary and visualized
with a suitable graphical Python library such as
matplotlib or pylab after the simulation experiment is
performed (compare with Figure 4 and the following
excerpt of a Python script, which defines the simulation
experiment):
# compile model to fmu

from pymodelica import compile fmu
fmu = compile fmu('MultiZoneBuilding',..)

# load the fmu
from pyfmi import load fmu
myModel = load fmu (fmu)

# simulate the fmu and store results
opts = myModel.simulate options|()

opts['solver'] = "CVode"
opts['ncp'] = 240
res = myModel.simulate(start time=0.0,

final time=864000, options=opts)

# plotting of the results
import pylab as P
fig = P.figure(l)

vyl = res['ambient.TAirRef']

y2 = res|['building.TAir[1]"]
y3 = res|['building.TAir[5]"]
y4 = res|['building.TAir[12]']

t = res['time']

P.subplot(2,1,1)
P.plot(t,yl,t,y2,t,y3,t,v4)
P.legend(['ambient.TAirRef', 'building.TAir
[(11'1,..)

P.ylabel ('Temperature (K)"')

P.xlabel ('Time (s)'")

P.show ()

3 Case study

The described approach of the toolchain was evaluated
by the example of a small residential living unit, the
Rooftop building, which was developed for the Solar
Decathlon Europe 2014 (SDE 2014) in Versailles,
France (http://www.solardecathlon2014.fr/en/) by a
student team from UdK Berlin and TU Berlin (see
Figure 5).

Figure 5. The realized prototype of the Rooftop building
on the SDE 2014 competition site in Versailles, France.

This rooftop construction was designed as a solar plus
energy living unit, which can be placed on top of the
building stock (compare with Figure 6) and can be air-
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conditioned and supplied by its own gained energy all
the year around. A detailed description of the Rooftop
building incl. the technologies used (reversible heat
pump, adaptable photovoltaic facades, thermal and
electrical storage management etc.) can be found in
Team Rooftop (2014).

Figure 6. The concept of the Rooftop building as a solar
living unit for the building stock for dense city districts.

The Rooftop building was modelled for the case study
as a 3D BIM model in ArchiCAD. Starting from this
information base, an IFC2X3 model was exported.
Figure 7 shows the visualization of this IFC model with
all construction elements, and Figure 8 shows only the
part of the building model which is relevant to a building
energy simulation.

Figure 7. BIM model Rooftop building with all building
elements.

 [WERERS

Figure 8. BIM model of the Rooftop building, reduced to
the relevant building elements for building energy
simulation.

The inner building structure includes four thermal
zones, two of which can be air-conditioned by a floor
heating and a cooling ceiling system (zones lab and
seminar). The other two are only thermal buffer zones
with free floating temperatures (zones toilet and core).
The building construction consists of wooden
lightweight building elements in combination with large
glass facades.

Air outlets

constructions
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o | o
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Figure 9. Generated Modelica building model.

At present, the Modelica code generation is restricted to
the thermal building model (see Figure 9); the HVAC
system of the building energy system still has to be
configured by hand.

The generated Modelica model of the Rooftop
building was simulated with JModelica for a period of
four hot summer days for the location Berlin. In
Figure 10, the outside air temperature and the free-
floating air temperatures of the four thermal zones are
illustrated. Because the air change of the generated
building model is suppressed and the large transparent
facades are unshaded in the configuration of the
simulation experiment, the air temperatures in the
seminar zone and the lab zone show the typical
increasing overheating behavior of a “glass house” over
the time.

3051 — ambient.TAirRef

—— building.lab.TAir
—— building.toilet.TAir
—— building.core.TAir
—— building.seminar. TAir

300

Temperature (K)

1.830 1835 1.840 1.845
Time (s) 1e7

1.815 1.820 1.825

Figure 10. Simulated indoor climate of the Rooftop
building during four warm summer days (location Berlin).

4 Summary and Outlook

A Python-based open source toolchain for generating
thermal multi-zone building models from BIM models
for the Modelica BuildingSystems library was
successfully implemented, validated, and evaluated by
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means of the case study of the Rooftop building. Up to
now, the code generation process is limited to the
building construction; the HVAC system of the building
has to be manually added.

The source code of the BIM2Modelica toolchain incl.
the code generation tool CoTeTo, the Modelica
BuildingSystems library, and a set of BIM test cases is
available for free and can be downloaded as one
software package from GitHub
(https://github.com/UdK-VPT/BIM2Modelica).

The future development of the toolchain will take place
in collaboration with research partners within the
IBPSA project 1 (https://ibpsa.github.io/projectl) in
work package 2.2 “Building Information Modeling”.

Future developments of the BIM2Modelica toolchain
will focus on automatic reduction of the building model
complexity dependent on the given boundary conditions
(orientation of facade elements, conditions of use for the
zones), similar as described in Reynders et al. (2017).

Further, additional specialized CoTeTo templates for C#
code generation that supports a building model
visualization for Unity (https://unity3d.com/de) are
under development (see also Nytsch-Geusen et al.,
2017).
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Abstract

For the planning of photovoltaic power plants standard
software tools are used. Most of these software tools use
statistical solar data to determine the overall energy har-
vest of a photovoltaic plant over one year. The calcula-
tions rely on stationary location and ideal boundary con-
ditions, e.g., constant ambient temperature. Even though,
for example, shadowing may be considered by standard
software, the investigation of untypical configurations and
problems cannot be performed by such software, as most
configurations cannot be changed by the user.

The presented PhotoVoltaics library was devel-
oped with the intention to provide a flexible framework
for standard and non-standard problems. Particularly,
the PhotoVoltaics library can be coupled with other
Modelica libraries to perform systemic investigations. An
application library, PhotoVoltaics_TGM, is provided
as add-on, where measured data of two photovoltaic pants
of the TGM in Vienna can be compared with simulation
results. This add-on library serves as validation of the
PhotoVoltaics library.

Keywords: Photovoltaics, cell, module, plant, data sheet,
converter, maximum power tracking, irradiance, terres-
trial solar model

1 Introduction

For academic and scientific investigations and calculations
in the engineering field of photovoltaics an open source li-
brary is advantageous. Currently, some Modelica libraries
exist which provide photovoltaic plans on different levels
of abstractions.

The Buildings library (Wetter, 2017) includes pho-
tovoltaic plant models based area of cross section and ef-
ficiency parameters. The plant models evaluate the irra-
diance input and calculate the harvested power by means
of a non-standard electrical connector. Additionally, the
Buildings library provides blocks for the processing of
public irradiance data available from EnergyPlus.

In the BuildSysPro library a photovoltaic model is
provided based on physical material and geometry param-
eters, but not electrical parameters (BuildSysPro, 2017).
Electric power is represented by a signal output, so the
actual interaction with maximum power control and the
power grid cannot be modeled in a physical way.

The PVSystems library relies on manufacturer data
and uses electrical connectors from the Modelica Standard
library (PVSystems, 2017). The photovoltaics model in-
cludes a series and parallel resistor but unfortunately no
parameterization aid is provided to determine the resis-
tance parameters. Temperature dependency is considered
by means of a temperature signal input. Even though the
PVSystems library relies on a roughly similar physical
modeling approach as the PhotoVoltaics library, the model
behavior is not consistent. The investigation of the open
circuit voltage at standard conditions and a slightly higher
temperature shows simulations results which clearly devi-
ate from the data sheet parameters.

The PhotoVoltaics library was developed during
a Diploma project at the College of Engineering, TGM,
in 2016--17. It is available on GitHub (Kral, 2017). The
main target of this library was to provide physical models
of photovoltaic components that show consistent behavior
and can be parameterized solely on data sheet values. So
the open circuit voltage and short circuit current including
their temperature dependencies were intended to be mod-
eled to fully match the given data sheet values.

The paper presents the structure of the provided li-
braries in Section 2. In Section 3 the data sheet parameters
are presented and explained. Based on these parameters,
the included cell, module and plant model are elaborated
in Section 4. Different converters and the maximum power
tracking are explained in Sections 5 and 6. The irradiance
models of Section 7 are needed for the system investiga-
tions of complex photovoltaic systems. The library vali-
dation and further application examples are presented in
Sections 8 and 9.
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Figure 1. Structure of the PhotoVoltaics library

2 Library Structure

The PhotoVoltaics library includes:

e Photovoltaic (PV) components (cells, modules and
plants)

e Converters (DC/DC, quasi static single and three
phase, transient three phase)

e Diodes

e Analytic irradiance models (terrestrial, arbitrary sun
location)

e Records of selected industrial module data sheets

The structure of the library is depicted in Figure 1. Gen-
eral configuration examples are included in the package
Examples. Additional application examples which al-
low the validation of the proposed models are provided in
the external package PhotoVoltaics_TGM shown in
Figure 2.

3 Data Sheet Parameters

Most data sheet parameters refer to standard conditions
(STC) of a module. These conditions are characterized by

~[_] PhotoVoltaics_TGM

» TGM_Comax_WeatherData_OneYear

(» TGM_Comax_Analytical_20160629

O TGM_Comax_Analytical_20160704
TGM_Comax_Analytical_20160808
TGM_Comax_Analytical_2016
TGM_Comax_Measurement_20160629
TGM_Comax_Measurement_20160704
TGM_Comax_Measurement_20160808
TGM_Comax_Measurement_20160626_to_20161004
TGM_Trina_WeatherData_OneYear
TGM_Trina_Analytical_20160629
TGM_Trina_Analytical_20160704
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TGM_Trina_Analytical_2016

(») TGM_Trina_Measurement_20160629

(») TGM_Trina_Measurement_20160704

») TGM_Trina_Measurement_20160808

> TGM_Trina_Measurement_20160626_to_20161004
[ ] writecsv

Figure 2. Structure of the PhotoVoltaics_TGM library, in-
cluding application and validation examples

the reference temperature 7,.; = 25 °C and the reference
irradiance irradiance,,; = 1000 W/m?. Under these
reference conditions the following quantities are listed:

e Open circuit voltage V, s under reference condi-
tions

o Short circuit current I ,.r under reference conditions

e Maximum power voltage V), .¢ under reference
conditions

e Maximum power current /., .. under reference con-
ditions

e Linear temperature coefficient of open circuit voltage
Qlyoc ref at reference conditions

e Linear temperature coefficient of short circuit current
Ol1se ret At reference conditions

Typically, the temperature coefficient of maximum power
is also listed in the data sheet of a photovoltaic module.
This parameter is, however, not evaluated in the proposed
model, since the model inherently considers the maximum
power temperature coefficient from the open and short cir-
cuit temperature coefficients.

Each module is usually equipped with nb bypass
diodes. These diodes are usually connected anti paral-
lel to two or more strings of the photovoltaic cells. The
diodes are used to overcome reverse operating conditions
caused by partial shading of the module. In order to con-
sider the bypass diodes properly in the model, the param-
eters BvCell, Ibv and Nbwv listed in Listing 1 are taken
into account.

Photovoltaic modules usually consist of ns series con-
nected cells, but have no parallel connected cells. The cell
parameters are determined from the module parameters as
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shown in Listing. 1. Additionally, the temperature voltage
at reference temperature,

)]

is calculated as final parameter. In this equation £ is the
Boltzmann constant and () is the elementary charge (of an
electron). The module parameters are organized as record
in Modelica.

Listing 1. Record of module data

record ModuleData "Data of PV module"
extends Modelica.Icons.Record;
import SI=Modelica.SIunits;
parameter String moduleName =
parameter SI.Temperature TRef =
"Reference temperature";
parameter SI.Irradiance irradianceRef
= 1000 "Reference solar irradiance";
parameter SI.Voltage VocRef = 30.2
"Reference open circuit module voltage
> 0 at TRref";
final parameter SI.Voltage
VocCellRef = VocRef / ns "Reference open
circuit cell voltage > 0 at TRref";
parameter SI.Current IscRef= 8.54
"Reference short circuit current
> 0 at TRref and irradianceRef";
parameter SI.Voltage VmpRef = 24.0
"Reference maximum power module
voltage > 0 at TRref";
final parameter SI.Voltage VmpCellRef
= VmpRef / ns "Reference maximum power
cell voltage > 0 at TRref";
parameter SI.Current ImpRef = 7.71
"Reference maximum power current
> 0 at TRref and irradianceRef";
parameter SI.LinearTemperatureCoefficient
alphalIsc = +0.00053 "Temperature
coefficient of reference short circuit
current at TRref";
parameter SI.LinearTemperatureCoefficient
alphaVoc = -0.00340 "Temperature
coefficient of reference open circuit
module voltage at TRref";
parameter Integer ns = 1
"Number of series connected cells";
parameter Integer nb =1
"Number of bypass diodes per module";
parameter SI.Voltage BvCell = 18
"Breakthrough cell voltage";
parameter SI.Current Ibv =1
"Breakthrough knee current";
parameter Real Nbv = 0.74
"Breakthrough emission coefficient";
final parameter SI.Voltage VtCellRef
= Modelica.Constants.k * TRef / Q
"Reference temperature voltage of cell";
constant SI.Charge Q = 1.6021766208E-19
"Elementary charge of electron";
end ModuleData;

"Generic";
298.15

(a) (b)

Figure 3. (a) Basic and (b) extended equivalent circuit diagram
of PV cell

variableIrr

moduleData

heatport

Figure 4.
SimpleCell

Modelica implementation of the cell model

4 PhotoVoltaics Components

4.1 Photo Voltaic Cells

The basic photovoltaic component is the cell. The imple-
mented model consists of a diode and current source as
shown in Figure 3 (Mahmoud et al., 2012). The current
source represents the solar power source and the diode
includes the semiconductor properties of a cell. The ba-
sic equivalent circuit diagram of Figure 3(a) could be
extended by a series resistor R, and a parallel resistor
R,. The extended model may be more accurate than
the basic model, but from data sheet values the extended
model can usually not be parameterized as the slopes
of the voltage versus current characteristics are not pro-
vided accurately enough by the manufacturers. Therefore,
the PhotoVoltaics library includes only basic mod-
els, so far. The actual implementation of the cell model
SimpleCell is depicted in Figure 4.

In the basic photovoltaic cell model the source current
I, is modeled directly proportional to the actual irradi-
ance the cell is exposed to, including temperature depen-
dence

I irradiance

= - . +aIsc(T_Tref)a
irradiance,

2

Iph,ref

where T is the actual operating temperature of the current
source. The actual irradiance can be considered in two
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diodexm.i (A)

diodexm.v (V)

Figure 5. Diode model with two exponential regions and one
linear region

ways:

e A constant quantity constantIrradiance is
provided as parameter if the boolean parameter
useConstantIrradiance = true

o A signal input variableIrradiance
is enabled if the boolean  parameter
useConstantIrradiance = false

The variable irradiance in (2) is thus as-
signed to either constantIrradiance or
variableIrradiance depending on the boolean
parameter useConstantIrradiance.

The diode models is especially designed for the purpose
of photovoltaic applications. It covers the forwards and
backwards breakthrough region. For numerical reasons
the current versus voltage characteristic of the used diode
model considers three different regions:

e Forward exponential range for positive cell voltages,

. (Y v
ENENE

where R = 10% Q) is a parallel resistance used to sta-
bilize the model numerically; I, represents the satu-
ration current m is the ideality factor of the diode

3)

e Backward linear range in the reverse direction start-
ing from zero voltage

e Backward exponential range of negative voltages in
the breakthrough region

The current versus voltage characteristic of the imple-
mented diode model depicted in Figure 5 is determined
by the experiment DiodeCompare using ns = 1,
nsModule = 1 and npModule = 1. The variables
1;, and m of the diode forward exponential region (3) are
determined through the operating conditions of the photo-
voltaic cell. The first condition is derived from the open
circuit case of Figure 3(a) substituted in (3),

I. =1, <exp (;ﬁ;) — 1) )
t

“4)

L
= @
< s T
o ! !
A ©) :
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cell.v (V)

Figure 6. Cell current versus cell voltage for (a) irradiance =
250 W/m2, (b) irradiance = 500 W/mQ, (c) irradiance =
750 W/mQ, and (d) irradiance = 1000 VV/lrn2
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Figure 7. Cell power versus cell voltage for (a) irradiance =
250 W/mQ, (b) irradiance = 500 W/mz, (c) irradiance =
750 W/m2, and (d) irradiance = 1000 W/Hl2

In this equation the photo current is equal to the short
circuit current. The impact of the parallel resistance on
this equation is neglected. The second conditions is deter-
mined by the temperature voltage

k-T
Vt:?‘

Additionally the temperature dependencies of the open
circuit and short circuit voltage of the photovoltaic cell
have to be taken into account:

(&)

‘/:)c = Voc,ref (1 + CV\/’oc<jj - Tref))
Isc = Asc,ref (1 + anc(T - Tref))

(6)
(7

This implementation causes the saturation current /4, and
the ideality factor m to be temperature dependent. The
variability of these quantities is a result of consistent op-
erating conditions of the proposed model based on manu-
facturer data.

The linear scaling of the short circuit current accord-
ing to (2) for constant temperature is demonstrated in Fig-
ure 6. Figure 7 shows the dependence of the maximum
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Figure 8. Cell current versus cell voltage for (a) T = —20°C,
(b)T=10°C,(c) T =40°C
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Figure 9. Cell power versus cell voltage for (a) T = —20°C,
(b)T=10°C,(c) T =40°C

power point on irradiance. The impact of the operating
temperature on the short circuit current and the open cir-
cuit voltage is shown in Figure 8. In this figure a typical
case is evaluated, considering a positive temperature coef-
ficient of the short circuit current and a negative tempera-
ture coefficient of the open circuit voltage. Since the abso-
lute value of the temperature coefficient of the open circuit
is greater than the temperature coefficient of the short cir-
cuit current, the temperature coefficient of the maximum
power is negative. Consequently, the maximum power
harvest of a photovoltaic cell decreases with increasing
temperature, see Figure 9.

The photovoltaic cell model also considers shading of a
cell. In this implementation shadow = 0 represents the
case of full exposure to solar irradiance, whereas shadow
= 1 considers zero irradiance. In addition to conventional
shading caused by visible obstacles, this approach also al-
lows the consideration of the dimming of the cell over time
due the impact of pollution (Héberlin and Renken, 1999;
Renken and Haberlin, 1999).

Figure 10. Modelica implementation of the symmetric module
model SimpleModuleSymmetric

4.2 Symmetric Photovoltaic Modules

In the PhotoVoltaics library two different module
classes are provided. The symmetric module assumes uni-
form shading of all cells of a module. In this case the by-
pass diodes are not taken into account.

The cell currents 1Cel1l and the cell voltages vCell
correspond with the module current 1 and the module
voltage v by

iCell = 1,

ns x vCell = v.

®)
(€))

In (8) it is considered that a module has no parallel con-
nections. However, both the current source and the diode
model are designed such way that parallel and series con-
nections may be considered by scaling the photo current
and the diode voltage and current, respectively. Therefore,
the SimpleModuleSymmetric model of Figure 10
looks similar to the cell model of Figure 4.

4.3 Asymmetric Photo Voltaic Module

The asymmetric photovoltaic module consists of a phys-
ical series connection of cells (Figure 11). For each cell
the corresponding shading can be adjusted by the mod-
ule array parameter shadow. The division of the number
of series connected cells by the number of bypass diodes,
ns/nb, has to have zero remainder in order to model the
bypass diodes symmetrically.

4.4 Symmetric Plant

The symmetric plant model is designed in the spirit of
a symmetric module model as shown in Figure 10. For
the plant model the number of series and parallel con-
nected modules, nsModule and npModule are consid-
ered. The plant current i and the plant voltage v corre-
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Figure 11. Modelica implementation of the module model
SimpleModule

~[7] converters
{1 pcconverter
Z QuasiStaticsinglePhaseConverter
Z QuasiStaticMultiPhaseConverter
Z MultiPhaseConverter
» [ ] converterswithsampleMPTracker

Figure 12. Converter models of the PhotoVoltaics Library

spond with module and cell currents and voltages by:

npPlant * iModule = i (10)
iCell = iModule (11)

nsPlant x vModule = v (12)
ns * vCell = vModule (13)

5 Converters

The power conversion from a photovoltaic cell, module or
plant to a DC, single or three phase AC grid is performed
by means of converter models, see Figure 12. The con-
verter models are all designed the same way considering
the following characteristic behavior:

e Neither conduction nor switching losses are taken
into account

e The converter models rely on ideal power conversion

e The voltage of the photovoltaic DC side can be ad-
justed (controlled) by a signal input

For the DC/DC conversion only, a converter model with
integrated maximum power tracker is provided.

6 Maximum Power Tracking

In order to harvest the maximum energy, a photovoltaic
plant has to be operated in the point of maximum power,
see Figures 7 and 9. The photovoltaic DC side voltage has
to be controlled such way that the maximum power point
is reached. There are various maximum power tracking
methods available in the literature. For the sake of sim-
plicity there is only one discrete maximum power tracker
implemented so far.

The implemented maximum power tracker is a block
which evaluates the sensed power through a signal input.
The output is the controlled photovoltaic DC voltage. The
tracker samples the input power with a fixed sampling pe-
riod. The output voltage is permanently changing in order
to always follow changes of the maximum power point.

The initial setting is the voltage of the maximum power
point according to the data sheet of the used modules. The
output voltage gets increase by a voltage increment Av-s,
where s = —1, so the output voltage actually gets de-
creased. If the sensed power is greater than the previously
sensed power, the voltage will be decreased again. This
procedure is performed until the actually sampled power
gets smaller than the previously sampled power. In that
case the sign s will be altered. Then the output voltage
starts increasing, again until the maximum power point is
exceeded. This way, under steady state thermal and solar
conditions, the output voltages is continuously changed
between three different stages.

The experiment SimpleModuleMP investigates the
maximum power tracking under varying irradiance con-
ditions and a sampling time of one second. The initial
irradiance is equal to 200 W/m?. From 100 to 200 sec-
onds the irradiance increases linearly up to 1000 W /m?
and remains constant until 300 seconds. Figure 13 and 14
show the power and reference voltage versus time, respec-
tively. The reference voltage starts with the voltage of the
maximum power point Vi, er = 24V, which refers to
1000 W/m?. However, since the experiment starts with
200 W /m?, the reference voltage is decreased to roughly
20V in order to reach the actual maximum power point
of approximately 30 W under these conditions. After in-
creasing the irradiance to 1000 W /m? the reference volt-
age is controlled up to 24 V which is equal to the expected
Vinp ret = 24 V. From the voltage waveform the operating
behavior of the controller can be observed. In quasi static
operation the reference voltage is controlled upwards and
downwards by Av, having the maximum power point in
between. The nonlinear increase of the reference volt-
age between 200 and 300 seconds is due to the fact that
the irradiance and the maximum power of the module are
not related linearly. Even though the power curve ap-
pears smooth in Figure 13, is also reveals discrete power
changes when zooming into the curve.
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Figure 14. Example SimpleModuleMP, reference voltage
versus time

7 Irradiance Models

In the PhotoVoltaics library terrestrial irradiance
models are provided. The calculations are based on
(Quaschning, 2011). The used equations are not discussed
in this paper. However, the basic idea was to provide an
analytic solar model that calculates the irradiance from the
following parameters:

e Start day

e Start month

e Start year

e Time zone

e Longitude

e Latitude

e Reference irradiance (default value is 1000 W /m?)

e Angle of inclination, -y, of the photovoltaic module
with respect to the horizontal plane

e Azimuth of the photovoltaic module orientation (N =
0°,E=90°,S=180°, W =270°, see Figure 21(c))

Figure 15. Photovoltaic plants of the TGM in Vienna

The start time of a simulation experiment refers to local
time 00:00 of the indicated start day (and month and year).
In this model, the following effects are not considered:

e Reflection
e Diffusion

e Visible obstacles in the vicinity of the photovoltaic
plant

The purpose of the analytic solar model is to provide a ba-
sis for systemic investigations without having real weather
conditions distorting the virtual experiments.

Since the Buildings library (Wetter, 2017) provides
models to determine the effective irradiance based on sta-
tistical weather data, there are no extra models included in
the PhotoVoltaics library to serve this purpose. Open
access weather data of Vienna, Austria are included in the
PhotoVoltaics library (EnergyPlus, 2017).

8 Validation

The PhotoVoltaics_TGM library is an additional li-
brary dedicated to the comparison of the simulation and
measurement data of two photovoltaic plants located at the
College of Engineering, TGM, in Vienna, Austria (Fig-
ure 15). The library relies on the PhotoVoltaics and
the Buildings library (Wetter, 2017). The investigated
plants are named after the manufacturer of the modules,
Trina and Comax; see (Trina, 2017) and (Comax, 2017).
The two plants are equipped with one irradiance sensor
which allows the validation of the proposes cell and mod-
ule models of the PhotoVoltaics library. For the two differ-
ent plants one validation example, each, will be presented
in this paper. The modules are aligned with the building,
the direction is roughly south. The angle of inclination
equals 10 °.

For the validation of the PhotoVoltaics_ TGM li-
brary a constant module temperature of 25 °C is used. If
necessary, measured or modeled temperature data could
be fed to the thermal connector of the module.
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Figure 16. Model of the Trina plant of TGM in Vienna, reading
irradiance data from a file

The first example, shown in Figure 16, refers to the
Trina plant on 2016-06-29. The measured irradiance data
are depicted in Figure 17 are fed to the irradiance in-
put connector. A shadow of 0.1 is taken into account in
the model, to consider the degradation due to pollution
(Héberlin and Renken, 1999). The generated DC power is
fed to the AC power grid by means a quasi static DC/AC
converter including power tracking. The simulated power
is also integrated to determine the energy harvest of this
day. An additional interface block is used to write time
versus power data directly to a CSV file to simplify the
evaluation with a spreadsheet processing software.

The irradiance waveform of Figure 17 shows one sig-
nificant drop at 16:30 caused by the shadow of the high-
riser school building, which is located next to the pho-
tovoltaic plants. The maximum irradiance reaches about
1000 W /m? and occurs at 13:30.

Since the power generated by the plant is directly pro-
portional to the irradiance, the simulated DC power in Fig-
ure 18 shows the same drop at 16:30 as the irradiance.
This figure also shows the measured DC and AC power
of the converter. The measured DC power shows a high
congruence with the simulated DC power. The measured
AC power is smaller than the DC power due to the loss
of the DC/AC converter. In the simulation, the converter
loss is not taken into account. Consequently, there is no
equivalent quantity in the simulation to be compared to
the measured AC power.

The second example investigates the Comax plant at the
TGM in Vienna on 2016-06.29. This plant has a smaller
peak power than the Trina plant. The simulated DC power
and the measured AC power are shown in Figure 19. Un-
fortunately, the converter of the Comax plant does not
measure the DC power. Therefore, only the measured AC
power can be compared to the simulated DC power. The
difference between the two curves is again caused by the
converter loss. However, by comparing the Figures 18 and
19 it can be roughly estimated that measurement and sim-
ulation again show a good agreement, if similar converter
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0 6 12 18 24
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Figure 17. Measured irradiance at TGM in Vienna on 2016-06-
29
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Figure 18. Power of the Trina plant at TGM in Vienna on 2016-
06-29, (a) simulated DC power, (b) measured AC power and (c)
measured DC power

losses for both cases are presumed.

The comparison of the measurement and simula-
tion results of the two plants validates the presented
PhotoVoltaics library.
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Figure 19. Power of the Comax plant at TGM in Vienna on
2016-06-29, (a) simulated DC power, (b) measured AC power
and (c) measured DC power
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9 Applications

Typical applications of the PhotoVoltaics library are sys-
temic investigations which include photovoltaics. Since
all photovoltaic components are equipped with a thermal
heat port, the influence of temperature on the operational
behavior may be investigated. Particularly, the library is
capable of investigating of the total energy consumption
and generation of alternative building concepts including
interaction with the power grid.

One special application of the PhotoVoltaics li-
brary is the Phileas rover of the Austrian Space Forum
(Austrian Space Forum, 2017). This rover is equipped
with four triangularly shaped solar panels. The four panels
are equipped with photovoltaic cells and shape a pyramid
in the upright position as shown in Figure 20(a). At the top
of the pyramid all four panels are mechanically connected.
This top point can be moved vertically only. The remain-
ing two bottom points of each face can only move in the
horizontal plane as sketched in Figure 20(b). So, by ver-
tically adjusting the top point of the four panels, the total
energy harvest of the panel configuration can be changed.
The actual panel configuration is characterized by the in-
clination angle y of a panel as shown in Figure 20(a) and
(b).

The Modelica model of the Phileas rover is depicted in
Figure 21. If the position of one solar panel is known the
position of other second panels is displaced by 90 °, and
so on. Therefore, the input connectors of the model are
the inclination angle v and the azimuth of panel number
1. The inclination angles of the four panels are equal. The
location of the sun is fixed in this model in order to al-
low systemic investigations. The irradiance of each of the
four models is calculated and fed to the respective signal
input of the panel. Each panel is connected with a DC/DC
converter including maximum power tracker. The output
sides of the four DC/DC converters are connected in par-
allel.

In the experiment SolarPyramidBatteryCharge
a simplified investigation is made. The azimuths of the
panels are kept constant and the inclination angle -y is var-
ied between 0 and 60 °. The output connectors of the four
parallel DC/DC converters are supplying a battery with
constant voltage. The panel parameters are taken from a
standard module. The actual geometric size of the four
panels is not taken into account, since it cause a scaling
of power only. An additional simplification of the experi-
ment is done by using terrestrial solar irradiances instead
of the irradiances on the Mars. The sun height is set to 22 ©
and the sun azimuth is equal to 260 ° (see Figure 20(c)),
i.e., the orientation of the sun is close to west. The four
panels are oriented towards the main directions (panel 1 =
north, panel 2 = east, panel 3 = south, panel 4 = west). The
calculated powers of the four panels (1)—(4) and the sum
power () are depicted in Figure 22. When increasing the
inclination angle + up to approximately 22 °, the power
of solar panel number 2 drops to zero. This is a conse-

(©)
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%ﬂh‘\@ S
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Figure 20. Solar panels of the Phileas rover (a) in most upright
position and (b) in inclined position; (c) definition of the azimuth
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Figure 21. Model of the Phileas rover of the Austrian Space
Forum (Austrian Space Forum, 2017)

quence of the inclination angle being greater than the sun
height. The power of panel number 4 becomes the great-
est, since it is oriented to west, close to the azimuth of the
sun. All four panel powers start at the same starting power
aty = 0°, since they are then equally located in the plane.
The total power shows a local maximum at v = 0° and a
global maximum at v = 42°.

power (W)

50 A R R
0 10 20 30 40 50 60
7 ()

Figure 22. Power versus inclination angle « of panels (1)—(4)
and sum (%)
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10 Conclusions

In this paper the open source PhotoVoltaics library
was presented. Various photovoltaic components are ex-
plained based on typical data sheet parameters provided
by manufacturers. Different models of cells, modules and
plants are explained. Additional models of converters in-
cluding maximum power tracking are described. In order
to make systemic investigations, different analytic solar
model are introduced.

Based on measurement data of two small photovoltaic
plant at the TGM in Vienna, a validation of the library is
performed. An application example of the Phileas rover
of the Austrian Space Forum is investigated to demon-
strate the potential of systemic investigations enabled by
the PhotoVoltaics library.
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Abstract

Modeling and simulation are essential for the devel-
opment of complex engineering systems, such as wind
turbines. Thus, Fraunhofer IWES (Fraunhofer Institute
for Wind Energy Systems) has developed the MoWiT
(Modelica for Wind Turbines) library for fully-coupled
aero-hydro-servo-elastic simulations of wind turbine
systems. To meet the needs for detailed assessment and
design development of such sophisticated engineering
systems, which imply iterative steps for design opti-
mization, a Python-Modelica framework is set up and
presented in this paper. By means of this, the simulation
of MoWiT models can easily be managed, including
redefinition of model parameters, specification of output
sensors and simulation settings, integration of optimiza-
tion algorithms, post-processing of simulation results,
as well as parallel execution of several simulations. The
application of this Python-Modelica framework is shown
based on the example of a design optimization task of a
floating wind turbine support structure.

Keywords: Modelica, OneWind, MoWiT, Python, wind
turbines, automated design optimization

1 Introduction

The development process of engineering systems is
very complex, labor-intensive, and extensive. System
simulation, analysis, and of course optimization are
of high importance in, for example, power, control,
automotive, aerospace, marine, material, or building
engineering. The focus of interest could range from
general design optimization, through performance or
efficiency enhancement, including for example flow
properties or comfort aspects, to a commonly envisaged
cost reduction. Regardless of objectives, constraints,
criteria, and engineering system, design processes always
implicate several iterations, in which the evolving designs
are tested, analyzed, and modified accordingly until
an optimized design is achieved. Thus, an automated
simulation framework is essential to cope with the large
number of simulations, required to assess and develop
such an engineering system design in detail, but also to

support design optimization processes, in which iterative
simulations have to be executed.

Good examples for such intricate engineering sys-
tems and their extensive development process are wind
turbines. These power plants have to comply with require-
ments from standards, such as IEC 61400-3 (International
Electrotechnical Commission, 2009) or DNVGL-ST-0437
(DNV GL AS, 2016), and need to be tested on their per-
formance in various environmental conditions, including
loads and system responses. However, the complexity of
wind turbine systems, with their non-linear system behav-
ior and couplings between aerodynamics, hydrodynamics
(if offshore), control system, and structural dynamics,
makes modeling and simulation indispensable.

Thus, at Fraunhofer IWES (Fraunhofer Institute for
Wind Energy Systems) a computational model for wind
turbine load calculations has been developed in the
open-source object-oriented and equation-based modeling
language Modelica. This modeling language has the
power to deal with multi-physics problems and, hence,
can be used for simulation of various engineering systems.
The MoWiT (Modelica for Wind Turbines) library1 is
capable of fully-coupled aero-hydro-servo-elastic simu-
lations of wind turbine systems - onshore, bottom-fixed
offshore, or even floating offshore. The hierarchical pro-
gramming and the multibody approach in Modelica allow
representation of the entire wind turbine system through
models for single components. This component-based
structure of the MoWiT library simplifies the adaption
and modification of a wind turbine model because single
components can easily be exchanged or customized.
(Leimeister and Thomas, 2017; Thomas et al., 2014;
Strobel et al., 2011)

Even if MoWiT can model the non-linear system
behavior, a large number of simulations are required for
the design of an optimized wind turbine system. For
this purpose a Python-Modelica framework is developed
for automated execution of simulations and optimization
tasks.

Iformerly OneWind Modelica library
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In this paper, first the simulation framework in Python,
interfacing with models created in MoWiT, is presented
in detail in Section 2, followed by the extension of the
framework for automated optimization applications,
covered in Section 3. Afterwards, the application of this
Python-Modelica framework is shown exemplarily on
the design optimization of a floating wind turbine system
(Section 4). Conclusions are given at the end in Section 5.

2 Simulation Framework in Python

The framework for automated simulation of wind turbine
models requires

1. amodeling environment, which is the MoWiT library
building upon the Modelica modeling language;

2. a tool for executing the time-domain simulations
(Dymolaz);

3. and a programming interface (Python®) for external
and automated control of the simulations.

The tools, which are selected to be incorporated in one
framework for automated simulation, stand in perfect
mutual complement. The Modelica based modeling
environment in combination with the Dymola simulation
engine is very suitable for time-domain simulations
of complex multi-physics engineering problems. Pro-
gramming in Python, on the other hand, facilitates the
management and handling of simulations, controls the
entire simulation process, and creates a set framework for
automated application to engineering systems models and
problems.

A schematic representation of the simulation frame-
work in Python is presented in Figure 1. In Modelica,
using the MoWiT library, the considered wind turbine
system is specified and all parameters are set, so that the
model can be simulated in Dymola. With setting up the
MoWiT model, a Modelica package is created. This is

Zhttps://www.3ds.com/products-services/catia/products/dymola/
(Accessed: 5 October 2018)
3https://www.python.org/ (Accessed: 26 October 2018)

Modelica
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wind o Created * Model package
turbine package * Output sensors

system * Redefined

parameters

® Simulation
settings
 Paths

the main input to the Python-Modelica framework as it
contains all necessary information about the simulated
model (structure, components, parameters, equations,
states, ...). Due to the fact that the Python-Modelica
framework should also be used to set and modify parame-
ter values according to specific simulation requirements,
it is important to add annotation (Evaluate=false)
to these parameters, when defining them in the MoWiT
model.

The simulation framework in Python itself works
on different levels, as shown in Figure 1. It contains a
Model Wrapper for processing the Modelica package
and establishing the interface to Modelica based on the
Python package BuildingsPy*. On the next level, the
Simulation Manager handles the instances from the
Model Wrapper and manages the simulations. Finally,
a main script is required to execute the simulation task
and define additional commands, for example for writing
result files or for post-processing.

2.1 Processing the Modelica Package

The Modelica package of the created MoWiT wind
turbine system model is given as input to the Model
Wrapper. The Python-Modelica interface is defined
based on the available interface between Python, Mod-
elica, and Dymola, provided by the Python package
Buildingspy?. Within this package, the main class,
which is finally required to simulate a Modelica model, is
the Simulator.

2.1.1 The Simulator

The Python script for the class Simulator is taken
from the Python package BuildingsPy and slightly
modified to make it compatible with the used Python
3.x version. The Simulator provides the interface
between Python and Modelica to run simulations with
Dymola. Based on the inputs for model name and the
path to the Modelica package of the MoWiT model, the
used simulation engine (Dymola) and the path to the
executable, as well as optional inputs for working and

“http://simulationresearch.lbl.gov/modelica/buildingspy/
(Accessed: 9 October 2018)

Translation/
Simulation

Simulation
Manager

Output

¢ Executionin
Dymola
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o List of wrapped
models

* Number of
processors

 Paths

Figure 1. Simulation framework in Python.
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output directories, the methods for setting paths, directo-
ries, but also simulation parameters and commands are
defined. Furthermore, methods for adding pre-processing
statements when translating or simulating the model, as
well as post-processing statements before writing the
log-file are specified. Finally, the methods to simulate a
model, translate a model, or simulate a translated model
are declared.

2.1.2 The Model Wrapper

The simulator is called within the Model Wrapper,
which specifies parameters, paths, and simulation settings
for Dymola to be used in the Simulator. Besides this,
also parameters to be set for translation or to be redefined
before simulation, pre-processing statements to be added
ahead of translation or simulation, as well as a list of
output sensor names are defined.

The basic Model Wrapper class directly processes a
Modelica package of a MoWiT model and modifies, if
required, specified parameters and settings. Additionally,
a method is defined to write Dymola commands for
generating a *csv output file after completion of the
simulation. Furthermore, the total number of simulations
to be executed is specified. This is especially relevant
when running several simulations, which could be pro-
cessed in parallel or successively. This is managed by the
Simulation Manager, which is introduced in the next
Subsection 2.2.

2.2 Managing the Simulation

Wrapped models are then further processed in the
Simulation Manager. The input list of wrapped mod-
els could contain

e one instance of a Model Wrapper class, corre-
sponding to just one MoWiT model;

e one instance of a Model Wrapper class, based on
one and the same model, however, comprising sev-
eral simulations with different parameter settings;

e or several different instances of a Model Wrapper
class for working with various MoWiT models.

These models in the list of wrapped models can be han-
dled either successively or in parallel, while for the lat-
ter the number of processors used for multi-processing
in a pool can be specified as additional input to the
Simulation Manager. Both forms of management are
available for different processing methods:

e translating a wrapped model;
e simulating a translated wrapped model;

e creating a turbulent wind file.

The first two methods are calling functions in the
Simulator. The latter method is only relevant for simu-
lations with turbulent wind. This is defined through the
turbulence intensity, as well as the wind spectrum type
(Kaimal, von Karman, or Mann). In this Python-Modelica
framework application, TurbSim (Jonkman, 2009) is used
for generating a turbulent wind field. A file containing the
time series of the wind speed could

e cither already exist and the path to this file has to be
specified directly in the MoWiT model or is given as
input to the Simulation Manager;

e or still has to be generated, which requires the path
to the TurbSim executable, as well as the wind
turbine and simulation case specific TurbSim input
file.

2.3 Executing the Task

Finally, a main script is required to execute the simulation
task and define additional commands, for example for
writing result files or post-processing calculations. This
script highly depends on the application case. Hence,
for running a large number of simulations, such as in the
case of design load case simulations, only the simulations
to be executed, as well as simulation settings, paths,
and input parameters are to be specified. However, for
applying the Python-Modelica framework to automated
optimization tasks, additional code, in which design
variables and objective functions are defined and linked
to existing Python packages for optimization, has to be
written in the main script. More detailed information
on the Python-Modelica framework extension for the
use for automated optimization is given in the following
Section 3.

3 Extension for Automated Optimiza-
tion

The Python-Modelica framework, as presented in Sec-
tion 2, serves as basis for further applications, apart
from automated simulation, such as the realization of
optimizations. The extension of the Python-Modelica
framework for automated optimization is of significant
importance, as optimization tasks are highly iterative.
This finds profitable use in the design and optimization
of wind turbine systems. Due to the complexity of an
(offshore) wind turbine model, comprising a huge number
of parameters, and the non-linear system behavior,
optimization problems cannot directly be solved and a
large number of iterations has to be gone through.

The wind turbine system model, which should be
used for optimization purposes, has to be wrapped and
processed with the Model Wrapper and Simulation
Manager, respectively, according to the explanations
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in Subsections 2.1 and 2.2. This, together with further
definitions regarding the optimization process, is passed
to the main script, by which means finally the execution of
the optimization algorithm is started (see Subsection 2.3).
Additional information on the optimization itself is pro-
vided by separate classes, clustered into the optimization
problem, the optimizer, and the optimization algorithm,
which are introduced in the following Subsections 3.1 to
3.3.

3.1 The Optimization Problem

Based on the model from the Simulation Manager, the
optimization problem has to be described. This comprises
definitions of design (also called optimization) variables,
objective functions, as well as additional constraints. As
the Python-Modelica framework works without a GUI,
all input has to be provided in the programming scripts.
These, however, are coded in such a way, that they all
internally use variables, which are only once defined in
the main script and assigned their values by means of the
user input.

The optimization variables are the design parameters
of the wind turbine model, which are to be modified
during the optimization iterations. The parameter names
must be provided according to the Modelica dot-notation
and following the structure within the MoWiT model.
Since these parameters are assigned new values during
the optimization, it is important that they are still existing
in the compiled model (see the remark at the beginning of
Section 2).

As important as optimization variables for an optimiza-
tion procedure are objective functions. These describe
the goals, which are to be obtained by means of the
optimization. Mostly, optimization routines are defined
to minimize the objective functions, thus, these have to
be provided accordingly. Depending on the optimization
routine type, only one or several objective functions can
be processed. For multi-objective optimizers, each goal
can be defined separately. However, if the optimizer
can handle only one objective function, all goals have
to be combined in one expression, in which weight can
be incorporated to rank the importance of the single
objectives.

The two key elements of the optimization problem are
already specified by means of the optimization variables
and the objective functions; however, further input can
be given in form of constraints. These apply either for
the goals and specify if only certain values are allowed
or if dependencies or relations exist, or for the design
parameters and define the allowable ranges of values
which they can take on.

3.2 The Optimizer

The optimization problem is given to an optimizer, which
then executes the optimization task and algorithm. There
are several open-source optimizers available for the use in
a Python environment, such as optimization routines from
OpenMDAO (Multi-disciplinary Design, Analysis, and
Optimization), an open-source framework for efficient
multi-disciplinary optimization, (openmdao.org, 2016);
PyGMO (Python Parallel Global Multi-objective Opti-
mizer), focussing on multi-objective (MO) optimization,
(Izzo and Biscani, 2015); or Platypus with a special
focus on MOEAs (MO Evolutionary Algorithms) (Hadka,
2015) - just to name a few examples.

In the presented Python-Modelica framework, op-
timization routines from Platypus (Hadka, 2015) and
OpenMDAO (openmdao.org, 2016) are implemented.
Only gradient-free optimizers can be used for the applica-
tion to wind turbine models in MoWiT, as these models
represent too complex systems, which cannot be reduced
to one single equation by means of minimization tech-
niques. Furthermore, the high complexity also attributes
greater importance to multi-objective optimizers.

Apart from optimizer-specific inputs, a criterion has to
be specified for limiting the number of iterations within
the optimization process. This could be defined for
instance through the number of optimization cycles to be
performed or a convergence tolerance for the results.

3.3 The Optimization Algorithm

Using the defined optimization problem and the specified
optimizer, as described in Subsections 3.1 and 3.2, respec-
tively, the optimization algorithm is executed. In each run,
the design variables are modified, based on the objective
results from previous simulations, complying with the
defined value ranges of the optimization variables, and
following the optimizer-specific routine. The iterative
optimization simulations are terminated as soon as the
specified stop criterion is fulfilled. Figure 2 visualizes this
process schematically. Furthermore, depending on the
specified processing method, as set in the Simulation
Manager (see Subsection 2.2), several simulations within
the optimization routine may be executed in parallel.

Due to the fact that - especially at the beginning of the
optimization routine - also suboptimal settings might be
selected by the optimizer, it could happen that simulations
of individual models are aborted before the specified
simulation duration. To handle these or similar failures
a query condition can be incorporated when analysing
the results for evaluating the objective functions. One
possible approach is to check if the simulation was
successful by evaluating the last entry in the time output.
In case of aborted simulations, the goals might not be
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Figure 2. Automated optimization algorithm in Python.

derived as defined, but set to undesireable values to ensure
that these unsuccessful and thus suboptimal individuals
are excluded and not considered further by the optimizer.

During the execution of the optimization algorithm,
the simulation results are written in *csv output files ac-
cording to the defined method in the Model Wrapper, as
outlined in Paragraph 2.1.2. By means of supplementary
code, additional outputs, such as the objectives of each
solution, can be written and exported subsequent to the
optimization.

4 Application Example: Design Opti-
mization of Wind Turbine Systems

Optimization tasks in the development of wind turbine
systems are wide-ranging. Mostly costs, and thus indi-
rectly also performance and material demand, are the
main drivers, but optimization problems can for instance
as well be related to noise emissions, dimensions, and
lifetime. In the following the Python-Modelica framework
is exemplarily applied to automated design optimization
of a floating offshore wind turbine system.

In this optimization task, the floating spar-buoy wind
turbine system from phase IV of the Offshore Code
Comparison Collaboration project OC3 (Jonkman, 2010)
is used. The floating wind turbine system consists
of a spar-buoy platform, which supports the NREL
5 MW reference wind turbine (Jonkman et al., 2009).
The visualization of the MoWiT model in Dymola
is presented in Figure 3. There, also the coordinate
system of the wind turbine, as well as the nomenclature
of the six degrees of freedom of movement are introduced.

The optimization algorithm is defined based on the fol-
lowing problem and settings:

e Three parameters of the spar-buoy floating plat-
form are selected as design variables with their cor-

responding allowable value ranges: the diameter
(between 6.5 m and 10.0 m) and the height (be-
tween 68.0 m and 108.0 m) of the spar-buoy col-
umn, as well as the density of the ballast (between
1281.0 kg/m? and 2600.0 kg/m?®). A fourth indi-
rect variable, the amount of ballast (filling height in
the column), is internally determined and adjusted,
based on the design parameters and to ensure floata-
tion of the system.

e Three objective functions and corresponding con-
straints are defined to limit the maximum system
inclination (pitch) to 10°, limit the maximum na-
celle or tower-top acceleration to 1.962 m/s?, and to
minimize the floater translational motion (combined
surge, sway, and heave).

e The optimizer NSGAII’ from Platypus (Hadka,
2015) is used due to the multi-objective optimization
task and the optimization algorithm is executed for
25 generations with 36 individuals each.

The variation of the floater design within the opti-
mization algorithm is shown in Figure 4. The black
shape represents the original geometry and corresponding
ballast height (indicated by the dashed line). A few
exemplary geometries of individuals obtained during the
optimization are presented in different green tones and
reveal the ranges of the design variables.

A more detailed analysis of the simulation results
shows that both the spread of the design parameters and
the spread of the optimization objectives converge, with
having a minimum spread in generation number 13, as
indicated in Figure 5. From this, the final optimum ge-
ometry is selected, which is displayed in red in Figure 4.
With this design, the objectives are achieved, while still
fulfilling the prescribed boundaries and constraints for the
design parameters.

5Non-dominated Sorting Genetic Algorithm IT
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Figure 5. Results from the floater design optimization procedure, arrows indicate the generation from which the final optimum

design is selected.

5 Conclusion

In this paper, a Python-Modelica framework is presented,
by which means Modelica models can be managed and
simulations executed automatically, using scripts pro-
grammed in Python. Models for entire wind turbine sys-
tems (onshore, bottom-fixed offshore, or even floating off-
shore) are created in the MoWiT library, which are then
simulated in Dymola. The external and automated control
of the simulations is taken over by various Python scripts.

These are split up into methods for processing the Model-
ica package of the MoWiT model, methods for managing
the simulation, and the main script for executing the task
and performing further (post-)processing. By means of
this Python-Modelica framework iterative simulations
can automatically be performed, which is very relevant
for the assessment, design, and optimization of wind
turbine systems. For the latter application, the framework
is extended to cover also definitions for optimization al-
gorithms, including optimization problem and optimizer.
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An exemplary optimization task for design optimization
of a floating wind turbine support structure demonstrates
that the presented Python-Modelica framework automates
the execution of a large number of simulations, is capable
of handling non-linear system behaviors, and thus is a
valuable tool for detailed assessment of wind turbine
system designs.
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Abstract

This paper describes the development of a modular
approach for modelling and simulation of coupled
energy grids within different kinds of settlement
structures. One presented thesis is that the spatial
distribution of the demand structure is given by the
urban framework and should be the origin of the
modelling of coupled energy grids on the distribution
level. Thus, the logic is that the grid is developing
towards the given and developing demand structure and
not vice versa. The defined spatial distribution delivers
the loss relevant lengths between the consumers and
producers, which are needed for pipes and cables.

Following these assumptions, a modular approach was
realised by creating a so-called GridConstructor. This
constructor allows it to easily build user defined urban
frameworks and combine them with a single grid or
multiple grids (electricity, gas, heat). These grids can be
coupled via different systems. In conclusion, first results
of coupled grid simulations are presented.

Keywords:

Thermodynamic and energy systems applications,
Large-scale system modelling

1 Introduction

The ongoing integration of renewable energy sources
into the different energy grids is one of the major tasks
for the next decades. The overall goal behind this
integration is the decarbonisation of the energy
consumption in the different structural sectors
(industrial, service, residential, mobility). Due to the
highly volatile and increasing power input of the
renewable energy sources, the need for coupled energy
grids and flexibilities is rising (Behnert, 2018).

Especially on the distribution level, the question
arises how the different grid designs (electricity, gas,
heat) will look like and how these networks are going to
connect and interact. To find the ecological and
technological optimum, different coupled design
options have to be analysed.

To address these questions, different libraries and
software tools are available. In general, these tools share

one common approach. This approach is defined by the
modelling hierarchy, which sets the grid structure as a
fixed boundary and not the urban framework.

The natural process in the development of cities and
districts is that the demand structure is given by the
urban framework and its developing demand and
decentralised production. The energy grids have to
develop towards these needs and therefore the grid
design, connections and interactions are the variables of
this adjustment process. The given or designed spatial
structure of the settlement delivers the loss relevant
lengths between the consumers, producers and the
demand density, which are needed for the sizing of
pipes, cables and the design of the resulting networks.

These assumptions were used in the research project

IntegraNet (IntegraNet, 2018) to develop a modular
approach for modelling urban frameworks at the
distribution grid level.
The TransiEnt (TransiEnt, 2018) library developed
within the project Transient.EE (Andresen, 2017) by the
Hamburg University of Technology was used for the
work presented in this paper.

2 GridConstructor
2.1 Modelling Philosophy

The future energy grid will undergo considerable
changes through decentralisation, an increasing share of
renewable energy supply and sector coupling
technologies. In order to investigate the potentials of
these technologies and other feasible innovations in grid
design, the modelling of energy grids needs to be able to
map the existing structure as well as future options.
Thus, a modelling philosophy for energy grids should be
based upon flexibility to allow the research of multiple
configurations of technologies and types of energy
supply.

In case of energy grids, the network structure, as in
routing and connections of pipes and cables to
consumers, is not fixed and can change depending on
the energy supply strategy and time. For example, it
might happen that an energy concept for a district based
entirely on decentralised oil heating systems is
converted to an energy supply via district heating, PtH
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or gas heating. In this case the overall grid structures are
changed and extended, but the demand structure, as in
the distances between consumers and their location,
stays constant. Based upon this, the modelling of energy
grids only from a standpoint of grid structure with fixed
types of pipes and cables, that are derived from the given
technologies, is no optimal solution to target research
projects regarding the development of future energy
grids. The use of such models would make simulations
with changing technologies difficult since changes in
energy generation can involve a change in grid structure.
Instead, modelling based on demand structure is more
feasible, since it will usually not undergo modifications
with changed technologies or grid structure.

2.2 Structure

Based on a demand structure oriented modelling, the
GridConstructor (GC) has been conceptualised for
Modelica. The GC uses reoccurring patterns in the
demand structure to model the energy grid in a flexible
and user-friendly way. Based upon settlement types
defined in (Blesl, 2001), energy grids can be described
using several grid segments with changing numbers of
consumers. These grid segments contain variable
number of grid elements with one or two consumers

each (see Figure 1).

@09|0009
o [©068

OO0

OO00 (©)
Figure 1: Demand structure (a - distribution grid, b — grid
segment, ¢ — grid element)

In the presented modelling approach, one GC
represents one grid segment. The GC enables the
modelling of a grid segment by creating a series of grid
elements using arrays of models. For the GC, the used
technologies, number of consumers as well as grid
structure parameters such as length or type of cables are
freely exchangeable. By connecting several GC, each
representing a grid segment, a distribution grid can be
modelled. Each of the GC used in the modelling of the
distribution grid can be individually configured
regarding technology as well as properties for the grid
structure like cable type or length. Due to the
interchangeability of parameters and technologies inside
the GC, case studies of changing configurations of grid
structures and used technologies of existing energy grids
as well as future scenarios are possible.

Each GC consists of an array of grid element models
(GridElement (GE)). Depending on user input, one or
multiple GE are strung together to create a grid segment.
The basic idea of the GE model is that each grid element

ultimately consists of an energy demand (electricity,
space heating and hot water) and technologies to meet
that demand and/or to generate additional energy (see
Figure 2). Each of the consumers inside the GE is
represented by its own energy demand and technologies.
For each GE, either one or two consumers can be
activated. In this way, an exact representation of the
demand and grid structure is possible as well as a
simplified representation.

Energy demand

Technologies

District Heating

Figure 2: Basic idea behind the GridElement structure
and connection scheme for one consumer inside a
GridElement.

The GE model consists of sub-models providing the
mentioned demand, representing used technologies and
grid structures inside the grid element (see Figure 3).
This includes:

e Qas and district heating pipe models

e Electric cable models

e  Models representing used technologies

e Models providing time series of energy
demand

Simulations of gas distribution networks are enabled
by the use of gas pipe models taken from the Modelica
library TransiEnt and adjusted to calculate the pressure
drop not from nominal values, but via the Darcy-
Weillbach equation with the function
StraightPipe.dp _overall MFLOW provided by the
FluidDissipation library inside Modelica. The gas pipe
is parametrised regarding length and diameter.
Changing composition of the gas, for example through
hydrogen injection, is accounted for.

The electric grid is modelled by using an electric
cable model from TransiEnt library. The type of cable
(diameter, material, resistance) is freely exchangeable
via use of replaceable models.

For simulations of district heating networks, three
models representing district heating pipe pairs are
placed inside the GE as replaceables. The central pipe
model represents the distribution pipe of the heat carrier
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in the grid element. For the connection of consumers to
the distribution pipe, two pipe models are placed
perpendicular to the distribution pipe. If faster
simulations are desired or physical effects in the house
pipes are neglected, the models of the house connections
may be deactivated. The use of parallel pipe models
increases usability by parameterising the pipes
homogeneously for length and geometry. Alternatively,
the user is able to specify the nominal diameter based
upon manufacturer specifications saved within records
inside Modelica from which the pipe geometry is set.
Initialization parameters for temperature and pressure
for supply and return pipes are provided on the top level
of the modelled energy grid.

Grid-Constructor|

Top-Level|

. l" Demand_1
S

| System_1

| System_2

‘: L Demand_2

Figure 3: Structure of the GridConstructor and
GridElement. a — gas pipe model, b — district heating pipe
model, ¢ — electric cable model.

The district heating pipes used inside the GE are
modelled after the PlugFlow approach described in
(Heijde, 2017; Hagg, 2016). Contrary to pipe models
with spatial discretisation, the PlugFlow approach
determines the fluid properties only at the inlet and
outlet of the pipe by means of the residence time.
Temperature wave propagation and heat loss are both
handled by use of the spatialDistribution() function
included in Modelica. Validation work carried out for
the PlugFlow approach in (Heijde, 2017) and as part of
simulations within the IntegraNet shows good accuracy
to measurements.

Pressure drop calculations inside the pipe model are
carried out with the Darcy-WeifSbach equation using the
function StraightPipe.dp overall MFLOW provided by
the FluidDissipation library. Fluid properties such as
density or specific heat capacity are calculated with

models from the TILMedia suite developed by the TLK-
Thermo GmbH.

Electric cables, gas pipes and district heating pipes
can be deactivated or activated as required.
Corresponding connectors are deactivated
automatically. Multiple GE inside a GC and sub-models
inside of a GE are connected automatically.

The technologies used inside the GE are integrated in
models called Systems I and Systems 2 representing
technologies used for the top consumer (/) and bottom
consumer (2) of the grid element. Consumers inside a
grid segment are divided into a top row and bottom row
representing the two sides of a road. Inside each of the
System models multiple models for technologies like gas
boilers, photovoltaics or heat pumps are activated or
deactivated based upon the settings defined during
parametrisation of the GC.

For the energy demand, time series of heat and/or
cooling and electricity demand with arbitrary resolution
(s, min, h) are used and provided by the models
Demand 1 and Demand 2 for both consumers. These
time series are saved inside comma separated value
(csv) files and may be provided for the model outside
Modelica based upon real life measurements, computer
generated data or standard load profiles. Technology
models defined inside System use these profiles to meet
the associated demand.

2.3 Programming & Modelling details

To enable flexible modelling of grid segments, the
necessary programming effort can be divided into the
following problem statements:

e Enabling the creation of the demand and grid
structure

e Exchangeability of technologies

e Enabling a user-friendly parametrisation

The demand and grid structure inside the grid
segment are achieved by use of Boolean arrays. For this,
the user has to define the number of grid elements n
inside the grid segment. From this, # GE models are
initialized inside a GC model (see Figure 4).

true false false true

= 1 1 r— 1 —1

2

n-1 n

O]

O]
%

'_\

Figure 4: Arrangement of GE models inside a GC

By use of for-loops, automatic connections of GE
inside the GC are achieved:

for i in 1:n-1 loop

connect (Grid Element[i].PortOut,
Grid Elements[i+1].PortIn);

end for;
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The inlet connectors for the first GE (n=1) and the
outlet connectors for the last GE (n) are connected to the
connectors of the GC by regular connect statements. All
connectors and their interconnections are dependent on
booleans, which are set depending on the technologies
used. Also, the models for gas pipes, district heating
pipes and cables are conditional models and are
activated/deactivated depending on parametrisation.
Therefore, unused models are removed from the
equations during compilation.

In each GE, one or two consumers can be connected
to the energy grid. To achieve this property, an array of
Booleans second Consumer]:] is created with which all
models belonging to the second consumer are activated
if the boolean is true (see Figure 4). This Boolean is
always set false if only one consumer is supposed to
exist in the related GE, no matter if it’s the top or bottom
consumer.

By use of records, properties of the GE models inside
the GC are set. The records are defined to have all the
properties associated to a given type of parametrisation
objective. For example, length and cable type of the
electric cable models inside each GE are set as array
parameters inside the record CableParameters. The
length of the cable model in each GE inside a GC is
assigned as follows:

parameter Records.CableParameters
pipeparameters([:] =
fill (Records.CableParameters (), 30);

protected

parameter SI.Length len[:]=
CableParameters.len cable;

[ . . .1

Grid Element[n] (
redeclare model cable =
Components.CableModel (length = len),
[ . . .1 )

Records are not only used for the parametrisation of
models representing grid structure, but also for the
exchangeability of technologies in the models System_ 1
and System_2. A record called TechnologyMatrix with
parameters as integers for all available technologies is
created. This record is used for each consumer (top and
bottom) as a matrix with columns representing
technologies and rows representing each GE. The set
parameters inside this matrix are propagated from the
GC to the corresponding GE and corresponding
technology. With these propagated integers (zero or
one), technology models like gas boilers or photovoltaic
are activated or deactivated with if-Statements. Integers
are used instead of booleans to reduce the time the user
needs to enter the parameters. Technologies get
activated with one and deactivated with zero. For this
approach to work, all possible technology models must
be present as default in the System model, but each of

the models can be deactivated freely. Connectors inside
the model System (1 and 2) are activated and deactivated
based upon used technologies without user-input. For
example, district heating connectors are only activated
if technologies corresponding to district heating are
used. The values inside the TechnologyMatrix can be
freely changed from simulation to simulation.

Parametrisation of technologies in System [ and
System_2 for properties like efficiency is realised by use
of further records containing the parameters used in the
individual models. Set parameters are propagated to
activated technologies and used as input for the models
with the redeclare model statement.

The demand time series data is provided to System
with a model CombiTimeTable each inside the model
Demand 1 and Demand 2. In order for each of the
consumers to use their own energy demand as a time
series, the data for space heating, domestic hot water
heating and electricity must be stored inside three csv
tables with each column representing another consumer.
Alternatively, the demand time series can be provided in
a single csv-file, which contains groups of columns with
each column group specifying the demand data for one
consumer. Each group consists of three columns that
specify the data for the electricity, space heating and
domestic hot water demand respectively. The time
series for the energy demands are assigned to the
Demand models for each GE by accessing the
corresponding column in the provided time table.
Columns are accessed and assigned in series starting
from a user defined integer start ¢/ and start c2
representing the top and bottom consumer:

Grid Element[n] (

L. . .1

redeclare model Demand 1 = Demand 1
(row={i for i in start cl: (nt+start cl -
)3,

redeclare model Demand 2 = Demand 2
(row={i for i in start c2:(n+start cl -
1))},

L. . . 1)

2.4 Parametrisation
The parametrisation of one GC can be divided into the
following steps:

1. Define number of grid elements (n) as well as the
arrangement of consumers (secondConsumer)

Deactivate/activate inlet and outlet connectors
Set properties of energy distribution models
Assign load-profiles

Define and set properties of technologies used

w»hkh v

Parametrisation of the GC starts with the definition of
grid elements in the given grid segment. As an example,
Figure 5 shows a grid segment consisting of six grid
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elements with one or two consumers per grid element.
Based on this example, the user passes n=6 to the GC
and arranges the consumers on the grid element by
setting the booleans for secondConsumer. The booleans
secondConsumer are stored in an array with the
alignment orientation source to sink. The orientation of
the consumer to the street for secondConsumer is
irrelevant and does not influence the simulation (see
Figure 5).

grid segment Number of grid elements

consumers arranged

{false, true, true,

true, true ,false}
Figure 5: Graphical representation of the first steps for
parameterizing the GC

As anext step, the user deactivates unused connectors
of the GC with checkboxes. For example, the gas inlet
and outlet connectors are not necessary if a district
heating network and electricity network without gas
network is to be simulated. As mentioned, this also
automatically deactivates any connector and energy
distribution model associated to the deactivated
connectors. If previous GC models have already been
placed and parameterised, the GC can be connected to
the corresponding GC via the respective connectors.

Subsequently the properties of energy distribution
models (gas pipes, cables and district heating pipes) are
set by editing the corresponding records. Each row
inside the array of records represents one of the grid
elements (see Figure 6).
I_cable

diameter_i  |_pipe CableType

5

|
|
|
4| | | | ]
|
|

&

Figure 6: Parametrisation of gas pipes and electric cables
models inside a GC

With the basic structure of the grid segment set, the
user is able to pass the load profiles for heat and
electricity demand to the GC. For this, the path to the
csv-tables is set for the top consumers and bottom
consumers. Consumers virtually transformed to exist in
the top row during the arrangement of secondConsumer
have to have their corresponding load profile inside the
csv-table for the top row even though they, in reality, are
placed on the other side. If the demand profile tables are

used in more than one GC, the start column of the load
profiles has to be passed as the integer start ¢l and
start_c2.

Finally, the technologies used in each network
element of the GC are defined by using two arrays of the
record TechnologyMatrix for the upper and lower rows
of consumers. Technologies for the consumers are
deactivated/activated with ones (activated) and zeros
(deactivated). Analogue to the parametrisation of the
pipes and cables, each row inside the parameter array
represents a grid element and consumer (see Figure 7).
Parameters of the activated technologies are set with
further records similar to the parameterisation of gas
pipe, cable and district heating pipe models.

El_Consurmer  Boiler CHP  heatPump PV DHN

| || || | 3 |
| 4 | | | |
| 4 | || || |
+ | || || || 3 |
| |
| |

5 || L | |
4 | || ||

Figure 7: Defining technologies used in the GC for each
GE with use of a record

With the GC fully parametrised and connected to
other corresponding GC models, the simulation of the
desired energy grid is possible.

Currently, the parametrisation is the most time-
consuming part of modelling an energy grid, which is
considerably simplified by the GC approach.

6

3 Use Cases

In the following section, utilizations of the GC for
simulation of energy grids are presented. At first, a
coupled gas and electric grid simulation of a rural
district is described. Subsequently, the simulation of a
low temperature district heating network (DHN) is
described with the aim of investigating heat losses and
potentials for Power-to-Heat (PtH).

3.1 Simulation of a coupled gas and
electricity grid

In the following the first use case and the general
functionality and usability of the provided models are
presented. General challenges of modelling a coupled
electric power and gas distribution grid with different
technologies such as photovoltaic (PV) or Power-to-Gas
(PtG) are shown.

In many research projects, no real measurement data
of the demands per building is available. To anyhow
introduce high fluctuations into the modelled district,
profiles for the heat demand according to the VDI 4655
(Verein Deutscher Ingenieure, 2008) can be used. Using
the same profile for each building would lead to
unrealistically high gradients and maxima of the total
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demand. Thus, to also depict needs to balance between
the consumers, it is necessary to shift the VDI-profiles
individually for each building over time. For shifting a
normal distribution is used.

One challenge when simulating large networks, is to
secure stable initialisation. Especially when using
parallel and serial networks of gas pipes, the
initialisation of the pressure loss for the given heat
demands at the first-time step is fairly difficult. To avoid
having to calculate the complete network in a static
cycle beforehand, initialisation using zero heat demand,
resulting in zero gas flow, can be used. This increases
the usability of the model, especially when changing the
grid structure frequently due to different scenarios.

The described modelling approach has successfully
been used to simulate and analyse a rural example
district containing 314 buildings - all of them connected
to the electric grid and 166 buildings also supplied with
gas.

Figure 8 shows the resulting electricity surplus of this
grid with PV for one day each of different seasons of the
year.

500
400
300 Winter
200
100
0
-100
-200
-300 Summer
-400

-500
0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

Time

Residual load of the district in kW

Winter Spring Summer
Figure 8: Total electricity load for the simulated example
district with PV for three different days of the year

The simultaneous simulation of the coupled electric
power and gas grid enables the analysis of sector
coupling technologies, such as PtG. Converting all
surplus electric power into hydrogen and feeding it into
the gas grid leads for the observed grid for the spring
day to the curves as depicted in Figure 9. The resulting
volume fraction of hydrogen of up to 64 % exceeds the
admissible range clearly. Implementing a monitoring of
the gas properties and corresponding control strategies,
enables the analysis of the resulting residual load with
different limit values for the gas properties.
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Figure 9: Hydrogen feed-in into the gas grid from PtG
without control of the gas properties at a spring day

Using the same basic grid, different scenarios with
various combinations of technologies (conventional
heating systems, PV, CHP-systems and PtG) have been
simulated including variations of the corresponding
automation and control strategies.

Thus, the presented modelling approach enables a
straightforward comparison of the different supply and
control strategies.

Further details on the modelling of this specific grid
and simulation results can be found in (Garzon-Real et
al, 2018).

3.2 Simulation of a district heating network

Besides the coupled electrical and gas grid, the GC
was used to simulate and examine a planned low
temperature DHN regarding heat losses and potentials
for PtH. The examined DHN is based upon the use of a
heat source providing heat to achieve a supply
temperature of around 25 °C all year round. This supply
temperature is elevated to the necessary temperature
levels for domestic hot water and room floor heating by
use of heat pumps at high coefficients of power. Pipes
planned for the network are regular uninsulated
polyethylene pipes embedded in a filling of sand. The
DHN is supposed to provide heat to a district with
around 200 consumers made up of residential and
commercial energy-efficient buildings.

Modelling of the heating network was carried out
according to the specifications of the network and
demand structure given by the project. PtH was
considered in the combination of heat pumps and PV
systems. For this, two scenarios of the DHN with 100
and 50 % utilization of the available roof areas for PV
are investigated. Standard load profiles are used for the
heat demand and a combination of measurement data
and computer-generated load profiles for the electricity
demand. Real-life weather data for solar radiation as
well as ground and air temperature provided by the
German weather service (Deutscher Wetterdienst, 2017)
were taken from weather stations closest to the planned
area of the DHN.
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The DHN has been simulated for one year with an
hourly resolution, resulting in computing times of
around 6 h for a single simulation and 13 h for three
parallel simulations of different scenarios. Deactivation
of house pipes can reduce the simulation run time
further.

Simulation of the heating network resulted in a heat
demand of 6700 MWh/a with a peak load of 2500 kW
(see Figure 10). The heat loss of the DHN was
determined to be 25 % of the annual heat supplied to the
DHN (1675 MWh/a). Analysis of the DHN simulation
revealed low heat carrier velocities due to oversized
pipes and thus increased heat losses.
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0

Heat loss

Figure 10: Simulated heat load of the DHN and
corresponding heat loss profile

Complementary, the results of the simulation made it
possible to determine the transition period from winter
to summer as the critical time for operation of the DHN.
Due to sudden increases in outside temperature during
this transitional period, the heat demand of the DHN
drops significantly. With lowered heat demand the mass
flow through the DHN is decreased resulting in a
significant cooling of the heat carrier inside the pipes. In
this context, periods of high temperatures during the
transition period, followed by sudden drops in
temperature can lead to a DHN operation where it is not
possible to immediately provide heat to the consumer
until the heat carrier temperature is increased again.

As mentioned, the DHN is simulated coupled with
the electrical grid to examine the potentials for PtH. The
electricity demand of the district is 6600 MWh/a. At
100 % utilization of the available roof areas with PV, 27
% of the electricity demand is met. For the 50 %
scenario, 13 % of the electricity demand is met by the
PV systems. Due to the contradictory nature of heat
demand and electricity generation of PV systems, the
potential of heat pumps to lower the negative residual
load is low (see Figure 11).
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Figure 11: Sorted residual load for both roof utilization
scenarios with and without heat pump electricity demand

4 Summary and Outlook

The approach of demand oriented modelling of urban
frameworks and the corresponding energy grids was
presented. The general modelling philosophy was
explained and described in its realisation and the
fundamental development ideas were shown in detail. In
conclusion first examples are presented and can give a
first view on the potentials of the work.
In the future several additional features will be realised.

For example, advances during the development
regarding the design of the GC make it possible to
further reduce the time needed for parametrisation. By
use of identification integers (ID) the import of
parametrisation data from Geographical Information
Systems (GIS) saved inside Excel files is going to be
automated. Each consumer in the desired energy grid
gets assigned an ID from which data used for
parametrisation as well as corresponding load profiles
are imported into the GC models in Modelica. Based on
this approach, the automatic generation of GC models
with the help of Excel is currently being developed.
Additionally, a direct import of GIS data into Modelica
is conceptualised using the programming language
Python.

All shown work will be published within a future
release of the TransiEnt library.
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Abstract

OMSimulator is an FMI-based co-simulation tool and re-
cent addition to the OpenModelica tool suite. It sup-
ports large-scale simulation and virtual prototyping us-
ing models from multiple sources utilizing the FMI stan-
dard. It is integrated into OpenModelica but also avail-
able stand-alone, i.e., without dependencies to Modelica-
specific models or technology. OMSimulator provides
an industrial-strength open-source FMI-based modelling
and simulation tool. Input/output ports of FMUSs can be
connected, ports can be grouped to buses, FMUs can be
parameterized and composed, and composite models can
be exported according to the (preliminary) SSP (System
Structure and Parameterization) standard. Efficient FMI-
based simulation is provided for both model-exchange and
co-simulation. TLM-based tool connection is provided
for a range of applications, e.g., Adams, Simulink, Beast,
Dymola, and OpenModelica. Moreover, optional TLM
(Transmission Line Modelling) domain-specific connec-
tors are also supported, providing additional numerical
stability to co-simulation. An external API is available
for use from other tools and scripting languages such as
Python and Lua. The paper gives an overview of the tool
functionality, compares with related work, and presents
experience from industrial usage.

Keywords: FMI, FMU, SSP, modelling, simulation, co-
simulation, composite

1 Introduction

The use of virtual prototyping methods in product de-
velopment has become an indispensable tool to manage
the complexity of competitive modern products and in-
dustrial processes. Modelling the dynamic behaviour of
such products and processes often requires considering
systems that are composed of physical subsystems (usu-
ally from different physical domains) together with com-
puting and networking. The Modelica language, which al-

lows integrating discrete-time dynamics (e.g., control soft-
ware) and continuous-time dynamics (process behaviour),
is well suited for this task.

However, a frequent problem in larger industrial
projects is that although component-level models are
available, it is a big hurdle to integrate them into larger
system simulations. This is because different develop-
ment groups and disciplines, e.g., electrical, mechanical,
hydraulic, and software, often use their own approaches
and special purpose tools for modelling and simulation.

To improve the interoperability of behavioural mod-
els, the MODELISAR project (MODELISAR Consor-
tium, 2011), developed the Functional Mock-up Interface
(FMI) as a standardized exchange format for behavioural
models. Figure 1 illustrates the basic concept: Model
components are exported as Functional Mock-up Units
(FMUs) from their respective discipline specific tool, an-
other simulator tool can import the FMUs and integrate
them into a Functional Mock-up using a suitable master
algorithm for coupling the individual units. In October
2014, the improved version FMI 2.0 was released to the
public (FMI development group, 2014).

”*;\"ji-_‘[’ .fm ¥ FUNCTIONAL .
= ULILALL Rt O
—'—if‘;j, ) >

- 1]

% -

Model
https://www.fmi-standard.org/).

Figure 1. integration using FMI (source:

The motivation behind FMI is easily understood, how-
ever, coupling different simulator codes is a major chal-
lenge and an active research area. Modular simulation
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of a global system by coupling different simulator codes
may easily result in an unstable integration or may require
proceeding in prohibitively small time steps (Schierz and
Arnold, 2012). Successful co-simulation needs:

e A suitable module interface (this is what FMI stan-
dardizes) and

e A suitable master algorithm for coupling the modules
(not standardized in FMI).

In previous work, Transmission Line Modelling (TLM)
was integrated as one possible approach to co-simulation
in OpenModelica (Siemers et al., 2006), also considered
as one approach to gain speed-up by simulation paral-
lelization during the RTSIM project (Sjolund et al., 2010;
Sjolund, 2015), however, this was not based on FMI.
Additional difficulties arise if discrete-time models (e.g.,
control software) are included within a co-simulation
setup (hybrid co-simulation). With regards to hybrid co-
simulation, the latest FMI 2.0 standard was shown to have
deficiencies and different proposals to amend these defi-
ciencies were discussed, e.g., (Broman et al., 2013; Cre-
mona et al., 2016; Tavella et al., 2016; Cremona et al.,
2017).

This paper describes an industrial-strength co-
simulation approach. First, it discusses FMI for
co-simulation in general and then it introduces the
OMSimulator tool framework in Section 3. Based on that,
the graphical user interface is outlined in Section 4 and
some industrial applications are discussed in Section 5.

2 FMI for Co-Simulation

The FMI 2.0 standard defines two interfaces (FMI devel-
opment group, 2014, p. 4):

e FMI for Model Exchange (FMI-ME): The intention
is that a modelling environment can generate C code
of a dynamic system model that can be utilized by
other modelling and simulation environments.

e FMI for Co-Simulation (FMI-CS): The intention is to
provide an interface standard for coupling simulation
tools in a co-simulation environment.

The two interfaces share common parts and concepts,
in particular:

e FMI C-application programming interface (API): All
computations are evaluated by calling standardized
C-functions.

e FMI Extensible Markup Language (XML) descrip-
tion schema: The schema describes the structure
and content of an XML file (named modelDescrip-
tion.xml) generated by the modelling environment
which exports an FMU. This modelDescription.xml
file contains the definition of all variables and other
structural information of an FMU in a standardized
form.

e An FMU is delivered as a zip file which contains
the XML description file, the code that provides the
C-API either in binary form as shared library or as
source code, as well as potential additional resources,
e.g., tables, model icon, and documentation.

Basically, FMI-ME differs from FMI-CS in that it re-
quires the importing tool to provide a numerical solver
for simulating the FMU. Such solvers require vectors for
states, derivatives and zero-crossing functions which are
exposed by the FMI-ME API. By contrast, FMI-CS does
not require the importing tool to provide a numerical
solver. Instead, all required solvers are embedded within
the FMI-CS and the related information is not exposed by
the FMI-CS APL.

2.1 FMlI-based Co-Simulation

An FMI-based composite model for co-simulation can be
constructed with both co-simulation and model-exchange
FMUs. The building blocks determine certain constraints
of the composite model structure. A straightforward de-
rived structure from the FMI specification is given in Ta-
ble 1.

Table 1. Overview of co-simulation building blocks.

solver components
master algorithm co-simulation units
¢ CS-FMU

e integrator + set of ME-FMUs
set of ME-FMUs

integration method

The master algorithm forces the so-called global time
steps, which are used to exchange information between
co-simulation units. Each co-simulation unit takes its own
local time steps to reach the next forced global time step.

A co-simulation unit can be composed of a set of ME-
FMUSs. In this case, these ME-FMUs can communicate
with a higher exchange rate than the global time step, ba-
sically at each local time step.

2.1.1 Initialization

Initialization must be performed within a dedicated initial-
ization mode. A consistent initial state is computed based
on the dependency information provided by the FMUs
(optional FMI feature) and the actual connections between
the FMUs. First, all parameters will be set to either pre-
defined values or explicitly overwritten by the user’s in-
put. The same applies to start values, which might be cru-
cial for internal nonlinear systems and external algebraic
loops. After that, all the information is propagated based
on the dependency information.

2.1.2 Simulation

The continuous simulation is performed by a master-
algorithm which synchronises all co-simulation units and
exchanges information between them based on internal
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output-input dependencies and external input-output de-
pendencies. The continuous simulation gets interrupted if
an event is detected or the final simulation time is reached.

2.1.3 Event handling

The discrete event simulation takes place if discrete
changes are detected. Co-simulation FMUs cannot expose
internal events, which means that only discrete changes in
output variables at communication time points can be de-
tected. In that case, the changes are propagated and a new
consistent model state is computed. This might be an iter-
ative process in case of algebraic loops.

The situation for model-exchange FMUs is a bit differ-
ent. A set of connected exchange-FMUs are simulated us-
ing a shared solver and events can be processed and com-
municated within this set of FMUs directly when they oc-
cur.

2.2 Numerically Stable Co-Simulation

Co-simulation requires different parts of the complete
model to be solved separately by isolated solvers. This
will inevitably delay the interchanged variables to the next
communication step. Such delays may affect numerical
stability and simulation accuracy.

In many cases, a master algorithm with fixed commu-
nication step size is used and the step size is reduced until
the results appear to be stable for the given problem. This
is performance consuming and can only ensure stability
in the observed working points. More sophisticated solu-
tions include adaptive communication step-size (Schierz
et al., 2012) or relaxation techniques (Schweizer et al.,
2016). Such methods typically rely on rollback mecha-
nisms, which are often not available (state serialization in
FMU s is optional).

One technique that addresses this issue is TLM (Krus,
2011). Every physical element has a finite information
propagation speed. By mapping the physically motivated
delays to the communication points in the model, artifi-
cial time delays can be avoided. As a result, the stability
properties of the simulation model will reflect the stability
properties of the physical system it represents. In other
words, the separation into different solvers will not af-
fect the numerical stability of the complete model. The
TLM implementation in OMSimulator is based on previ-
ous work by SKF (Siemers et al., 2009; Fritzson et al.,
2018). The boundary equations for a TLM connection are
shown in Equation 1 and 2:

e1(t) = ex(t — A1) +Z: [f1(t) + fo(t — Ar)]
ex(t) =ei(t —At) +Zc [f2(t) + f1(t — Ar)]

(D
2)

ey, ex: effort variables

fi, fo:  flow variables
Z.: characteristic impedance
Ar:  time delay

It can be noted that the effort variable on one side of
the connection is always independent of variables on the
other side within a (usually small) time frame of A¢, during
which solvers on both sides can work independently.

With FMI for co-simulation, sub-models can only ex-
change variables at communication time points. This in-
duces sampling errors, which greatly reduces the benefits
of TLM. OMSimulator addresses this by supporting in-
terpolation, either by sending derivatives of the input sig-
nals or by providing the sub-models with interpolation
tables (Braun et al.,, 2017b). Based on the assumption
that sampling errors arise from aliasing, a related solu-
tion could be to use anti-aliasing filters (Benedikt et al.,
2013; Drenth, 2017). Another solution based on increas-
ing communication step size using context-based extrapo-
lation was proposed by (Khaled et al., 2014). Both inter-
polation and anti-aliasing features would greatly benefit
from callback functions for writing intermediate outputs
and requesting intermediate inputs. This improvement has
been suggested to the FMI design group.

3 OMSimulator Tool Framework

OMSimulator is a unified co-simulation tool that supports
FMI 2.0 for model exchange and co-simulation. One of its
unique features is the support of TLM for numerically sta-
ble co-simulation. Simulations can be performed as soft
real-time or offline simulations.

3.1 Main Framework Aspects

OMSimulator is developed as a standalone open-source
simulation library with a rich C-API. The integration into
the OpenModelica graphical editor OMEdit demonstrates
how the C-API can be utilized for providing an intuitive
(graphical) user experience. Additionally, OMSimulator
provides a command-line interface (CLI) and scripting in-
terfaces for Python and Lua. These different interfaces can
be used to integrate OMSimulator into third-party tools
and specialized applications, e.g. flight simulators and op-
timization applications.

The open-source implementation enables research on
various co-simulation questions, e.g. dependency-graph-
based master algorithms for parallel and multi-rate execu-
tion of FMI components.

3.2 Simulation Architecture

Composite models are constructed as a tree of certain
building blocks. The root node is either a TLM system,
weakly-coupled system (WC system), or strongly-coupled
system (SC system). The systems differ in the way con-
nections are handled:

e TLM systems contain TLM connections, which can
basically be considered as physical-motivated de-
layed connections.

o Weakly-coupled systems are used for actual co-
simulation. All simulation units run independently
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Figure 2. PI controller model created from 9 FMUs and connected to 2 lookup tables for the boundary conditions.

and are synchronized by a master algorithm at cer-
tain communication time points.

e Strongly-coupled systems are used to wrap-up
model exchange FMUs into a co-simulation unit.
They share a common solver and use a continuous
communication schema.

A system can contain other systems, components (i.e.
FMUs or lookup tables), connectors, and buses.

4 Graphical User Interface with Com-
posite Model Editor

A graphical user interface has been developed as an ex-
tension to the existing OpenModelica Connection Editor
(OMEdit) (Asghar and Tarig, 2010) and the composite
model editor presented in (Mengist et al., 2015). OMEdit
communicates with OMSimulator through the C-API for
visual composite modelling.

4.1 Visual Modelling

The graphical user interface allows the user to create com-
posite models and add systems, components (FMUs, ta-
bles and external models), connectors, buses and connec-
tions to the model. Each composite model is displayed in
the form of a hierarchical tree as shown in the left column
of Figure 2.

Each element in the hierarchical tree consists of an icon,
diagram and text view except for the top-level model, con-
nectors and buses. The model element does not have an

icon view and the connectors and buses are non-editable
shapes.

A user can create a connection between two connectors
or between two buses. A bus or a TLM bus consists of a
list of connectors. When a connection between two buses
is made, a bus connection dialog is shown (see Figure 3).
The dialog maps the inputs and outputs of the buses auto-
matically. This allows making connections for large sys-
tems trivial.

4.2 Simulation and Post Processing

The model needs to be in the instantiated state before per-
forming the simulation. Once the model enters into the in-
stantiation phase the user can set the FMU parameters and
start the simulation. The user interface shows the sim-
ulation status and progress using the callback functions
from the C-API. The simulation results are visualized in
the plotting perspective of OMEdit as shown in Figure 4.

S Industrial Applications and Bench-
marks

In this section, several industrial applications are pre-
sented.

5.1 Saab Use Case

Analysing and designing sub-systems separately is not
enough in modern aircraft development. A competitive
product needs to be developed considering the joint be-
haviour of tightly coupled sub-systems in order to avoid
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Figure 3. Bus connection.

sub-optimization as well as to achieve the desired high
level of aircraft integration. Engineers and researchers,
therefore, need to have the means of detailed analysis us-
ing coupled simulation models, developed in a wide va-
riety of different domain-specific tools, available on their
desktop computers. Scalable, numerically stable, and dis-
tributed simulations need to be achieved while preventing
tool vendor lock-in effects as well as minimizing licensing
costs (Hillgvist et al., 2018).

A detailed aircraft vehicle systems simulator is devel-
oped throughout the OpenCPS project. The simulator
aims to serve as an industrially relevant platform for test-
ing standardized methods for connecting and simulating
models from different tools in the OMSimulator as well
as other integrating simulation tools. The aircraft systems
simulator is developed in parallel to the OMSimulator,
continuously exposing industrial needs and requirements
that were not captured during the master simulation engine
specification phase (OpenCPS project partners, 2016). An
early prototype of the aircraft vehicle systems simulator
was presented in (Hillgvist et al., 2017). The simula-
tor was further developed and expanded to enable stud-
ies of pilot thermal comfort connected to Environmen-
tal Control System (ECS) performance (Héllqvist et al.,
2018; Schminder et al., 2018). The latter combines the
domains of hardware, software, and human factors mod-
elling. Two different composite models of the same sys-
tem were created: one using only traditional connections
between FMUs, referred to as an FMI composite model,
and one with only TLM type connections, referred to as a
TLM composite model.

A schematic description of the different included sub-
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Figure 4. Simulation result.

systems is presented in Figure 5. The simulator includes
an engine model designed to provide the included ECS
with air at high temperature and pressure depending on
the aircraft boundary conditions. The boundary condi-
tions are expressed by the aircraft operational point along
with outputs from the included atmosphere model. In
turn, the ECS provides its consumers with conditioned
air at the correct mass flow, temperature, and pressure.
The specified mass flows, temperatures, and pressures are
achieved via a total of five modelled motorized valves
controlled by a modelled software, denoted ECS Con-
trol in the figure. The included consumers are a ther-
moregulatory cockpit model, described in detail by Sch-
minder et al. in (Schminder et al., 2016), along with
two simple place-holder consumers representing subsys-
tems requiring air cooling and/or pressurization. The
cockpit model provides necessary inputs to the included
pilot comfort model which incorporates numerous well-
established comfort measures into the simulation, such as
the Fighter Index of Thermal Stress (Nunneley and Stib-
ley, 1979). The Engine, ECS, and ECS Control mod-
els are expressed using the Modelica language whereas
the atmosphere, cockpit, and pilot comfort models are
developed in Matlab/Simulink (MathWorks). All mod-
els are exported as FMUs for co-simulation, the Model-
ica models using Dymola (Dassault Systemes AB), and
the Matlab/Simulink models using the Dassault developed
toolbox FMI Kit for Simulink. The Modelica models
are all exported with the variable order and variable step
solver CVODE (Lawrence Livermore National Labora-
tory) whereas the Matlab/Simulink models are exported
with fixed step solvers.

In (Braun et al., 2017b), different approaches to estab-
lishing interoperability between FMI for Co-Simulation
and TLM were developed and evaluated. The most suited
approach of using callback functions for FMUs to request
inputs at the times they are needed is not possible with
FMI 2.0. One feasible workaround is to use fine-grained
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Figure 5. Schematic overview of an aircraft systems simulator comprising detailed sub-system simulation models.

interpolation inside FMUs, see Section 2.2. The mission
simulation presented here serves as an industry grade ver-
ification test-case for the method of using fine-grained in-
terpolation, in the OMSimulator, to ensure numerical sta-
bility during transient conditions.

A subset of the mission boundary conditions are pre-
sented in Figure 6, the altitude corresponds to the left-
hand side y-axis and the Mach number to the right-hand
side y-axis. The ECS consumer supply pressure is plotted
for simulations using only TLM connections (Red) and
using only traditional native FMI connections (Black) in
Figure 7. The results are similar and the discrepancies are
likely a result of aliasing effects resulting from a slightly
too long communication interval in the native FMI simu-
lation. The main difference between the presented simu-
lations is that all included FMUs are executed in parallel,
using physically motivated delays, for the TLM compos-
ite model. In contrast to the native FMI zero-order-hold
sampling resulting in constant input to FMUs during each
master step, the TLM solution guarantees the availability
of interpolated input data at the discretion of each FMU’s
internal solver. For this particular composite model ex-
ample, the TLM parallelization does not decrease the sim-
ulation execution time compared to the native FMI sim-
ulation. The main reason for this is that the composite
model is not well structured from a parallelization per-
spective, and thus the FMU representing the ECS physical
system clearly dominates the computational effort. In ad-
dition, the native FMI simulation is tuned to use the largest
communication interval possible challenging the numeri-
cal stability of the master simulation, whereas the com-
munication interval in the TLM simulation is based on the
real physics and does not compromise numerical stability.
Further up-scaling by adding FMUs for other aircraft sub-
systems, such as a fuel system, a hydraulic system, and an
auxiliary power unit, would reveal the scalability benefits,
in terms of execution time, of the TLM solution.

The presented use case demonstrates the OMSimulator
as an industrially relevant open-source alternative or com-

plements to existing FMI-supporting master simulation
tools in aircraft vehicle systems applications. Combining
the TLM technique with the more traditional method of
simulating coupled FMUs is a most promising and flexi-
ble approach for scalable, numerically stable and accurate,
distributed simulation. The use case shows that combin-
ing models from multiple modelling and simulation do-
mains, from both industry and academia, is feasible using
the OMSimulator. In (Hillgvist et al., 2018) and (Schmin-
der et al., 2018), the focus is placed on studies relating
ECS performance to pilot thermal comfort. Other pos-
sible areas of application are various optimization stud-
ies, e.g., minimizing the engine air consumed by the ECS
while maximizing pilot comfort.
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Mach number
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Figure 6. A subset of the simulation boundary conditions, Alti-
tude and Mach number.

5.2 Energy Demonstrator

Driven by the need to limit global warming, the energy
systems worldwide are in a phase of expanding renewable
energy as an alternative to conventional power plants.
The design and control of combined cycle power plants
are expected to become increasingly more important as
a method of balancing the electric networks with a large
share of renewable energy input. This demonstrator is mo-
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Figure 7. ECS supply pressure to included fuel system model.
Results from the TLM Composit model simulation is depictd as
red and the Native FMI Composite model simulation as black.

tivated by the need to enable suppliers, in an early design
phase, to test the complete functionality by utilizing well-
verified models from different sources, without having to
convert all models to run by the same tool. This is needed
for the entire electrical grid.

The project goal of this joint energy demonstrator was
to combine FMUs from four different suppliers, to show
that each supplier’s verified knowledge, expressed by their
FMU, could be used for design, and transient analysis of
a power plant.

SGT800 SMB
KTH
‘ OO 0 o) >
4
FM 2.0CS FM 20CS
DH ] HRSG
- E -
FM 2.0CS FM 20CS

Figure 8. Energy demonstrator of a combined cycle power sta-
tion with detailed accurate models (total over 30000 equations)
from different suppliers, provided as FMUs.

The power plant in Figure 8 is a combined cycle plant
(CCPP) with steam extraction to a district heating system.
The FMUs are a gas turbine (GT) supplying flue gases to a
heat recovery steam generator (HRSG) that supplies steam
to a district heating system (DH). The GT shaft drives a
generator connected to a large utility network, the model
named SMIB. The HRSG also supplies steam to a steam
turbine that is included in the HRSG model.

Following entities supplies FMUs for the CCPP:

1. Siemens Industrial Turbomachinery AB supplies the
GT

2. KTH supplies the net model
3. EDF supplies the HRSG with ST

4. Equa AB supplies the DH

The simulation results of the generator power during
GT start-up from the model shown in Figure 8 depend on
communication interval and error tolerance. To achieve
accurate results, the simulation settings need to be tight-
ened up which increases the simulation time dramatically.
This encouraged us to develop further advanced simula-
tion technologies, such as a master-algorithm with vari-
able step size and input extrapolation based on output
derivative information.

OMSimulator has the capability for early multi-domain
simulations in the design and configuration phase but also
supporting behaviour control in the operational and re-
cycling phase and support closed loops for a sustainable
environment.

With this new technology and with the promising test
results we will be able to support the vision of sustainable
zero emission power plants with optimized solutions and
also bridge technologies from different partners.

5.3 SKF 3D Mechanical Demonstrator

Models of 3D mechanics typically contain stiff equations
and short time constants. This makes them especially sen-
sitive to delayed variables and thereby poses an interest-
ing challenge for co-simulation. To demonstrate the sta-
bility benefits of TLM, a model of a hydraulic crane with
two actuators was developed, see Figure 9. The intention
is to simulate a model of a roller bearing from SKF to-
gether with the surrounding system for achieving accurate
boundary conditions. SKF is one of the world’s largest
suppliers of bearings and has a great interest in simulat-
ing their bearing models together with models from cus-
tomers. This model constitutes a typical scenario, where a
system model developed by a customer is connected to a
bearing model developed by the supplier. An early proto-
type of the demonstrator was presented in (Braun et al.,
2017a). Table 2 shows an overview of the sub-models
in the composite model. All mechanical bodies are mod-
elled in Dymola and exported as FMUs. The crane arms
are connected through a roller bearing modelled in SKF
BEAST (Fritzson et al., 2014, 2018). The crane me-
chanics is modelled using rigid bodies, while the bear-
ing model contains flexible bodies and contact mechanics.
Motion is controlled by a hydraulic system modelled in
Hopsan, a system simulation tool specialized for hydraulic
and mechatronic systems developed by Linkoping Univer-
sity (Axin et al., 2010). Experiments show that the model
works well with FMI for model exchange. With FMI for
co-simulation, either callback functions or fine-grained in-
terpolation (see section 2.2) are required to achieve stable
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Figure 9. The SKF crane demonstrator model is used to verify
stability in 3D connections.

results. When using sampled inputs with zero-order hold,
stability cannot be achieved even when using a step-size
1000 times smaller than the other methods. Results and
performance cannot be compared to a monolithic imple-
mentation because there is no tool capable of simulating
all three parts of the model: the bearing, the crane and
the hydraulic system. Nevertheless, results are fully re-
alistic. The motion agrees well with simplified models.
Static forces and torques all have correct magnitudes. No
unaccountable phenomena have been observed.

Table 2. Overview of the different sub-models in the SKF
demonstrator model.

Sub-model Tool
Boom FMU (Dymola)
Jib  FMU (Dymola)
Load FMU (Dymola)
Piston FMU (Dymola)
Bearing BEAST
Hydraulics Hopsan
Controller Hopsan

6 Related Work

Table 3 compares related tools and libraries that also sup-
port similar co-simulation functionality. There are both
commercial and free-of-charge solutions available with
different licences. All tools support both model-exchange
and co-simulation FMUs. PyFMI is the only tool which
does not include built-in support for lookup tables. This
feature is quite handy, but not critical because it can be
isolated and solved by dedicated FMUs.

Except for Simulink, all tools support handling of al-
gebraic loops. In Simulink, however, it is not possible
to execute such composite models. Introducing a delayed
signal can circumvent this issue, but is not considered as
an appropriate solution since it introduces unintended dy-
namics.

All the tools except FMI Composer (Modelon), provide
some kind of scripting interface. DACCOSIM (Virginie
et al., 2015), Simulink and Dymola have proprietary solu-
tions and OMSimulator, PySimulator (Pfeiffer et al., 2012;

Asghar et al., 2015), FMI Go! (Lacoursiere and Hérdin,
2017), and PyFMI (Christian et al., 2016) are based on
open scripting languages.

OMSimulator uses the upcoming SSP standard as an
exchange format for composite models, as well as FMI
Go!, and FMI Composer.

7 Conclusions

OMSimulator 2.0 is part of the OpenModelica 1.13.0 re-
lease and also available as a standalone application. It pro-
vides the following functionality. It supports both FMI
variants, i.e. model-exchange and co-simulation. It sup-
ports also the TLM technique to decouple co-simulation
units and potentially stabilize the simulation. TLM con-
nections enable direct tool-coupling as well, e.g. with
Adams, Beast, and Simulink.

The OpenModelica graphical editor OMEdit is con-
nected to OMSimulator via a C-API and provides a rich
user experience.

The SSP standard, which is still under development,
is supported as an early prototype to enable exchanging
models with an open and independent standard. As an ex-
tension to the current SSP version, signal grouping and
bus connections are supported and integrated into the SSP
using annotations.

Compared to other tools, OMSimulator has outstand-
ing features like TLM and SSP support. The open-source
implementation facilitates use by academics and also in
industry. It can be used as a research platform for co-
simulation.
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Abstract

The main goal of the Functional Mock-up Interface (FMI)
standard is to allow simulation models to be shared across
tools. To accomplish this, FMI relies on a combination
of XML-files and compiled C-code packaged in a zip
archive. This archive is called an Functional Mock-up
Unit (FMU) and uses the extension .finu. In theory, an
FMU can support multiple platforms, however this is not
always the case and depends on the type of binaries the
exporting tool was able to provide. Furthermore, a library
providing FMI support may not be available in a particular
language, and/or it may not support the whole standard.
Another issue is related to the protection of Intellectual
Property (IP). While an FMU is free to only provide the
C-code in binary form, other resources shipped with the
FMU may be unprotected.

In order to overcome these challenges, this paper
presents FMU-proxy, an open-source framework for ac-
cessing FMUs across languages and platforms. This is
done by wrapping one or more FMUs behind a server pro-
gram supporting multiple language independent Remote
Procedure Call (RPC) technologies over several network
protocols. Currently, Apache Thrift (TCP/IP, HTTP),
gRPC (HTTP/2) and JSON-RPC (HTTP, WebSockets,
TPC/IP, ZeroMQ) are supported. Together, they allow
FMUs to be invoked from virtually any language on any
platform. As users don’t have direct access to the FMU or
the resources within it, IP is more effectively protected.
Keywords: RPC, FMI, Co-simulation, Model Exchange

1 Introduction

No one simulation tool is suitable for all purposes, and
complex heterogeneous models may require components
from several different domains, perhaps developed in sep-
arate domain specific tools. How such components could
be integrated in a standardized way is a problem the Func-
tion Mock-up Interface (FMI) (Blochwitz et al., 2012)
aims to solve. More specifically, FMI is a tool indepen-
dent standard to support both Model Exchange (ME) and
Co-Simulation (CS) of dynamic models. Currently at ver-
sion 2.0, the standard was one of the results of the MOD-
ELISAR project and is today managed by the Modelica
Association.

A model implementing the FMI standard is known as
an Functional Mock-up Unit (FMU), and is distributed as
a zip-file with the extension .fmu. This archive contains:

e An XML-file that contains meta-data about the
model, named modelDescription.xml.

e C-code implementing a set of functions defined by
the FMI standard.

e Other optional resources required by the model im-
plementation.

The FMI standard consists of two main parts:

o FMI for Model Exchange (ME): Models are exported
without solvers and are described by differential, al-
gebraic and discrete equations with time-, state- and
step-events.

o FMI for Co-Simulation (CS): Models are exported
with a solver, and data is exchanged between subsys-
tems at discrete communication points. In the time
between two communication points, the subsystems
are solved independently from each other.

It’s worth noting that a single FMU may support both
ME and CS, and that the former may be wrapped by an
importing tool into the latter.

FMI has seen high adaption rates since it’s inception in
2011. The official tools page at fmi-standard.org/
tools currently shows about 120 tools supporting FMI
in one way or another. Clearly, the standard is solving
a real problem. However, there are still some practical
challenges related to it.

e FMI is cross platform in theory, but in practice
this depends on the exporting tools ability to cross-
compile native binaries. This is often not the case,
making some FMUs unavailable for a certain plat-
form.

e While FMI has been implemented in several lan-
guages, such as C (JModelica, 2017; QTronic,
2014), C++ (Widl et al., 2013; Hatledal, 2018),
Python (Dassault Systems, 2017; Andersson et al.,
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2016) and Java (Hatledal et al., 2018; Cortes Mon-
tenegro, 2014; Broman et al., 2013), out-of-the-box
support for FMI is still missing in many languages.

e An FMU may require a license or pre-installed soft-
ware on the target computer, making the FMU un-
available on many systems.

e Some FMI implementations only supports CS, mak-
ing parts of the standard unavailable. Others may
support ME also, but may not provide an easy way of
solving them. Thus, some users may find the thresh-
old for utilizing this feature too high.

e IP protection is not covered by the standard, however,
model exporters are free to implement such mecha-
nism as they see fit. Regardless, some model owners
may worry about leaking IP and might be reluctant
in sharing FMUs with others.

In order to resolve these issues, we present FMU-proxy,
a framework for accessing FMUs compatible with FMI
2.0 for CS and ME in a language and platform indepen-
dent way. The language and platform independent nature
of the framework is achieved using well established RPC
technologies, allowing clients and servers for FMU-proxy
to be written in almost any language, on any platform. As
noted by (Durling et al., 2017), server solutions such as
presented in this paper are effective at protecting IP and
unintended distribution. Furthermore, they allow FMUs
with special requirements, such as pre-installed software
and licence requirements, to be utilized on other systems.

Server implementations already exist for C++ and for
the Java Virtual Machine (JVM), while client imple-
mentations exist for C++, Python, JavaScript and the
JVM. Thanks to the stub generation capability of selected
RPC frameworks, additional implementations in other lan-
guages are easy to realize as most of the code will be gen-
erated by the RPC compiler.

FMU-proxy is different from other similar frameworks
offering distributed execution of FMUs in that it com-
pletely separates itself from the master algorithm. It is a
completely standalone project which provides the infras-
tructure required to invoke FMUs over the wire. And just
that.

Rather than having a number of tools creating their
own, perhaps non-modular or internal, distribution mech-
anism, we hope FMU-proxy can be considered as an alter-
native or drop-in replacement for existing solutions. Pos-
sibly, creating a eco-system of remotely available FMUs
in the process.

The source code of FMU-proxy is available online! un-
der a permissive MIT license.

The rest of the paper is organized as follows. First some
related work is given, followed by a presentation of the
high-level architecture of the framework and subsequent

"https://github.com/NTNU-IHB/FMU-proxy

implementation notes. Finally, a conclusion and future
works are given.

2 Related work

Since the inception of the FMI standard, a multitude of
libraries and software tools supporting the standard has
been implemented. As of November 2018, the official
FMI web page lists 120 such tools. Most of which sup-
ports invocation of FMI 2.0 compatible simulation mod-
els. A list of open-source tools with FMI import capabil-
ities are given in Table. 1. Of these tools, four support
distributed invocation of FMUs. These are:

DACCOSIM (Distributed Architecture for Controlled
CO-SIMulation) (Galtier et al., 2015; Dad et al., 2016),
a FMI compatible master algorithm, that lets the user
design and execute a simulation requiring the collabora-
tion of multiple FMUs on multi-core computation nodes
or clusters. DACCOSIM is implemented in Java and is
built on-top of the Eclipse Rich Client Platform, which
provides the user with a GUI for setting up and running
co-simulations. For complex scenarios with many FMUs
and/or connections, a DSL can be used to replace the GUL
JavaFMI (Cortes Montenegro, 2014) is used for simulat-
ing and building FMUs. For communications, the Ze-
roMQ middleware is used. DACCOSIM is released under
the AGPL license and is available for both Windows and
Linux.

Coral (Sadjina et al., 2017) is a free and open-source
software for distributed FMI based co-simulation, licensed
under the MPL 2.0. Coral support FMI 1.0 and 2.0
for CS and was developed as part of the R&D project
Virtual Prototyping of Maritime Systems and Operations
(ViProMa) (Hassani et al., 2016). According to the au-
thors, Coral is primarily a C++ library, but also acts as
a tool as it requires setting up and running several pro-
grams in a distributed fashion. Additionally, it comes with
a Command Line Interface (CLI) for running simulations.
Coral works by installing a server program called a slave
provider on each of the machines that should participate
in a simulation. This program is responsible for publish-
ing information on which FMUs are available on that ma-
chine, and exposes a subset of the FMI standard, com-
patible with both FMI 1.0 and 2.0, over the network. It
also handles loading and running FMUs at the request of
the master software, which acts as a client. Coral relies on
the FMI Library (JModelica, 2017) to interact with FMU s,
while networking is facilitated by the ZeroMQ middle-
ware. Google Protocol Buffers are used for encoding/de-
coding messages sent over the network. A special feature
of Coral is that slaves run in parallel, with variable val-
ues passed between them in a distributed fashion. Loggers
and visualizers must therefore be implemented as FMUs
themselves.

FMI Go! (Lacoursiere and Hérdin, 2017) is an open-
source (MIT) distributed software infrastructure to per-
form distributed simulations with FMI compatible com-
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Table 1. Open Source Software tools for simulating FMUs

FMI support

CS ME
Name v1.0 | v2.0 | v1.0 | v2.0 | Standalone | Plugin | Distributed | API | CLI | GUI | Version | License
Coral X X X X X X 0.9.0 MPLv2
DACCOSIM X X X X 2.1.0 AGPL
FMI Go! X X X X X X X - MIT
FIDE X X X - -
FUMOLA X X X X X X X alpha -
Hopsan X X X 2.10.0 | GPLv3
INTO-CPS X X X - MIT
MasterSim X X X X X X 0.5.0 | LGPLv3
Ptolemy II X X X X X X X 10.0.1 MIT
Xcos FMU wrapper X X X X X 0.6 CeCILL
A-Sim X X X - -
OpenModelica X X X X X 1.12.0 GPLv3

ponents, that runs on Windows, Linux and Mac OS X.
Both CS and ME FMUs are supported, where ME FMUs
are wrapped into CS FMUs. ME FMUs are preferred, as
then the FMI Go! run-time environment can provide roll-
back and directional derivatives of the FMU. In CS FMUs,
these features are considered optional and are often lack-
ing, but may be required to achieve accurate and or stable
simulations. FMI Go! used a client-server architecture,
where a server hosts an individual FMU. Google Protocol
Buffers are used for mapping the various FMI functions to
messages that are transmitted using the ZeroMQ middle-
ware. The Message Passing Interface (MPI) is also sup-
ported. The global stepper is then a client, consuming re-
sults produced by the FMUs. For applications that would
want access to the simulation data, such as loggers, visual-
ization etc., the global stepper serves also as a server. The
System Specification and Parameterization (SSP) (Kohler
et al., 2016) is used for defining the structure of a simula-
tion. Additionally, a bare-bone CLI for this purpose also
exists.

A-Sim (Bonvini, 2016) is a tool implemented on top
of Amazon Web Services (AWS) that converts FMI based
simulation models into REST APIs. Provided with an
FMU bundled with a JSON configuration file, A-Sim
builds a series of AWS services that will run simulations
upon requests from a RESTful API. A web-based GUI is
available, allowing users to load the generated API, simu-
late the model and visualize the results.

In (Hatledal et al., 2015) a software architecture for
simulation and visualization based on FMI and web tech-
nologies was presented, using the Java only Remote
Method Invocation (RMI) system for distributed access of
FMUs.

Efforts has also been made to integrate the High Level
Architecture (HLA) (Dahmann et al., 1997) and FMI in
the works of (Awais et al., 2013) and (Garro and Falcone,
2015).

Additionally, the emerging standard Distributed Co-
Simulation Protocol (DCP) (Krammer et al., 2018) should
be mentioned. It is subject to proposal as a standard for

real-time and non-real-time system integration and sim-
ulation, and standardization as a Modelica Association
Project (MAP). The DCP is compatible with FMI and just
like FMI, it defines only the slave. The design of a master
is not in scope of the specification.

FMU-proxy is similar to the DSP in that it aims to en-
able distributed Co-Simulation. However, it does not de-
fine a standard, but mimics FMI for function definitions
and leverages existing RPC frameworks and protocols for
serialization and networking. It also makes no special con-
siderations for real-time system integration like DSP does.

FMU-proxy differs from the other tools mentioned
above as it does not actually simulate any FMUs. It merely
provides access to the FMUs in a flexible way, support-
ing multiple RPCs and network protocols. Time stepping,
variable routing, plotting etc. and other typical task per-
formed by a master tool is left implemented by the inte-
grating tool. This is a feature, allowing FMU-proxy to be
lightweight, easy to use and re-usable in different software
tools.

3 Software Architecture

This section introduces the high level concepts of FMU-
proxy. The software architecture is shown in Fig. 1 and
consists of three main parts:
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Figure 1. Software architecture.
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1.

Discovery Services A discovery service is a web ap-
plication whose main responsibility is to communi-
cate to users information about and the location of
available FMUs. This information can be obtained
visually through a web interface, or programmati-
cally through an HTTP request.

The discovery service has the following three HTTP
services:

o /availablefmus: Called by user applications.
Returns a JSON formatted string containing in-
formation about all available FMUSs registered
with the discovery service. The information in-
clude data from the modelDescription.xml as
well as the IP address of the host machine and
the RPC port(s).

e /register: Called by proxy-servers on start-up.
Registers the server with the discovery server.
Transmits network information, and informa-
tion about the modelDescription.xml for each
locally available FMU.

e /ping: Called by the proxy-servers at regular
intervals, otherwise they will be considered to
be offline by the discovery service.

The discovery service is an optional feature and is not
required when the remote end-point of an RPC ser-
vice can be easily obtained. For instance when run-
ning the server on a physically accessible machine,
allowing the IP address and RPC port(s) to be man-
ually obtained. Another use case could be running
both the client and server on localhost to enable in-
vocations on FMUs from an otherwise unsupported
language