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Abstract—LambdaMART has been shown to outperform neu-
ral network models on tabular Learning-to-Rank (LTR) tasks.
Similar to the neural network models, LambdaMART is consid-
ered a black-box model due to the complexity of the logic behind
its predictions. Explanation techniques can help us understand
these models. Our study investigates the faithfulness of point-wise
explanation techniques when explaining LambdaMART models.
Our analysis includes LTR-specific explanation techniques, such
as LIRME and EXS, as well as explanation techniques that are
not adapted to LTR use cases, such as LIME, KernelSHAP, and
LPI. The explanation techniques are evaluated using several mea-
sures: Consistency, Fidelity, (In)fidelity, Validity, Completeness,
and Feature Frequency (FF) Similarity. Three LTR benchmark
datasets are used in the investigation: LETOR 4 (MQ2008),
Microsoft Bing Search (MSLR-WEB10K), and Yahoo! LTR chal-
lenge dataset. Our empirical results demonstrate the challenges of
accurately explaining LambdaMART: no single explanation tech-
nique is consistently faithful across all our evaluation measures
and datasets. Furthermore, our results show that LTR-based
explanation techniques are not consistently better than their
non-LTR-based counterparts across the evaluation measures.
Specifically, the LTR-based explanation techniques consistently
are most faithful with respect to (In)fidelity whereas the non-
LTR-specific approaches are shown to frequently provide the
most faithful explanations with respect to Validity, Completeness,
and FF Similarity.

I. INTRODUCTION

Learning-to-Rank (LTR) is an important application for
machine learning. In LTR, algorithms learn to order documents
(or sometimes called items) in an optimzied way based on their
relevance to user queries [[L]. LTR applications are omnipresent
in our daily lives: online advertising, e-commerce, etc.

As the size and complexity of Learning-to-Rank (LTR)
datasets increase, the LTR models are becoming more com-
plex [2]. The LambdaMART model [1]], a pairwise Gradient
Boosting Tree model for Learning-To-Rank (LTR) tasks, is a
powerful technique that has been shown to outperform neural
ranking models for tabular data [3 4]]. While shallow decision
trees can be interpretable under certain circumstances [5]],
ensemble boosting tree models, such as LambdaMART, often
include hundreds of trees and are therefore considered black-
box models [6]. In order to deploy such black-box models in
real-world domains and gain the trust of users, it is vital that
the logic behind the prediction of these complex models is
revealed [7, 18]].

Explanation techniques fill this gap by providing informa-
tion about the decision-making process of complex black-box
machine-learning models. Explanations can be local or global.
When explanations are provided about the prediction of a
single instance, they are called local explanations, and when
the information is about the entire dataset, they are called
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global explanations. Explanation techniques represent their in-
formation in different representations. One of the most popular
representations of local explanation is feature attribution, in
which importance scores are allocated to features that explain
their contribution to the prediction of the explained instance
[9, [7]]. Feature attribution-based explanation techniques can
be model-agnostic, where they make no assumptions about the
internal logic of the black-box model and can consequently ex-
plain the prediction of any class of machine-learning models.
Due to their flexibility, these types of explanation techniques,
local model-agnostic local explanations, are popular and are
the focus of our study. For more details on different categories
of explanation techniques, see [10]].

For explaining LTR models, local model-agnostic explana-
tions can be either point-wise or list-wise (Figure [I). Point-
wise explanations provide scores that show the importance of
features to the predicted output of the black-box LTR model
separately for every single document in a given query [11} [12].
In contrast, list-wise explanations provide scores that explain
the predicted output of black-box LTR models for a list of
documents given a single query [13} [14].

Point-wise and List-wise explanations have different use
cases [15 [12]. Let us consider a use-case for the point-wise
explanations. An LTR model is trained to provide a list of
relevant songs to a user search query in a music streaming
app. The user inputs a search query, "Drake Love," and
observes that the song "Love All" by Drake has received a
surprisingly low predicted relevance score. We can understand
what features contributed to this surprising prediction by
obtaining point-wise explanations for query document pair
(Drake Love, Love All). Now, we can consider a use-case for
list-wise explanations. The user inputs a search query "Hotel
Stockholm" and finds a list of hotels in Hornsgatan (a famous
street in Stockholm) that have received surprisingly low rele-
vance scores. We can understand the underlying contributing
features for those surprising relevance scores by obtaining
a list-wise explanation. Using the explanations allows model
users and developers to adjust such wrongful predictions by
feature scaling, de-biasing, adding interaction terms between
features, or even re-training the model [[16} [17]. In this study,
we focus on point-wise explanations of LTR model

Local explanations have a lot of potential, but there is a
caveat associated with them: their evaluation. The challenge
is that the ground truth importance scores cannot be directly
extracted from the complex black-box models [[18} 19} 20, 21].
However, several measures for evaluating local explanations
have been proposed in the literature |13} 14, 22]], which we use

IFor brevity, we may refer to local model-agnostic point-wise explanations
as simply explanations in our study.
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Fig. 1: List-wise E(D) and Point-wise Explanations E; for D; (i = 1, ..., 4) have different interpretations and utility. Point-wise
explanations show us the importance of features for the change in the predicted rank of each document D, separately. In
contrast, list-wise explanations show us the importance of features for the list of documents D. It is possible to aggregate the
point-wise explanations for all documents D; to obtain list-wise explanations.

in our study. Explanation techniques cannot excel in providing
faithfulness without extensive and rigorous evaluation studies
since it has been shown that they can fail in providing faithful
explanations [23} 24} [25]).

We have noticed several gaps in the literature on explainabil-
ity for learning to rank models. Firstly, the two LTR-specific
point-wise explanation techniques, Locally Interpretable Rank-
ing Model Explanation (LIRME) [[11]] and EXplainable Search
(EXS) [12] are not evaluated for explaining LTR models
trained on tabular benchmark. As mentioned earlier, Lamb-
daMART is considered the state-of-the-art model on these
datasets [3, 4]. Secondly, the current studies have employed
a subset of the proposed evaluation measures in their studies,
even though in recent years, more evaluation measures have
been proposed in the literature [[14} 22]: In [[L1], the authors
LIRME is only evaluated based on Explanation Consistency
consistenf’)). There are no evaluation measures available in the
work of [12] for EXS explanations, and to our knowledge, no
study has compared the point-wise explanations of LIRME
and EXS to this date. Thirdly, the current studies have not
evaluated the LTR-based explanation techniques against their
non-LTR-based counterparts. Lastly, the implementations of
the local explanation techniques for LTR models are not
publicly available and open.

In this work, we aim to fill the above gaps. We evaluate
local point-wise explanations of the state-of-the-art ranking
model LambdaMART trained on tabular LTR datasets. We
have adapted the two aforementioned local LTR-based point-
wise explanation techniques, i.e., LIRME and EXS, to work
on tabular dateﬂ and will compare them against non-LTR-
based local explanations generated by LIME [8], KerneISHAP
[26], and Local Permutation Importance (LPI) [27]. The
evaluation is performed with an extensive set of evalua-

2Explanation consistency is defined in Section [D1
3The original studies have only implemented these techniques for models
trained on text data. See @ for more details

tion measures: Completeness and validity [14], Explanation
Consistency [11]], (In)fidelity [22], Fidelity [13]], and Feature
Frequency’). Moreover, the evaluation will include the LTR
tabular benchmark datasets of LETOR 4 (MQ2008), Microsoft
Bing Search (MSLR-WEB10K), and Yahoo. Finally, to enable
reproducibility, we have released the code for implementing
these techniques and their evaluation in |https://github.com/
amir-rahnama/p_exps_lambdamart.

The main research question for the study is whether a
single explanation technique can provide faithful explana-
tions of LambdaMART based on all evaluation measures on
our studied datasets. Moreover, we would like to investigate
whether there is clear evidence that LTR-based explanation
techniques consistently provide more faithful explanations
compared to the non-LTR-specific techniques based on our
evaluation measures.

The key findings from our study are: 1) No single expla-
nation technique can provide faithful explanations of Lamb-
daMART on all our studied dataset considering all evaluation
measures. 2) LTR based explanations such as LIRME and
EXS outperform the non-LTR-specific techniques with respect
to the (In)fidelity metric for all datasets. 3) The non-LTR-
specific techniques LIME, SHAP, and LPI outperform LIRME
and EXS with respect to Validity, Completeness, and Decision
Path Feature Frequency in the majority of datasets. 4) To our
surprise, random explanations are most faithful based on the
Fidelity metric for MQ2008 and Yahoo datasets. 5) Overall,
there are large disagreement among explanations across all
datasets. 6) LIME explanations tend to favor features that
are used for splitting closer to the root note of trees of
LamdbaMART in the Yahoo dataset.

II. BACKGROUND

In this section, we first briefly introduce the point-wise
local explanation techniques that we will investigate in this

4The evaluation measures are defined in Section
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work. After that, we will overview the non-LTR explanation
techniques of LIME, SHAP and LPI. Lastly, we provide an
overview of the explanation evaluation measure.

A. Local Point-Wise Explanations

Let X = (¢, D) where D € R¥ is the list of m documents
for a query ¢ and d; € R™ the ¢-th document in that list. Each
document is assumed to be represented by a feature vector of
discrete and/or real values d € RM where M is the size of
the feature vector.

Learning-to-Rank (LTR) models learn the ranking function
f rank function f : D : RMXN — TIM from the data. The
function f outputs the predicted score (rank) m; for the i-th
document. This predicted score (rank) represents its relevance
to the query ¢. In parts of our study, we denote the predicted
score of f for documents D by S or predicted ranks of f for
documents D (in descending order) by R.

LTR models are optimized using point-wise, pairwise, or
list-wise loss functions. Point-wise loss evaluates the relevance
of individual documents to a query by comparing predicted
relevance scores against true relevance scores. Pairwise Loss
Function compares pairs of documents for a given query to
ensure that a more relevant document is ranked higher than
a less relevant one. The list-wise Loss function considers
the entire list of documents for a query, optimizing the
ranking of the whole list according to the relevance scores.
LambdaMART is a pairwise LTR model shown to approximate
list-wise objective functions [28]].

A point-wise explanation technique ¢ : d; € RM provides
® ¢ RM where ¢; (i =1,...,N) is the score of feature j that
explains its importance with respect to S(d;) or R(d;) where
1 can take a single value between i = 1,..., M.

1) LIRME: LIRME [11]] is an extension of LIME expla-
nations [8] that is adjusted for explaining learning to rank
models. The current version of LIRME does not work with
tabular data. Therefore, we made adjustments to suit our
tabular use case. The main part of this change was the
adaptation of LIRME’s sampling to the interpretable quantile
sampling for tabular datasets as described in [29]. This is
because LIRME’s original study uses interpretable sampling
and representation for text datasets. We briefly overview this
sampling process, but see the aforementioned study for more
details.

LIRME generates its explanations by generating samples
from the explained instance d. The sampling technique divides
each feature into quantiles. A binary representation is created
by binning the feature values of the explained document into
quartiles. Each feature from the explained document receives
its corresponding bin numbers to which the feature value
belongs. The sampling technique then generates new samples
d’ based on the explained document d by randomly sampling
a set of features in d. After that, a bin number is generated
for each randomly selected feature. If the newly generated
bin number is equal to the bin number of that feature in the
explained document, then d; =1, and otherwise, d; = 0. This
process is repeated T times and the set D' = {d},...,d}}

is created where 7' is a hyper-parameter. A kernel function
k weights these new samples with the explained documents.
After obtaining the predictions of the black-box model f on
these samples, f(D’) , LIRME trains a Ridge surrogate model
g on pairs of (D', S(D’)) with the following loss function:

LD, f(D),k) =Y k(d}, d)(g(d)) = fay)* +alO] (1)

j=1

where « is the coefficient of L1 regularization. The expla-
nations of LIRME are the weights of surrogate model g, i.e.
O.

2) EXS: EXS [12] is a local explanation technique tailored
for LTR models largely based on LIRME. Similarly to LIRME,
EXS does not work with tabular data, and we made the same
changes in the sampling process for LIRME to adapt EXS
to tabular datasets. However, EXS differs from LIRME in
two major ways. Firstly, the surrogate model is a linear SVM
model. Secondly, three labeling processes are built for EXS
to generate y: Score-based (S), top-K binary (B), and rank-
based (R). In score-based, label equals 1 — % where
R(dy) is the rank of the top-1 document in the query we aim to
explain. Top-K binary generates a label one for sample d’ if its
predicted rank is larger than the rank of the Top-/K document
for the query. In Rank-based, the label of d’ is zero if its
rank is less than the top-K document in the query. Otherwise,
the label equals 1 — %d/). In the study, the top-K document,
i.e., the anchor, is usually set to be among the top predicted
documents [[12]. EXS uses a hinge square loss or epsilon-
insensitive loss function to train its surrogate, depending on
the type of labeling used.

T

LDy, k) = k(dj, d)y(max(0,1 — 67D’
j=1

+(1 — y)max(0,1 + 07D

where y is the label selected depending on one of the
approaches described above, and 7' is the sample size. The
parameter of the surrogate linear SVM model g, i.e., O, is the
EXS explanation.

B. LIME and SHAP

Even though LIME [8] and KernelSHAP [26] are not
developed for explaining LTR models, they can provide point-
wise explanations of LTR models by casting the problem as a
regression problem.

There are some key differences between LIME and SHAP.
The most significant difference is the choice of kernel function
that weights the generated samples. LIME uses an exponential
kernel, while SHAP uses a discrete combinatorics kernel.
Moreover, unlike other techniques, LIME and SHAP use
Larspath feature selection after training their surrogate model.
Moreover, LIME and SHAP use Gaussian sampling instead of
the quantile sampling of LIRME and EXS. In this approach,
new instances are added by adding Gaussian noise with the



LIRME EXS (S)
tf_body tf_body
-0.061 -0.168
tf_anchor tf_anchor
-0.022 -0.046
tf_title tf_title
0.004 0.006
tf_url tf_url
0.006 0.075
tf_all_document tf_all_document
-0.062 -0.101

LPI LIME
tf_body tf_body
0.084 -0.034
tf_anchor tf_anchor
0.0 0.004
tf_title tf_title
0.0 -0.018
tf_url tf_url
0.0 0.052

tf_all_document
0.032

f_all_document
ﬁ).135

EXS (B) EXS (R)
tf_body tf_body
-0.0 0.21
tf_anchor tf_anchor
-0.0 -2.819
tf_title tf_title
-0.0 -6.599
tf_url tf_url
0.0 6.43
tf_all_document tf_all_document
-0.0 3.779

SHAP Random
tf_body tf_body
-0.063 0.031
tf_anchor tf_anchor
-0.005 0.033
tf_title tf_title
-0.007 0.012
tf_url tf_url
-0.006 0.021
tf_all_document tf_all_document
-0.016 0.04

Fig. 2: Local explanation of LIRME, EXS, LIME, SHAP, and LPI of LambdaMART for a single document in the MQ2008 test
dataset. The predicted relevance of the document is -0.82, ranked third among sixteen other documents for test query 18401.
The explanation shows the importance scores of the first five features in MQ2008 to the predicted relevance score of -0.82.

mean adjusted to the average of each feature in the training
dataset. See [9, 8] for more details.

1) LPI: Local Permutation Importance [27] is an extension
of Permutation Importance [30] for obtaining local explana-
tions. LPI does not have a surrogate model but obtains its
explanations with a simple yet effective algorithm. The im-
portance score for feature j = 1, ..., M in explained document
d is computed by replacing the value of that feature with
other unique values of the same feature in the dataset X
and creating d’7 We record the change in the predicted score
of the black-box model f before and after this replacement,
|f(d) — f(d})| for T unique values of feature j in the dataset.
The process is iterated for all features independently. The
importance score is then calculated as ) . |f(d) — f(d})[/T,
i.e., the average absolute change of the predicted relevance
scores after replacing each feature with all unique 7" feature
values.

C. Key Similarities and Differences

In Table [, we summarize and clarify the difference between
the explanation techniques. The table helps us analyze the
reasons behind the empirical success and failures of these
techniques on our studied datasets later in Section [lII| and
Section The explanation techniques generally differ in the
way they generate samples, their kernel function, the labeling
technique they use, the surrogate models, and their objective
functions.

In Figure 2| we show an example of feature importance
scores from all our studied explanations for the first five
features in the MQ2008 dataset. In this example, the predicted
relevance score of the document is -0.82, and the importance
scores show the contribution of the first five features to this
predicted relevance.

D. Evaluation Measures for Local Explanations

As mentioned in Section [l evaluating local explanations
is challenging as the ground truth importance scores cannot
be directly extracted from black-box models. However, in the
literature on explainability, several evaluation measures are
proposed.

Explanation Consistency (Section measures the sen-
sitivity of explanation techniques with respect to their hyper-
parameters, e.g., sample size. Validity and Completeness
(Section measure the change in the predicted score
of the explained document after nullifying important and
unimportant features from its explanation. Fidelity (Section
[M-D3] and Infidelity (Section [[I-D4) are based on the product
between the explained document and its explanation. Lastly,
Feature Frequency (Section [[I-D3]is based on the similarity of
explanations with a baseline: the frequency of features used
for splits along the decision paths of tree-based models.

1) Explanation Consistency: Explanation consistency [11]
is one of the desired properties of local explanation techniques
that employ surrogate models, e.g., LIME, SHAP, EXS, and
LIRME. Explanation consistency measures the change in the
top-K (k < M) important features as the explanation sample
size increases. The logic behind this is that as the sample size
grows, these explanations must become consistent since the
surrogate model has more information about the vicinity of
the document it explains [9]. Consistent explanations show
minimal changes in their set of top important features as their
sample size increases and reaches a plateau.

2) Validity and Completeness: Validity (Completeness)
measures the change in the predicted score of explained
documents after the top-K important (unimportant) features
from their explanations are nullified [[14} [31] in the explained
document d. The change in the predicted scores is calculated
across cutoff points of K, and after averaging the values



Name Sampling Kernel = Labeling  Surrogate Objective

LIRME Quantile exp Scores Ridge Weighted MSE

EXS Quantile exp Anchor SVM Squared Hinge

LIME Gaussian exp Scores Ridge Weighted MSE & Larspath
SHAP Gaussian discrete Scores Ridge Weighted MSE & Larspath
LPI Replacement None Scores None Change in Prediction & None

TABLE I: Key Differences between the explanation techniques in our study. LIRME and EXS point-wise and LIME and SHAP

are non-LTR explanation techniques.

across all documents, the AUC of the chart is calculated
as proposed by [18]]. Faithful explanations based on these
measures have small (large) values of Validity (Completeness).
Nullification is performed by replacing the feature values
with their average values in the datase. We provide separate
analyses of Validity and Completeness based on changes in
predicted scores and ranks, and our cutoff values for K
include [0.1,0.2,0.3,0.4,0.5] percent of features in datasets
as proposed in [18]. See Figure [3] for an example of these two
measures. In Section [[TI-E] we report the AUC values for these
measures.

3) Fidelity: In [13]], the authors proposed Fidelity for eval-
uating explanations of LTR models. Given a local explanation
¢ and a document d and a black-box model f, the fidelity
is calculated as mean squared error between d - ¢ and f(d)).
Faithful explanations have large values of Fidelity.

4) (In)fidelity: In [22]], the authors proposed (In)fidelity
for evaluating local explanations. In this measure, we first
calculate the product between the explanation ¢ and the
explained document after significant perturbations d’, i.e., ¢-d’.
Then, the mean squared error is calculated between ¢ - d’ and
f(d)— f(d). In our study, we replace the top-20% of features
in the explained document with their corresponding average
values for significant perturbations. Faithful explanations have
small values of (In)fidelity.

5) Feature Frequency Similarity: In tree-based models,
features that appear on the decision path of a single document
play a significant role in the prediction of that document. The
feature frequency is proposed and used in most tree-based
models for obtaining global explanations [32}33]]. In our study,
we calculate the feature frequency on the decision path of each
single document. Note that one feature can be used multiple
times to split along the decision path. For LambdaMART
models, we average the frequencies over all trees. We use
the Kendal Tau correlation between local explanations and the
feature frequency vector as the similarity measure. The local
explanations that provide the largest similarity to this vector
are considered more faithful.

6) Pairwise Similarity: The pairwise similarity shows the
agreement between pairs of two explanations from two dif-
ferent explanation techniques [34]. We use the Kendal Tau
correlation between the absolute importance scores from two
explanations of a single document to measure pairwise simi-
larity.

III. EXPERIMENTS

In this section, we present the empirical result of evaluat-
ing the explanation techniques for the LambdaMART model
trained on Web10K, Yahoo, and MQ2008 datasets. After de-
scribing the experimental setup, we present the global feature
importance scores obtained from LambdaMART in Section
[MT-B] In Section [II-D} we show the agreement between
explanations using pairwise similarity. In Section we
discuss the evaluation of explanation based on Explanation
Consistency. In Section the evaluation of explanation
using the Validity, Completeness (In)fidelity, Fidelity, and Fea-
ture Frequency similarity are presented. Lastly, we investigate
the relation between the median depth of features across all
trees in LambdaMART and their feature importance scores
obtained from different explanations.

A. Experimental Setup

The datasets included in this study, MQ2008, Web10k, and
Yahoo LTR datasets, have 800, 10000, and 29921 queries
with document pairs with 46, 137, and 699 features, re-
spectively. We have used the LightGBM implementation of
LambdaMART [32]]. We have used LightGBM implementation
of LambdaMART and have kept the default parameters as
they achieve the state-of-the-art performance in all datasets
as shown in [3]], i.e., nDCG @5 score of 0.75, 0.72, and 0.46,
and nDCG@10 score of 0.79, 0.76 and 0.48, respectively in
each dataset.

The evaluation considers point-wise explanations of over
100 randomly selected queries from the test set of each dataset.
The sum of all associated documents for these queries is 607,
3479, and 462 as the MQ2008, Webl10k, and Yahoo LTR
datasets, respectively.

For EXS explanations, we set the anchor document to
the document that achieves the top 10 percent of the ranks
among the other documents. This is because choosing an
anchor ranked higher or lower in the lists induces a large
imbalance between the generated labels of documents and,
as a result, causes the surrogate model not to converge. In
all the evaluations, we evaluate the explanations after ranking
the features based on their absolute importance scores, as is
common practice in tabular dataset [8, 26| [7]]. This way, the
important features are positioned at the top of the ranked list,
regardless of the sign of their importance scores.

For all LIME-based explanations, the background dataset
is the entire training set. The random explanation baseline
allocates uniformly random importance scores between -1 and
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1 for all features. For details on the implementation, we refer
readers to our code.

B. Global Feature Importance

In this section, we present the global feature importance
scores of LambdaMART to bring an intuition about our studied
dataset (Figure [4). The global importance of features is based
on the number of times features are used for splits in the nodes
of LambdaMART for all documents in our training datasets.
Notice that in MQ2008, unlike Web10k and Yahoo, the feature
importance scores are more evenly distributed.

C. Explanation Consistency

In this section, we measure the Explanation Consistency
of our LIME-based explanations, e.g., LIRME, EXS, LIME,
and SHAP, based on their sample size. Given sample sizes
T = [500, 1000, 2000, 30000, 40000, 5000], the explanation
consistency at sample size 7' is the similarity of the top 50
percent of important features between explanation at time
T and T — 1. The similarity metric is Jaccard Similarity.
The consistency of the top 50 percent important features
in faithful explanations is expected to increase and reach a
plateau. The plateau happens when all different perturbations
of explained documents are nearly created, and generating
more samples does not necessarily lead to significant changes
in the information captured by the surrogate model.

In Figure 5] we can see that the consistency for several
explanation techniques converges to a fixed value as the
sample size grows as expected. There are a few exceptions. For
example, EXS (Top-K Rank) in MQ2008, LIME, SHAP, and

EXS (Top-K Binary) in the Yahoo dataset. There are similar
trends between the consistency of explanations in the MQ2008
and WeblOK datasets. SHAP provides the largest faithful-
ness relative to other explanation techniques in MQ2008
and Webl0K datasets, while LIME is the most consistent
explanation on the Yahoo dataset. EXS (Top-K Rank) and EXS
(TOp-k) Binary in MQ2008, along with EXS (Score) in the
Yahoo dataset, show a relatively low change in the values for
consistency as their sample size grows.

Based on our result, we set 3000, 4000, and 5000 as the
selected sample size for all explanations when explaining
LambdaMART on the MQ2008, Web10k, and Yahoo, respec-
tively. We chose the plateau threshold, the sample size value,
since beyond that value, increasing the sample size does not
make large changes to the consistency among the top 50%
of important features. Moreover, we chose a similar sample
size for all explanations for a fair comparison, as we need
to allocate an equal computational budget to all explanations
with sample size hyper-parameters.

D. Pairwise Explanation Similarity

In this section, we measure the agreement among explana-
tions by measuring their Pairwise Similarity. Pairwise Simi-
larity is calculated by measuring the Kendal Tau correlation
between a pair of explanations of all documents in test queries.
In Figure [), we see the average similarity values among the
top-50% of important features among explanations across all
datasets. Overall, we can see that the average pairwise similar-
ity, or agreement, between techniques is not large, except for a
few cases: EXS (S) and LIRME for MQ2008, LPI, and SHAP
for Web10k and Yahoo datasets. The disagreement confirms
that the design choices behind each explanation technique
(Table [) do lead to substantially different explanations in
terms of feature importance scores.

E. Evaluation

In this section, we present results for the remaining eval-
uation measures, i.e., (In)fidelity, Validity, Completeness, and
Feature Frequency similarity. As mentioned earlier, faithful
explanations should exhibit small values of Infidelity and
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Fig. 6: The average pairwise similarity between explanations
of test documents based on Kendal Tau in each dataset.

Validity and large values of Fidelity, Completeness, and FF
similarity.

In Tables [[, [M] and [[V] we see the average value of
each evaluation measure for explanations of all documents
associated with test queries of the MQ2008, Webl0k, and
Yahoo datasets. For MQ2008, non-LTR-based explanations
provide faithful explanations for the majority of measures:
SHAP for Feature Frequency similarity and Completeness and
LPI for validity. In only one measure, i.e., Infidelity, EXS (R)
provides the most faithful explanations.

In the Web10k Dataset, LPI is the most faithful explanation
for Feature frequency similarity, Completeness, and Validity.
On the other hand, LIRME is the most faithful explanation
based on Fidelity and Infidelity.

In the Yahoo dataset, LPI is the most faithful explanation
based on Feature Frequency similarity and Validity. LIME is
the most faithful explanation based on Completeness, while
EXS (R) is the most faithful explanation based on Infidelity.

Surprisingly, our random baseline is the most optimal ex-
planation based on Fidelity for MQ2008 and Web10K.

To summarize the results in the previous tables and for
a clearer overview of the faithfulness of each explanation
technique, we analyze the rank of all explanation techniques
based on every evaluation measure across all datasets In Figure
[/l The results are the ranked values of Tables [[] [[T]] and [TV]
We have adjusted the ranks so that lower ranks indicate more
faithfulness for all measures. Overall, we can see that SHAP
and LPI consistently rank lower across numerous measures

FF 1T Fidelity © Completeness 7 | Validity |  Infidelity |
LIRME 0.46 5.58 227.27 42.77 3.28
EXS (S) 045 5.33 227.08 40.72 3.64
EXS (B) 0.38 6.52 212.85 49.13 4.61
EXS (R) 023 35 127.02 67.69 2.96
LIME 0.37 4.03 233.63 39.78 3.57
Shap 0.57 4.07 261.62 33.21 4.53
LPI 0.51 4.42 251.25 11.07 3.97
Random  -0.01 8.66 124.45 119.29 7.76

TABLE II: MQ2008: Average values of evaluation measure
across test documents. The bold values indicate the most
optimal explanation for each measure.

FF 1 Fidelity T Completeness T | Validity |  Infidelity |
LIRME 0.4 13 326.03 14.11 0.11
EXS (S) 039 1.11 325.38 14.94 1.12
EXS (B) 0.22 1.27 240.94 59.3 0.45
EXS (R) 0.01 0.92 81.91 135.04 0.75
LIME 0.26 1.22 330.7 16.77 1.63
Shap 0.5 1.27 296.43 3.77 1.02
LPI 0.53 0.84 333.84 0.07 0.16
Random 0 1.25 106.78 109.22 0.83

TABLE III: Webl10k: Average values of evaluation measure
across test documents. The bold values indicate the most
optimal explanation for each measure.

and datasets except for the Fidelity measure. Among the LTR-
based explanations, LIRME provides relatively low ranks for
the Webl0k dataset, yet the ranks for other measures and
datasets are larger than those of non-LTR-based explanations.

FE. Effect of Depth

In the structure of decision trees in LambdaMART, features
utilized for splitting in nodes with shallower depths, closer to
the root node, are regarded as more important [30]. This is
because a larger number of documents are likely to traverse
through these nodes along the decision paths of the tree.

FF 1 Fidelity T Completeness 1T | Validity |  Infidelity |
LIRME 0.45 6.63 158.48 5.04 338
EXS (S) 044 7.45 159.39 5.46 4.42
EXS (B) 0.39 7.69 132.67 13.52 5.23
EXS (R) 033 2.94 82.65 15.85 2.11
LIME 0.52 829 186.65 3.83 5.29
Shap 0.45 7.1 170.94 7.1 5.69
LPI 0.58 7 167.68 0 3.7
Random -0 8.54 61.87 62.95 7.37

TABLE IV: Yahoo: Average values of evaluation measure
across test documents. The bold values indicate the most
optimal explanation for each measure.
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We investigate the median depth of features among the top-
K important features in each explanation. As we increase the
value of K, it can be expected that the median rank of the
feature set should also rise for most explanations since it can
increase the inclusion of less significant features used in nodes
with greater depth.

Figure [8] shows the result of our analysis, averaged over
all documents for all test queries in each dataset and across
all trees in LambdaMART. We can see that most explanations
follow the expected trend with few exceptions. The average
median depth of features in EXS (R) for Web10K does not
change as we increase the vales of K, while it decreases in
the Yahoo dataset.

This is an expected behavior of EXS (R) as it allocates
importance to features that can change the relevance scores
of the explained document only if they are larger than the
rank or predicted scores of the anchor documents. As we
mentioned in Section [[[ZA2} the anchor documents are set
to be the top-rank documents. Since the features with large
depths are considered less important, EXS (R) allocates very
small values of importance to them. However, the trends for
LIME explanations in Yahoo datasets are surprising as LIME
is expected to set importance on any feature for which its
change in value can improve the predicted relevance score of
LambdaMART, even in smaller values.

IV. DISCUSSION

Our experiments show that LTR-based explanation tech-
niques of LIRME and EXS do not strongly outperform the
non-LTR-based explanations of LPI, LIME, and SHAP. We
would like to present some reasons as to why they lack
faithfulness.

By comparing the difference between LIME and LIRME in
Table [, we can argue that the sampling technique of LIRME

can be a potential limitation of this technique. This is because
the main difference between LIRME and LIME is their
sampling techniques. LIME is based on Gaussian sampling
and LIRME is based on interpretable quantile sampling. One
possible improvement to LIRME is by abandoning the idea
of an interpretable sampling process and replacing it with
Gaussian sampling of LIME.

By comparing the difference between EXS and LIRME in
the same table, we can argue that the low faithfulness of EXS
can be traced back to its labeling process. This is particularly
evident for EXS (S) and EXS (B) approaches. During our
experiments, we noticed that samples generated by EXS (B)
are largely imbalanced. One possible solution for this is to
use oversampling techniques on top of the EXS (B) sampling
process.

V. CONCLUDING REMARKS

We evaluated the local pointwise explanation of Lamb-
daMART models trained on the Yahoo, Microsoft Bing Search
(MSLR-WEB10K), and LETOR 4 (MQ2008) datasets. In
the investigation, the LTR pointwise explanation techniques
LIRME and EXS were compared to the non-LTR explanation
techniques LIME, SHAP, and LPI. We used an extensive set of
evaluation measures; Explanation Consistency, Pairwise Sim-
ilarity, Validity, Completeness, Feature Frequency Similarity,
and (In)Fidelity.

We showed that explanations are mostly optimal based
on specific evaluation measures and no single explanation
technique is faithful for all studied evaluation measures and
across all our datasets. As a result, we can conclude that
providing faithful explanations of LambdaMART is no silver
bullet.

Our other research question was whether the LTR-specific
explanation techniques outperform the non-LTR-specific tech-
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niques. The presented results give some support for a positive
answer, when evaluating performance using (In)fidelity. On the
contrary, for the measures of Validity and Feature Frequency
Similarity, LPT and SHAP were observed to outperform all
competing techniques.

Even though LPI does not include a surrogate model, it was
shown to outperform LIRME and EXS across numerous mea-
sures. Based on this, we propose developing and evaluating
surrogate-free explanations as a future direction for our study.

In our experiments, we showed that random baseline ex-
planations showed faithfulness to the Fidelity measure for
MQ2008 and Yahoo datasets. We argue that further studies
need to further investigate the Fidelity measure proposed by
[13]].

Another possible future direction is to study the link
between model accuracy, the number of features, and the
performance of local explanations for LTR models similar to
the investigations made for local explanations of classification
and regression models in [35 [9].

Our study has several limitations. Firstly, the conclusions
made in our study about which explanations are most opti-
mal apply only to LambdaMART and the studied datasets.
Secondly, even though certain explanations are shown to be
faithful based on a specific evaluation measure in our study,
local explanations need to be evaluated using human subjects
before they are deployed in high-stake decision-making do-
mains.
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