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Non-Linear Hyperspectral Subspace Mapping using Stacked

Autoencoder

Niclas Wadströmer and David Gustafsson
Swedish Defence Research Agency (FOI), Sweden
email: {niclas.wadstromer, david.gustafsson}@foi.se

Abstract

Stacked Auto-Encoder (SAE) is a rather new ma-
chine learning approach which utilize unlabelled
training data to learn a deep hierarchical represen-
tation of features. SAE:s can be used to learn a fea-
ture representation that preserve key information of
the features, but has a lower dimensionality than
the original feature space. The learnt representa-
tion is a non-linear transformation that maps the
original features to a space of lower dimensionality.
Hyperspectral data are high dimensional while the
information conveyed by the data about the scene
can be represented in a space of considerably lower
dimensionality. Transformation of the hyperspec-
tral data into a representation in a space of lower
dimensionality which preserve the most important
information is crucial in many applications. We
show how unlabelled hyperspectral signatures can
be used to train a SAE. The focus for analysis is
what type of spectral information is preserved in
the hierarchical SAE representation. Results from
hyperspectral images of natural scenes with man-
made objects placed in the scene is presented. Ex-
ample of how SAE:s can be used for anomaly detec-
tion, detection of anomalous spectral signatures, is
also presented.

1 Introduction

Hyperspectral imaging reveal information about
the scene that can not be perceived with a visual
camera. The spectrum radiated from each point
of the surfaces in the scene is captured in many
separate narrow wavelength bands. Usually a vi-
sual camera have three wavelength bands capturing
red, green and blue colours. A hyperspectral sensor

can capture tenths, hundreds and even thousands
of wavelength bands. The spectrum for single pix-
els can be viewed and compared with each other.
But an image could have millions of pixels each
with hundreds of wavelength bands. Thus an image
could be composed of 109 values. The information
in a hyperspectral image can not easily be compre-
hended by a human observer. On the other hand is
not unlikely that a scene only contains a handful of
materials suggesting that maybe the information
in the image can be found in a low dimensional
space. So how can we find a suitable space which
will fit the information without discarding any in-
formation? What dimension of the space can we
expect to find? What class of mappings between
the spaces should be expected to be efficient?

Here we will assume that the hyperspectral data
can be found in a subspace of the measurement
space. It is also possible that the scene consists of
a countable set of different spectrums. In this case
can the data be represented by an index number
referring to the spectrum found in each pixel.

But for now let us assume that the data is com-
posed of spectrums from a subspace of lower di-
mensionality.

Many analysis algorithms have a computational
complexity which is proportional to the number of
dimensions, some have exponential complexity, and
are thus costly to work with. If it is possible to map
the data to a space of lower dimensionality than less
computational resources will be needed.

Deep learning using stacked autoencoders have
shown in many examples to give a compressed rep-
resentation that is useful for many different appli-
cations. For example a representation trained for a
specific classifier has shown to be useful for classifi-
cation of classes not at all considered in the original
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training.
There is also a question of how easy it is to find

the important information. It may be possible that
the information in the encoded space is more diffi-
cult to find than the same information in the un-
coded data.

2 Hyperspectral imaging

A hyperspectral image can be viewed as set of
spectral measurements xi : i = 1, 2, . . . , N where i a
spatial index. Each measurement xi is represented
as a M -dimensional vector

xi = [Li(λ1), . . . , Li(λM )] (1)

where Li(λk) is the measurement of spectral
band λk and M is the number of spectral bands.
This representation stresses the spectral dimension
of the data, while the spatial relations are ignored.
As the focus of the paper is spectral dimensional-
ity reduction the spectral vector representation is
used.

2.1 Dimensionality Reduction

Hyperspectral images (HSI) contain both spatial
and spectral information about the scene at hand.
How much and what kind of information the spa-
tial and the spectral dimensions carry depends on
the situation. Often it is of interest to determine
how much and what information that is carried by
the spectral dimensions solely. The strong focus
on the spectral dimension in hyperspectral imag-
ing can partly be explained by the strong connec-
tion between hyperspectral signatures and material
properties in a scene. So, henceforth in this pa-
per we will only consider the spectral dimensions.
Thus, a hyperspectral image will be thought of as a
large number of pixels, each with a spectrum, and
with no spatial relation to any other pixels.

Hyperspectral data represented as vectors, Equa-
tion (1), is often of high dimensionality (i.e. the
number of sampled spectral bands are many). The
spectral bands are typically highly correlated which
indicate that the data resides in a space of lower
dimensionality than M . The dimensionality of the
hyperspectral space is also limited by the number of
materials with different spectral signatures. If there
is a countable number of materials in the scene and

each material has its own unique spectrum then the
scene can be represented by a number for each ma-
terial. In this case the information in the scene is
digital. If each material in the scene has its unique
spectrum and the radiation varies with the lighting
then it is possible to reduce the number of dimen-
sions needed to represent the data, and represent
the data in a common low dimensional space.

One way of considering dimensionality reduction
which is related to the sensor is to reduced the num-
ber of wavelength bands and possible adjust their
widths to find a smaller set of spectral bands con-
taining the interesting information about the scene.
In dimensionality reduction by sub-band selection
the problem is to determine how many and which
spectral bands that are required to solve the prob-
lem at hand. This kind of dimensionality reduc-
tion may influence the construction of the sensor.
Fewer spectral bands may mean less complexity in
the sensor.

Other kinds of dimensionality reduction requires
that all bands are captured and then transformed
into a space of lower dimensionality. It may still
be of importance to reduce the number of dimen-
sions to reduce complexity of signal analysis which
then can be done in a subspace of lower dimension-
ality. It is not given that analysis of the data in
the low dimensional space is less complex. How-
ever, many results show that the inner represen-
tation actually is meaningful and that the repre-
sentation is useful and makes for example classi-
fiers are more easily trained on the reduced rep-
resentation. Linear transformations of the hyper-
spectral data, such as Principal Component Anly-
sis (PCA) [4] and Independent Component Analy-
sis (ICA) [8], for dimensionality reduction are fre-
quently used pre-processing methods. Kernel-PCA
[5], which is a non-linear extension of the (lin-
ear) PCA-transformation, is also a frequently used
method.

Dimensionality reduction is an encoding problem
meaning that we seek an efficient representation of
the data and in this context efficient means few di-
mensions. Efficient representation could also mean
few bits if the information is discrete. Encoding
problems compared to classification and regression
means that no annotated data is needed for the
training. We assume that the data contain the in-
formation of interest and nothing else. If there is
some kind of noise that can be discarded this can
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be captured by requiring that the data is recon-
structed at least as well as a limit on the given
error measure is obtained.

Neural network (NN), and recently deep neural
network, has been used for dimensionality reduc-
tion of hyperspectral images. Zeng an Trussel [10]
used NN to implicitly reduce the dimensionality of
hyperspectral images in a classification setting. A
data dependent error function - sum of square er-
ror (SSE) - was combined with a sparseness criteria
on the weight in the NN which penalizes non-zero
weights. The NN was trained for classifying hyper-
spectral signatures and was trained using classified
spectral signatures of different materials. The di-
mensionality reduction was implicit in the training
procedure through the sparseness criterion and no
explicit low dimensional representation of the spec-
tral signatures was generated.

Chen et al. [3] propose a DL based approach
for classification of hyperspectral signatures. Chen
et al. uses Stacked Auto Encoder (SAE), as de-
scribed in Section 3.1, to pre-train the NN using
unlabelled training data. The input features to
the AE:s are spectral signatures, spatial represen-
tation and a joint spectral-spatial representation.
The spatial information is represented with a flat-
tened neighbouring region of a PCA transformation
in the spectral domain. The SAE is fine tuned using
a labelled training set. Chen et al. [2] use a similar
approach but instead of using SAE in the unsu-
pervised pre-train step, they use layered Restricted
Boltzmann Machines (RBM). The dimensionality
reduction, using SAE:s and layered RBM, was im-
plicit and as an pre-processing step for supervised
learning of a classifier.

The paper addresses how SAE:s can be used
for dimensionality reduction of hyperspectral signa-
tures without explicitly connecting the learnt rep-
resentation to a specific classification task. What
spectral information is preserved?

3 Deep learning and Autoen-
coder

Deep Learning (DL) is a relatively new approach in
pattern recognition that has achieved remarkable
results in many applications ([9, 1, 6]). The key
concept in DL is to represent the features in a way

Encoding using a Stacked 
Auto-Encoder (SAE)

  Classi�er 1-D spectral
vector

Output:
class labels

HSI cube

Figure 1: A 1-D spectral feature vector is hierarchi-
cally represented - the red nodes - using a Stacked
Autoencoder (SAE). The output of the encoding
part of the SAE generate a compressed represen-
tation of the vector used as features for the clas-
sifier. The SAE - red nodes - is optimized using
an unlabelled training set (see figure 2), while the
classifier require labelled data.The ability represent
hyperspectral signatures in a low dimensional space
using SAE is investigated.

that improves further analysis. The features is, in
DL, represented hierarchically where the different
levels in the hierarchy represent different levels of
abstraction.

A hierarchical feature representation can, in prin-
cipal, be learnt from training data using a multi-
layer neural network (also called Multi Layer Per-
ceptron (MLP)). The weights in a MLP are ad-
justed by minimizing an error function, commonly
the mean-square error (MSE) - equation 9, over a
training set commonly using the Back-Propagation
(BP) algorithm. BP calculate the gradient, i.e. the
derivative of the error function with respect to the
weights, of the MLP and the weights are updated
by moving in the negative gradient direction.

It is hard, or even impossible, to train a deep
MLP, i.e. a MLP with 2 or more hidden layer, due
to the the vanishing gradient problem. BP calcu-
late the gradient by propagate the error from the
output layer toward the input layer and the deriva-
tives decreases as the error is propagated through
the layers in the MLP. The gradient is small in the
bottom layers of the MLP and the weights are al-
most unchanged after updating, which make learn-
ing very slow (or impossible).

Instead of training a deep neural network directly
it can be trained in two phases:

1. Pre-training In this phase unlabelled train-
ing data is used to learn a hierarchical rep-
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resentation of the data. A layer-wise greedy
strategy to learn a latent representation of the
unlabelled data is used. Autoencoders (AE)
and Restricted Boltzmann Machines (RBM)
are two frequently used techniques.

2. Fine-tuning The weights obtained from the
pre-training phase are used for initialising the
weights in the full deep neural network. The
hierarchical representation learnt in the pre-
training phase is a good starting point for fine
tuning the deep neural network using labelled
data and the back-propagation algorithm.

3.1 Autoencoder

An AutoEncoder (AE) is neural network trained to
reconstruct or reproduce its inputs as its outputs.
An AE is composed of two parts; an encoder and a
decoder. The encoder takes an input X and maps
it to a hidden (or latent) representation U . The la-
tent representation is often of lower dimensionality
which imply that the encoder compress the infor-
mation in the features. The decoder reconstruct
the input X from the latent representation U . An
AE is an neural network composed of one or more
hidden layers which maps the input features onto
itself. An AE can be learnt using the BP algorithm
and unlabelled training examples. No labels are re-
quired because an AE maps the input onto it self
independent of any class labels. In the training an
optimal encoder and decoder of the input features
though the latent representation is learnt. The la-
tent representation can be viewed as a compression
of the features containing the most important in-
formation.

Multilayer AEs, called Stacked AutoEncoders
(SAEs), are constructed using a greedy layer-wise
strategy. An AE is trained using an unlabelled
training set and some features X. The trained AE
maps the features X of the training set to the learnt
latent representation, called, U . U is a representa-
tion of lower dimensionality than the original fea-
tures. An AE is trained using U as features re-
sulting in a latent representation V of even lower
dimensionality and so on (See Figure 2).

A deep structure, SAE, is constructed by stack-
ing the greedy layer-wise learnt AEs. The encoding
part of the SAE maps the original features through
a hierarchical representation to a low dimensional

compressed representation.
Let {xi}Nt

i=1 be a set of training vectors where
each vector is the spectral information from one
pixel, xi = (x1, x2, ..., xM ), each vector describes
the spectral intensity of M spectral bands. Let
{v}iNv

i=1 be a set of validation vectors. Let Φ(x) be
a non-linear activation function in this case

Φ(x) = 1.7159 tanh(
2

3
x) (2)

A node in the neural network performs the func-
tion

fn(x) = Φ(w0 +
M∑
i=1

wixi) (3)

which can also be written

fn(x) = Φ(wx>). (4)

A layer in the network is composed of n nodes

f(x) = Φ(Wx>) (5)

where W is a matrix with one row for each node or
output signal and one column for each input signal.

An autoencoder (one layer in a stacked autoen-
coder) consists of two layers of nodes, a hidden layer
and a output layer. The output layer have a linear
activation function, thus

f(x) = WdΦ(Wex) (6)

where We is the parameters of the encoding layer
and Wd is the parameters of the decoding layer.

Training is done by iteratively adjusting the pa-
rameters of the network using backprogagation.

Let eSAE and dSAE be the encoder respective
decoder parts of the SAE then reconstruction of a
sample xn is defined as

x̃n = dSAE ◦ eSAE(xn) (7)

where ◦ is the function composition operator.
The reconstruction residual rn of a sample xn is
defined as

rn = xn − x̃n (8)

and reconstruction error is defined as ei = ‖ri‖.
Norms of interest include the ‖x‖L1

, ‖x‖L2
and

‖x‖L∞ = max(|x1|, |x2|, · · · , |xm|) norms. The re-
construction error ei of a hyper spectral signature
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Figure 2: Stacked Autoencoder (SAE) is a greedy strategy to learn a hierarchical feature representation
of the data. An AE which maps the features X onto it self though a hidden layer U is learnt. The hidden
layer U is a latent representation of lower dimensionality of the features. The latent representation U
is used as input to a another AE which learn a latent representation V and so on. A deep structure
is composed by stacking the layer-wise trained AEs and is hence called a SAE. A SAE can be used to
encode (and decode) original features to any of the dimension the latent representations.

indicate how well it can be approximated in the
subspace by the SAE.

The mean-square (reconstruction) error is de-
fined as

E =
1

N

N∑
n=1

‖ei‖22. (9)

where N is the number of samples in training set.
The mean-square reconstruction error of an SAE

indicate the performance of the hierarchical repre-
sentation of the features. The reconstruction error
also gives information about the dimensionality of
the original data i.e. the number of dimensions
which are required for a good reconstruction.

3.2 Dimensionality Reduction using
stacked autoencoder

There is a choice of the topology of the neural net,
that is the number of hidden layers and the number

of neurons in each layer. The topology will deter-
mine the number of parameters in the encoder.

There is a relationship between the number of
parameters and what the net can be expected to
represent, how complex data that can be encoded
with the mapping. There is also a relationship be-
tween the number of parameters and the amount
of training data that is required to be able to de-
termine the parameters. If there are too many pa-
rameters then there is a risk that the system will be
over trained meaning the the system will learn too
much detail of the data. If the system is overtrained
the system will not generalise well to coming data
from the same source.

There are two important variables, the number
of parameters and the reconstruction error.

This is a source coding problem. A small in-
crease in the reconstruction usually means a large
improvement in the data rate.

We assume or hope that data can be reduced
with respect to the number of dimensions while re-
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taining the information about the scene. Not much
is known and thus can be assumed about the space
in which the relevant aspects of the scene is repre-
sented. We hope that a trained multilevel NN will
be able to reconstruct the original data with little
distortion.

The output from one layer is the input to the
next layer so the output of the first layer should be
adapted to be suitable as input to the next layer.

A proper choice of the learning rate is critical for
the convergence of the learning algorithm in rea-
sonable time. However, there is no guarantee that
the algorithm will converge, converge at all or con-
verge to the global minimum point. The learning
rate depends on the number of inputs to the neu-
rons. In a SAE the learning rate should be adapted
to the depth of the layer, or to the number of inputs
that the neurons have in the particular layer.

First experiment. A hyperspectral image from
a natural scene was chosen. The scene contains a
gravel road and vegetaion close to the road. There
are man-made object placed in the scene. In the
context where the data were captured the detec-
tion of the objects is of interest as could also a
classification of the area in terms of different types
of terrain. If the data can be represented in a lower
dimensional space then the information might be
easier to access.

We could also try if the reduced representation
could be used for anomaly detection. If data does
not fit the trained implicit model then the recon-
struction should be worse than for common data
from which the model was trained.

The representation obtained with a stacked au-
toencoder could be compared to for example a
PCA, choosing spectral bands and representation
with a gaussian mixture model. What should be
compared is the number of parameters in the en-
coder, the number of dimensions in the obtained
representation and the reconstruction error. Also
the computational complexity of the methods is of
interest, both the using the encoder and determin-
ing the encoder.

4 Experiments

Let {xi}Nt
i=1 be a set of training vectors where each

vector is the spectral information from one pixel,
xi = (x1, x2, ..., xM ), each vector describes the

spectral intensity of M spectral bands. Let {v}iNv

i=1

be a set of validation vectors.
In our experiments we have used Rasmus Berg

Palm’s [7] Matlab implementation of a stacked au-
toencoder.

We have used hyperspectral images (e.g. see
Fig. 3) from a natural scene with man made ob-
jects placed on the ground. The scene is 5-10 x
5-10 meters and the objects are a few decimeters
in size. The images are mostly of undergrowth and
some tree trunks. There are also parts of a gravel
road. There are some calibration boards in the im-
ages but those are disregarded in the experiments.
Figure 3 shows a visual image of one of the scenes
and a mask showing where in the image to find
background, objects and calibration boards.

These hyperspectral images have been collected
for a project investigating among other things
methods for anomaly detection of surface laid ob-
jects. There is a number of different objects.

The available vectors were divided into a training
set and a validation set.

First we want to find out if it is possible to find
an efficient representation of the hyperspectral data
using a stacked autoencoder. With efficient we
mean a representation in a space with few dimen-
sions from which it is possible to reconstruct the
original data with a small reconstruction error us-
ing mean square error to measure the error. The
mean square error is a general error measure and
not very specific which seems reasonable since we
do not have a specific application in mind.

In our data (Fig. 4) the distribution of the in-
tensity varies between the wavelength bands which
means that the relative error of some bands con-
tribute much more then other bands to the total
mean square error. We hope that information in
the original hyperspectral signal is retained in the
encoded data.

We will use a stacked autoencoder to learn an
efficient representation of the background data ex-
cluding the man-made objects in the scene. The
compact representation could be used for anomaly
detection. Here we consider detection of anomalous
pixels since each spectrum is encoded separately
without any regard to any other pixels. In many
cases the objects have spatial properties that could
be considered. But in this case we only want to
explore the spectral properties.

If the man-made objects are different from the
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typical natural scene then they should be de-
tectable in the sense that the stacked autoencoder
fitted for the background will not be able to re-
construct the spectrum of the objects as well as
spectrums from the background.

The data was normalised to improve convergence
of the training algorithm by translation of each
spectral band to give zero mean. The total set of
spectral values was then normlised to unit variance.
Figure 5 shows a few normalised spectrums.

In classification problems there is a choice of tar-
get values. In our case with a stacked autoencoder
the last activation function was chosen to be a lin-
ear function. The training example data was shuf-
fled for every epoch of the training. There is a
choice of batch or stochastic training. In stochas-
tic training the net is adapted to one data vector
at a time. In batch learning the gradient is com-
puted as an average for a set of training vectors.
This will give a better approximation of the gradi-
ent but the stochastic training can get advantage
from the random walk. In the implementation we
used there was a significant difference in speed of
going through an epoch in the learning algorithm.
We choose a solution between the extremes by using
small batches. The learning rate was determined
by trial and error so that the learning algorithm
converged reasonable fast. If it learning rate was
chosen to high then the algorithm did not converge
but kept jumping around a minimum value.

The stacked autoencoder is trained layer by
layer. When the first layer is trained then the data
is mapped to the latent representation and then
these data are used to train the next layer. When
all layers are trained they are put together into
a stacked autoencoder with several hidden layers.
The full stack is trained to fine tune parameters. In
the case of a classifier the inner most hidden layer
is attached to a few layers used for classification of
the data and then the classifier is trained which in-
clude updates to the autoencoder layers apart from
training the layers doing the classification.

Figure 7 shows an example of the training. 7(a)
shows ten data vectors (spectrums) from the val-
idation set and 7(b) shows the reconstruction of
the spectrums given by the autoencoder and 7(c)
shows the reconstruction residual (Eq 8). The data
need to be normalised to suit the autoencoders
learning algorithm, 7(d) is the ten vectors of 7a
normalized.7(e) is the reconstructed vectors which

are reconstructed in 7(b). 7(f) is the reconstruction
residual (Eq 8) for the normalized vectors.

7(g) shows an image of the encoding matrix We

of the first layer in the stacked autoencoder. The
matrix has 60 rows one for each node and 240
columns, one for each insignal. Each point in the
image represents the coefficient of one insignal to
one node. 7(h) is the endcoded vectors and 7(i) is
the corresponding reconstructed vectors. An image
of the reconstruction matrix Wd is shown in 7(j).
This matrix has 60 rows, one for each insignal and
240 rows, one for each output signal.

This SAE is composed of two layers. 7(k) shows
an image of the parameters of the encoder in the
second layer which has 60 input signals (columns)
and 30 output signals (rows). 7(l) shows the en-
coded signals and finally 7(m) is an image of the
reconstruction matrix wich 60 rows (insignals) and
30 columns (outputs signals).

The data in the innermost layer supposedly con-
tain most of the information and this is shown by
a small reconstruction error. For a specific classi-
fier it is possible that it would suffice with fewer
dimensions. From our experiments it seems that
the original data has low dimensionality. Only a
few nodes is needed in the hidden layer, e. g. 240
- 8 - 240 nodes. This is consistent with using PCA
to reduce the dimensions. Only a few dimension
contain most of the energy of the signal.

The representation obtained by the autoencoder
may be used to detect anomalies. Figure 3 (bot-
tom) shows the reconstruction error. Most of the
man-made objects have considerably higher recon-
struction error than most background pixels. It
seems that the reconstruction error can be used as
a measure of anomaly.

We also made an experiment with constructed
data consisting of a handful of spectral signatures
or functions. In this case the problem could be seen
as a discrete coding problem. The innermost layer
need only represent the index of the spectral sig-
nal. Thus only one dimension would suffice with
the level indicating which spectral signal is cur-
rent. We did not find a stacked autoencoder with
only one node in the innermost layer but using 5
nodes in the innermost layer would give perfect re-
construction. In this case it means up to the noise
that was added to the training and validation data.

There is a significant difference with regard to
computation time when considering batch versus
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Figure 7: Data in the steps of a stacked autoencoder. The graphs are refeered to row by row as, a b c,
d e f, g h i j, k l m. The first row shows (a) ten original spectral data vectors, (b) the ten corresponding
reconstructed spectral data vectors from the SAE and (c) the reconstruction residual. The second row
shows (d) the corresponding normalized data vectors, (e) the corresponding reconstructed data vectors
and (f) the reconstruction residual. The fourth row shows (g) an image of the matrix with the encoder
parameters, (h) the latent representation of the data vectors, (i) the reconstructed data vectors and (j)
an image of the matrix with the decoder parameters. The fifth row shows (k) an image of the matrix
with the encoder parameters of the second layer, (l) the latent representation of the data vectors in the
second layer and (m) an image of the matrix with the decoder parameters of the second layer.
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Figure 3: (Top) A visual image of the scene from
which the test data is taken. (Middle) The differ-
ent regions in the image, background (turquoise)
objects (yellow) and reference boards (blue). (Bot-
tom) The reconstruction error when spectrums
are represented by a stacked autoencoder with
240,60,30,60,240 nodes in the layers.
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Figure 4: Examples of spectrums from some pixels
in the test data.
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Figure 5: Examples of normalised spectrums used
in the training.
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Figure 6: Histogram of the RMS error per spectral
band for back- and forground pixels separately.
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random choice of a single training vector. There
is a significant gain in time to compute all vectors
once.

5 Conclusion

In this paper we describe how stacked autoencoders
(SAE) can be used to reduce the spectral dimen-
sionality of hyper spectral data. We show that the
hierarchical representation learned by a SAE can
encode the spectral information with small mean
square error. The results are shown using hyper-
spectral signatures from images of a natural scene
containing man-made objects. We also show how
the SAE can be used for anomaly detection, with
promising results, on the same dataset.

Even if SAEs is a promising tool for dimensional-
ity reduction and learning compact spectral repre-
sentations it is a rather steep learning curve before
one can apply SAEs.
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Abstract— Heart Rate (HR) is one of the most important 

Physiological parameter and a vital indicator of people’s 

physiological state and is therefore important to monitor. 

Monitoring of HR often involves high costs and complex 

application of sensors and sensor systems. Research progressing 

during last decade focuses more on noncontact based systems 

which are simple, low-cost and comfortable to use. Still most of 

the noncontact based systems are fit for lab environments in 

offline situation but needs to progress considerably before they 

can be applied in real time applications. This paper presents a 

real time HR monitoring method using a webcam of a laptop 

computer. The heart rate is obtained through facial skin color 

variation caused by blood circulation. Three different signal 

processing methods such as Fast Fourier Transform (FFT), 

Independent Component Analysis (ICA) and Principal 

Component Analysis (PCA) have been applied on the color 

channels in video recordings and the blood volume pulse (BVP) 

is extracted from the facial regions. HR is subsequently 

quantified and compared to corresponding reference 

measurements. The obtained results show that there is a high 

degrees of agreement between the proposed experiments and 

reference measurements. This technology has significant 

potential for advancing personal health care and telemedicine. 

Further improvements of the proposed algorithm considering 

environmental illumination and movement can be very useful in 

many real time applications such as driver monitoring. 

I. INTRODUCTION 

The non-contact physiological parameters monitoring idea 

has come from the cardiovascular system of human body. 

The cardiovascular system permits blood to circulate in the 

body due to continuous blood pumping by heart. Our Heart 

pumps blood through the blood vessels of this system and for 

each heart beat blood circulation creates color variation in 

Facial skin. Therefore, it is possible to extract HR from the 

color variation of the facial skin. In 1995, the first noncontact 

health monitoring system was investigated by Costa et al. [1]. 

They used camera images in order to extract physiological 

parameters using color variation of the skin. But their 

approaches did not report quantitative results; they reported 

only a graph of heartbeats and also failed to show any 

correlation with reference ECG signals. After this first 

attempt further progress was moderate and in 2005 another 

novel method was introduced for the measurement of 

computer user’s emotional state using the facial thermal 
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image using a thermal camera [2]. The experiment was 

conducted by 12 users and the authors found some interesting 

fact between stress and blood flow. According to their 

experiment user stress is correlated with increased blood flow 

in the frontal vessel of the forehead. In 2006, Takano et al. 

shows that RR (Respiratory Rate), HR and BVP are possible 

to extract simultaneously using a camera [3]. They captured 

images of a part of the subject’s skin and then the changes in 

the average image brightness of the region of interest (ROI) 

are measured for a short time. They used MATLAB custom 

functions for filtering and spectral analysis. Finally, they 

could able to extract HR and HRV (Heart Rate Variability). 

The system can detect HR for a certain period of time but the 

efficiency of their system is unknown. Later in 2007, Garbey 

et al. developed a contact-free measurement of cardiac pulse 

based on the analysis of thermal images using FFT algorithm 

[4]. Their experiment shows that the temperature of the vessel 

is modulated by pulsative blood flow is directed at recovering 

the frequency of the component signal with the highest energy 

content. The effort is directed at recovering the frequency of 

the component signal with the highest energy content. After 

appropriate processing, the thermal image signal can yield 

quantitative information about blood flow velocity, 

respiratory function etc. The noncontact methods using 

camera further improved in the same year by Kenneth et al 

[5]. They presented a system capable of capturing two PPG 

(Photoplethysmogram) signals simultaneously at two 

different wavelengths using non-contact system. Ten test 

persons participated in their experiment where both camera 

and PPG sensors were used for data collection. Their 

proposed system extracted oxygen saturation (SpO2) 

successfully but the efficiency is not compared. Additionally, 

they showed that the system was capable of obtaining good 

quality PPG signals from deep tissue. Another successful 

attempt was done in 2008 by Verkruysse  et al. [6]. Few 

Simple, inexpensive digital cameras were used to extract HR 

and RR from facial video recorded in ambient light. Their 

system is able to extract HR and RR from 30 seconds to a few 

minutes which is a major flaw to apply in real time 

applications.  

Noncontact based method for physiological parameters 

extraction has been further improved in recent years. A novel 

method was presented by Banitsas et al. in 2009 which is able 
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to extract HR information from a user using the camera of a 

smart phone using user’s finger [7]. In different experiments 

HR and RR were extracted by smart phone camera using 

user’s finger in [8], [9] and [10]. In 2011, Poh et al. proposed 

an algorithm to extract underlying source signals from R, G, 

and B color bands using computer webcam [11]. The 

experiments were conducted using built-in webcam (iSight 

camera) in indoor environment. BVP was also recorded with 

spontaneous breathing using a finger BVP sensor and chest 

belt respiration sensor respectively at a sampling rate of 256 

Hz. Finally they extracted HR from 1 minute color facial 

video using FFT. Similar experiments were taken place using 

different cameras for physiological parameters extraction 

which are referred in [12], [13] and [14]. A main drawback of 

systems for use in personal health care, telemedicine and real 

time applications such as driver monitoring are that they are 

not real time and they did not show that how much time the 

system can extract physiological parameters. 

In 2013, Parnandi et al. approached an algorithm to extract 

HRV using a remote eye tracker [15]. HRV was estimated 

from the relative distribution of energy in the low frequency 

(0.04 to 0.15 Hz) and high frequency (0.15 to 0.4 Hz) bands 

of the power spectrum of the time series of pupillary 

fluctuations. The system was validated under a range of 

breathing conditions and under different illumination levels in 

offline situation. In the same year, several attempts were taken 

place for non-contact physiological parameters such as [16], 

[17], [18], [19], [20] and [21]. In 2014, Zhang et al. developed 

a webcam based noncontact monitoring system for the 

physiological parameters of drivers [22]. Using iSight camera 

the facial images are captured for several minutes which are 

separated into three RGB channels and each channel. FFT is 

used to measure HR and RR. In the same year, Guo et al. 

showed similar approach to monitor driver’s HRV 

continuously under real world driving circumstances [23]. 

Using normal computer webcam one video sequence (15 fps 

and 640 x 480 resolutions) is taken of the driver face and then 

HRV is calculated from BVP. Dividing the Face regions into 

7 sub regions and average HRV was extracted using ICA 

method for all the regions. Another approach by Xiaobai Li et 

al. was proposed for HR measurement framework under 

realistic human computer interaction (HCI) situations [12]. 

Some others similar works were done in [8, 24-31].   

The most successful noncontact based physiological 

parameters extraction system has been proposed by Rahman 

et al. in 2015 [32]. They have developed a simple laptop web 

camera based method to detect HR, RR and IBI (inter bit 

interval). The results show about 90% accuracy for 

physiological parameters extraction using this system. This 

experiment can extract three physiological parameters in 

offline for any length of time. From all the related literatures 

it is seen that most of the noncontact systems to monitor 

physiological parameters are done in offline and most of them 

are good for a certain amount of time in lab environment. This 

paper presents a noncontact HR monitoring system in real 

 
1 http://stressmedicin.se/neuro-psykofysilogiska-matsystem/cstress-

matsystem/. 

time for unlimited amount of time using a web camera which 

overcomes most of the flaws of the previous works.  
The rest of the paper is organized as follows: chapter II 

describes materials and methods, chapter III highlights feature 
extraction using image processing tasks for noncontact 
experiments, chapter IV discusses real time HR monitoring 
method and the experiments and results have been focused on 
in chapter V. Finally, chapter VI summarizes the work. 

II. MATERIALS AND METHODS 

The experiment was taken place in two phases: firstly the 

real time HR extraction was conducted along with cStress 

system as a reference. All the facial image frames were saved 

for offline testing. Secondly HR was extracted again in offline 

using the saved film image sequences.   

A. Data Collection 

Data acquisition was conducted by 10 participants (all are 

male) of different ages (25 to 50 years) and skin colors. The 

experiments were carried out in indoors and with a sufficient 

amount of ambient sunlight. The participants were informed 

the aim of the study and they seated at a table in front of a 

laptop computer at a distance of approximately 0.5 m from 

the built-in webcam (HP HD webcam). During the 

experiment, participants were asked to keep still, breathe 

spontaneously, and face the webcam while their video was 

recorded for 5 minutes. HR was extracted in real time and 

saved in an excel file. All facial image frames (24-bit RGB) 

during real time HR extraction were recorded sequentially at 

30 frames per second (fps) with pixel resolution of 640 × 480 

and saved in PNG (Portable Network Graphics) format in the 

laptop. Simultaneously HR was also recorded using ECG 

sensors and cStress system1. After the real time extraction, 

HR was also extracted again in offline from the saved film 

image sequences.  

B. Applied Algorithms 

Three algorithms such as FFT, ICA and PCA have been 
applied at the same time but separately to extract HR in real 
time using only facial video. The average of the R, G and B 
signals were calculated for FFT method. For the ICA method 
[33], the normalized raw traces were decomposed into three 
independent source signals (R, G and B) based on the joint 
approximate diagonalization of Eigen matrices (JADE) 
algorithm [34]. The data collection was supposed to perform 
in sitting position without any movement but in reality the test 
persons moved their hands and heads little bit which is the 
cause of motion artifacts. Therefore, ICA is used which is able 
to remove motion-artifact by separating the fluctuations 
caused by small motions or movement. Interestingly, ICA 
returns the independent components randomly and the 
component whose power spectrum contained the highest peak 
is then selected for further analysis. Similarly the normalized 
raw traces are also decomposed by PCA to find the principal 
components [35]. This transformation is defined in such a way 
that the first principal component has the largest possible 
variance and each succeeding component in turn has the 
highest variance possible under the constraint that it is 
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orthogonal to the preceding components. The resulting vectors 
are an uncorrelated orthogonal basis set. The principal 
components are orthogonal because they are the eigenvectors 
of the covariance matrix, which is symmetric. PCA is sensitive 
to the relative scaling of the original variables. Finally, the Fast 
Fourier Transform (FFT) is applied on the selected source 
signal to obtain the power spectrum [36]. The pulse frequency 
was designated as the frequency that corresponded to the 
highest power of the spectrum within an operational frequency 
band. 

III. FEATURE EXTRACTION  

The main features of the proposed method is 3 independent 
signals which are called Red signals, Green signals and Blue 
signals and these signals were produced from the red, blue and 
green color values of each pixel of all the facial  image frames.  

A. Reading Image Frames 

An image frame is the fundamental part of a video or any 

image source that indicates the start and end point of a video 

which represents a silent part of that video. Fig. 1(a) shows 

the real time HR monitoring system to extract a number of 

image frames one by one at a certain period of time defined 

by the user. It is also important to notice that the resolution of 

the video should remain same during each image frame 

extraction for further calculations. Therefore a novel key 

frame video extraction algorithm has been used to maintain 

same resolution that can read image frames automatically one 

by one [37].  

B. Face Tracking 

Facial image is the input of the proposed non-contact HR 

monitoring algorithm and therefore it is very important to 

track facial part of the user. The real time method needs a 

powerful face tracking method to perform higher face 

detection rate. After extracting an image frame in real time, 

the automatic face detection function 

‘CascadeObjectDetector’ of Computer Vision Toolbox 

provided by MATLAB2 was applied which has been 

implemented using Viola and Jones method [38]. Later the 

function was modified to fulfill our own purposes. Fig. 1(b) 

indicates the detected face. 

C. Region of Interest Selection 

R, G and B color values of each pixel of the facial image 

frames are the most essential part for this experiment. Hence 

it was searched a perfect Region of Interest (ROI) over the 

detected face. The detected face using Viola and Jones 

method contains some unwanted part which needs to 

eliminate. To identify the coordinates of the face location in 

the first frame a boosted cascade classifier was used for the x 

and y-coordinates along with the height and width that define 

a box around the face according to the method in [39]. 

Therefore the center was selected as 60% width and 80% 

height of the box as the region of interest which is free from 

unwanted parts. Only the ROI was then separated from the 

entire facial image shown in Fig. 1(c) and this ROI is used for 

further calculations.  

 
2 "MATLAB  Computer Vision Toolbox," R2013a ed: The MathWorks 

Inc., pp. Natick, Massachusetts, United States. 

D. RGB Signals Extraction  

R, G, B color values are the fundamental elements of R, G 

and B signals (together they are called RGB signals) which 

were extracted from the facial cropped RIO image [40]. Each 

pixel of the image has 3x1 matrix of color values which 

consists of Red (R), Green (G) and Blue (B) color of the 

image. Then the three desired signals Red, Green and Blue 

signals are produced in two phases. In the first phase the 

average R, G and B color values are calculated for each image 

frame shown in Fig. 1(d) and in the second phase the red, 

green and blue signals are calculated from the summation of 

all the averaged R, G and B color values indicated in Fig. 1(e-

g). 

 
Figure 1. Feature Extraction from each image frame 

E. Signal Detrending 

Detrending is an important signal processing concept 

which is used to remove unwanted trend from the series. 

Detrending of signal is useful when it is thought that a feature 

is distorted from the relationships of interest. In our case, 

when environmental parameters changes such as temperature 

or external noise, the collected RGB signals will be drifting 

and noising. Therefore the signals need to detrend. The RGB 

signal has been detrended using the method used in [41] based 

on smoothnes priors approach with the smoothing parameter 

λ =10 and cutoff frequency = 0.059 Hz shown in Fig. 2(h). 

E. Filtering  

Before applying PCA, ICA and FFT the Red, Green and 

Blue signals in Fig. 2(d-f) formed from all red, green and blue 

image frames in Fig. 2(a-c) are filtered by Hamming window 

(128 point, 0.6-2 Hz, for normal HR 36-120) for heart rate 

[42] shown in Fig. 2(j). 

F. Normalization 

The signal needs to be normalized and the normalization 

has been performed according to the method mentioned in 

[43] in Fig. 2(i). Equation (1) shows the normalization 

formula as below: 

(a) Video Preview (b) Face Detection   (c) Cropped ROI 

 

(e) Red Frame (f) Green Frame (g) Blue Frame 

(d) RGB Frames  
FrSignaExtraction 
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                                               𝑋𝑖(𝑡) =
𝑌𝑖(𝑡)− µ𝑖(𝑡)

𝛿𝑖
                       (1)

  For each i = R, G and B signals where µ𝑖  is the mean and 

𝛿𝑖 is the standard deviation of 𝑌𝑖 . 

 
Figure 2. RGB Signals Pre-processing 

IV. REAL TIME MONITORING SYSTEM 

The physiological parameters extraction methods in [32] 

presents for physiological parameters (HR, RR and IBI) 

extraction for any length of time in offline. In order to use 

physiological parameters extraction in real life application 

like driver monitoring [44] or driver monitoring in semi-

autonomous vehicle [45] or in any other health applications 

[46], a real-time HR extraction method has been implemented 

in this paper. The proposed method has four main parts which 

are (i) video display and extract each image frame, (ii) face 

detection and facial image extraction, (iii) RGB signal 

extraction and pre-processing and (iv) Extraction of HR using 

ICA, PCA, FFT methods and displaying the results. For real 

time HR extraction it is not necessary to save any facial video 

during experiment. But all the facial images have been saved 

to extract HR in offline which is also a part of this paper. At 

first the system previews the user’s video in continuous mode 

and it performs all the works described in fig. 1. When the 

system reads 50 image frames one by one it stores all the R, 

G and B color values of the cropped facial image in a 

temporary database which are sent to the processing unit for 

further processing. Before applying ICA, PCA and FFT the 

signals are processed according to the steps in fig. 2 and also 

described vividly in section III. 

To minimize the update time of the results it was investigated 

using different number of image frames to extract HR and it 

was found that the system can able to perform best HR 

monitoring for 50 image frames for the first time which needs 

2-3 seconds and after that the update is possible for reading 

each image frame which is around 500 milliseconds (ms). The 

update of the result depends on how fast the system can read 

each image frames. It was investigated that the average update 

time was about 300 ms to read every image frame and display 

the results. Hence the system can extract physiological 

parameters of the user in real time for any length of time. To 

extract HR in real time at first the number of peaks in 

frequency domain was calculated for first 50 image frames 

and also the required time was recorded. Therefore HR is 

calculated as HR = 60*𝑓ℎ bpm (beat per minute) where 𝑓ℎ is 

the extracted frequency of the HR. For example Fig. 3 shows 

25 peaks for 600 image frames. The frame rate was 30 fps and   

 
Figure 3. Real Time HR monitoring GUI 

 

therefore the required time to read 600 image frames was 20 

second. HR is calculated as below:  

HR = 60*𝑓ℎ bpm 

      = [60 x (number of Peaks/Time)] bpm 

      = 60 x (25/20) bpm 

      = 75 bpm.  

When the first 50 image frames are read, the real time HR 

extraction begins and after that each image frame is added to 

the data base and the method provides new HR. 

A Graphical User Interface (GUI) has been developed 

using MATLAB to monitor HR in real time which has 3 main 

sub-sections. Fig. 3 shows the real time HR monitoring 

Graphical User Interface (GUI) which displays the 3 

subsections such as detected face, pulse peak and current HR 

using the three methods.  

 

 
Figure 4. Real Time HR monitoring GUI 

 

V. EXPERIMENT AND RESULTS 

HR was extracted and recorded for 5 minutes for all the 10 

test persons in real time using webcam and cStress system 

using ECG sensors and the extracted HR values were saved 

in two different excel files. After 5 minutes the real time 

session was over and HR was extracted again in offline using 

the saved film sequences using the proposed algorithms of 

[32]. For each test subject there were 3 separate excel files for 

the extracted HR; one was for real time method, another one 

for cStress system for reference and the last one for offline  

(j) (i) (h) 

(g) Average RGB signal 

Signal de-trend Normalization Filtering  

(d) Red Signal   (e) Green Signal            (f) Blue Signal 

(a) Red Frames (b) Green Frames             (c) Blue Frames 
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TABLE I.  STATISTICAL ANALYSIS OF HR IN REAL TIME VS OFFLINE 

CONSIDERING CSTRESS SYSTEM 

  

S 

U 
B 

J 

E 
C 

T 

  

P 

A 
R 

A 

M 
E 

T 

E 
R 

S 

  
Real Time 

  
Offline 

C 

S 
T 

R 

E 
S 

S F 
F 

T 

P 
C 

A 

I 
C 

A 

F 
F 

T 

P 
C 

A 

I 
C 

A 

1 

min 46 51 52 63 54 60 64 

max 98 99 90 88 98 88 87 

mean 71 73 70 77 76 78 76 

std 7 9 7 5 7 4 4 

median 70 72 69 77 76 78 76 

2 

min 57 59 57 58 51 64 53 

max 89 91 89 99 99 99 64 

mean 73 76 73 74 76 74 56 

std 6 5 6 5 6 5 2 

median 73 76 73 73 77 73 56 

3 

min 57 59 57 61 63 64 58 

max 90 99 90 99 99 99 71 

mean 76 75 76 79 80 80 64 

std 7 5 7 4 5 4 3 

median 78 75 78 80 80 80 64 

4 

min 54 61 54 54 60 54 64 

max 91 99 91 94 90 94 85 

mean 82 78 82 82 77 82 73 

std 6 6 6 6 4 6 4 

median 83 78 83 84 77 84 72 

5 

min 51 50 59 55 50 61 41 

max 99 99 99 99 99 99 93 

mean 71 74 72 72 75 75 61 

std 6 6 6 6 7 7 8 

median 71 74 72 71 75 74 61 

6 

min 63 59 63 55 61 55 71 

max 90 96 90 94 95 94 90 

mean 78 77 78 79 77 79 77 

std 5 7 5 6 6 6 3 

median 77 78 78 79 77 79 77 

7 

min 46 51 52 64 58 64 61 

max 98 99 90 95 99 95 99 

mean 72 74 70 77 78 77 70 

std 7 10 7 6 5 6 7 

median 70 72 69 76 77 76 68 

8 

min 51 50 59 54 51 67 71 

max 99 99 99 99 90 99 98 

mean 71 74 72 82 77 83 83 

std 6 6 6 6 5 6 4 

median 71 74 72 83 77 83 84 

9 

min 65 58 74 66 52 74 66 

max 98 97 98 92 99 92 95 

mean 87 84 87 87 84 87 81 

std 3 4 3 3 5 3 5 

median 70 72 69 77 76 78 76 

10 

min 47 50 48 61 53 58 66 

max 98 99 88 87 96 90 87 

mean 72 73 68 76 74 76 76 

std 7 8 7 6 7 5 4 

median 71 72 69 75 76 78 75 

 

method. It is necessary to do statistical analysis to find out the 

efficiency of the proposed method with respect to reference 

sensor system. Therefore several parameters such as 

minimum, maximum, average, median and standard 

deviations were calculated from the extracted HR for the real 

time extraction method, cStress system and offline method. 

These statistical parameters for all the 10 test persons are 

presented in table I. For the evaluation then it is necessary to 

calculate some statistical analysis. Therefore, the evaluation 

was made using 2 important statistical parameters such as 

RSQ (R-squared) and CORREL (Correlation Coefficient) for 

both real time and offline HR extraction considering cStress 

system.  

It should be noted here that the RSQ parameter is used to 

see how close the obtained signals of HR to the reference 

signal. RSQ ranges 0 to 1 where 0 indicates that the two 

signals are not correlated with each other where 1 indicates 

that the signals are fully correlated which means that the 

model explains all the variability of the response data around 

its mean. CORREL (also known as The Pearson product-

moment correlation coefficient) is another statistical 

measurement of the correlation (linear association) between 

two sets of values. The CORREL value ranges -1 to +1 where 

+1 indicates a strong positive correlation and -1 indicates a 

strong negative correlation. These statistical parameters were 

calculated both for real time and offline with respect to cStress 

using the parameters from Table I. The statistical analyses of 

HR in real time for the 10 test subjects are presented in Table 

II. 

 
Figure 5a. Comparison among three methods for Real time HR 

Extraction considering cStress System 

 

 
Figure 5b. Comparison among three methods for Offline HR 

Extraction considering cStress System 
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TABLE II.  STATISTICAL ANALYSIS OF HR IN REAL TIME VS OFFLINE 

CONSIDERING CSTRESS SYSTEM 

  
  

S 

U 
B 

J 

E 
C 

T 

 

 
P 

A 

R 
A 

M 

E 
T 

E 

R 

Real Time Offline 

FFT ICA PCA FFT ICA PCA 

1 
RSQ 0.90 0.89 0.96 0.99 0.95 0.99 

CORREL 0.95 0.94 0.98 0.99 0.97 0.99 

2 
RSQ 0.95 0.96 0.95 0.91 0.86 0.94 

CORREL 0.97 0.98 0.97 0.96 0.93 0.97 

3 
RSQ 0.95 0.93 0.95 0.92 0.95 0.94 

CORREL 0.98 0.97 0.97 0.96 0.98 0.97 

4 
RSQ 0.94 0.97 0.94 0.94 0.99 0.94 

CORREL 0.97 0.98 0.97 0.97 0.99 0.97 

5 
RSQ 0.99 0.98 0.96 0.97 0.98 0.98 

CORREL 0.99 0.99 0.98 0.98 0.99 0.97 

6 
RSQ 0.98 0.96 0.98 0.94 0.97 0.94 

CORREL 0.99 0.98 0.99 0.97 0.98 0.97 

7 
RSQ 0.89 0.94 0.86 0.81 0.90 0.81 

CORREL 0.95 0.97 0.93 0.91 0.95 0.90 

8 
RSQ 0.93 0.94 0.96 0.94 0.96 0.99 

CORREL 0.966 0.97 0.98 0.97 0.98 0.99 

9 
RSQ 0.98 0.98 0.97 0.96 0.96 0.95 

CORREL 0.99 0.99 0.98 0.98 0.98 0.97 

10 
RSQ 0.97 0.97 0.96 0.95 0.95 0.94 

CORREL 0.98 0.98 0.97 0.97 0.97 0.96 

 

As can be seen from Table 1, both the RSQ and CORREL 

values are close to 90% or more than 90%. CORREL function 

gives better result than RSQ both in real time and offline. The 

average RSQ and CORREL values of 10 subjects were also 

calculated for real time HR methods and offline HR methods 

by applying three algorithms and presented through bar charts 

as fig.4a and fig.4b. Average CORREL value is 0.97 for real 

time and 0.95 for offline which indicates that there is a strong 

positive correlation between the proposed methods and the 

reference system. Average RSQ value for real time is 0.93 and 

offline is 0.91 which also indicates a perfect fitness between 

the two methods. According to the Figures, real time method 

shows its best performance compare to the offline methods. It 

may happen because of the loss of R, G and B color values of 

the film image sequences during saving in local disk. Lower 

resolution of the video may be another reason of this 

performance. It is also seen from the fig.4 that PCA method 

gives the best results both in real time and offline and ICA 

methods show better result than FFT. 

VI. CONCLUSION 

A real time noncontact based HR extraction method is 

described in this paper using facial video which is easy to 

implement, low cost and comfortable for real time 

applications. Here, the main idea is to extract HR from the 

color variation in the facial skin due to cardiac pulse and the 

implementation has been done using a simple webcam in 

indoor environment with constant ambient light. According to 

the experimental works, both the RSQ and CORREL values 

shows highest closeness (i.e. >90%) with the reference 

measurements. From the table and the figures presented in 

earlier chapter it is noted that the correlation using CORREL 

parameters (97.5%) is higher than RSQ (96.5%) in real time 

and among the three methods PCA shows the highest 

accuracy and ICA works better. Better results (i.e. 99%) can 

be achieved by taking the average of the three methods and 

using HD (High Definition) video (1280 x 720 or even 1980 

x 1080). This non-contact technology is promising for 

medical care and others indoor applications due to widespread 

availability of camera specially webcams. For applications in 

outdoor environment for example driver monitoring, few 

things such as variable environmental illumination or head 

movement should be considered. Also to increase the 

efficiency, the experiment needs to be done by more test 

subjects and more verifying systems. Although this paper 

only addressed the recovery of the cardiac HR, many other 

important physiological parameters such as, RR, HRV and 

arterial blood oxygen saturation can potentially be estimated 

using the proposed technique. Creating a real-time, multi-

parameter physiological measurement platform with higher 

resolution of video based on this technology in driving 

situation will be the subject of future work.  
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Abstract

In crisis situations on board ships, it is of utmost
importance to have the passengers safely evacuate
to the lifeboats in an efficient manner. Existing
methods such as marked escape routes and maps
are not optimal as pre-planned escape routes may
become heavily congested by passengers. Further,
the closest lifeboat is not always feasible as lifeboat
capacity can be exceeded. Also considering that
some evacuees are strongly affiliated, such as fami-
lies, and that they prefer to evacuate together as a
group, it becomes a difficult problem to solve.

This paper models the area to be evacuated as
a time-expanded graph with hazard severities as
probabilities of survivability for each node. The
presented approach applies a multi-objective ge-
netic algorithm with multiple fitness functions to
maximize the over all survivability. Finally, the
proposed method picks the best evacuation plan
from a pool of potential solutions returned by the
genetic algorithm.

The solution generates better routing plans than
comparable methods, specially in situations where
grouping and congestions are considered. In
essence this is an essential step towards automatic
planning of evacuations which in turn contributes
to smoother evacuations of crises situations and
saving lives.

1 Introduction

In an ongoing crisis situation, on ships and else-
where, many challenges have to be faced during
evacuation. In the case of fire, as it spreads over

time, it produces an ever-increasing amount of
lethal heat and smoke, rendering rooms and cor-
ridors hazardous or unusable for evacuation. Fur-
ther, emergency response teams can be late and
may not have the capacity to assist everyone ef-
ficiently. A direct consequence is that people are
often initially left to themselves in evacuation sit-
uations. The closest emergency exits may become
heavily congested as masses of people converge on
them, while the nearest lifeboats quickly reach their
maximum capacity, forcing other evacuees to make
detours to search for alternatives. It is also possi-
ble that escape routes are rendered too dangerous
or unusable, and alternate, perhaps non-obvious,
routes have to be used. On top of it all, the infor-
mation required to make the best course of action,
such as the locations of people and hazards, may
not be available, or be erroneous, during the crisis.
All this may lead to valuable time and resources
being wasted.

While traditional static signs are meant to guide
evacuees safely towards exits, they have shortcom-
ings. They do not change if the evacuation routes
become blocked or hazardous. In addition, if too
many evacuees decide to take the same escape
route, it leads to congestion and overcrowding.

To mitigate the problems that arise during crisis
evacuation, research is being conducted on how per-
sonal electronic devices—such as smart phones—
equipped with sensors can be applied for manage-
ment of such situations [1, 12, 5]. Their built-in
sensors and communication technologies can both
gather information and share it among devices [8],
and the aggregate of this information can con-
tribute to clarify the current situation.

By leveraging this kind of real-time information,
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an automatic evacuation planning system can help
resolve some of the challenges faced during a crisis
situation, namely how to avoid casualties, conges-
tion, and confusion. It can automatically determine
escape routes for everyone present, taking care to
lead evacuees away from hazardous situations, and
avoid congestion by taking into account all passen-
gers and their respective escape routes.

1.1 Problem Formulation

Fast, efficient and safe evacuation is important dur-
ing crisis situations. Whereas current approaches
to evacuation planning include pre-planned routes,
a benefit could be had from providing real-time
evacuation planning. Pre-evacuation planning is
limited in that it cannot take into account the par-
ticularities of crisis situations as they happen; con-
sequently, evacuation operation can be inefficient
and unnecessarily dangerous.

Furthermore, it is of interest to take more of hu-
man behavior into account than has been done in
related work. Specifically, group affiliation is an
important aspect of human life, and it affects the
evacuation process.

In line with common practice [6] we treat the
escape as a time expanded directed graph of nodes
and edges: G(N,E). For this, any node ni ∈ N

• is either a room (source), lifeboat (sink), super
source or super sink,

• holds zero, one or more evacuees without ex-
ceeding its capacity c(n), and

• has a survivability σ(n) so that σ(n) ∈ [0, 1]
indicating the probability of survival for one
time step.

Any potential flow from node ni to node nj is rep-
resented with an edge ei,j ∈ E. A search space s
represents a solution, i.e. paths consisting of edges
and nodes, for every evacuee.

Additionally, an edge ei,j has capacity c(ei.j) and
flow value f(ei,j). Further this paper extends the
common terminology with node congestion con(ni).
While the capacity c(ei,j) reduces the flow of which
a quantity moves from node ni to nj , con(ni) limits
the number of people that can fit inside a room ni.
This is a realistic extension as there are practical
limitations to how many people can be in a room
at the same time.

The problem relies upon two main functions,
namely the overall survivability of a search space,
s:

f(s) =
∑
ni∈s

(σ(ni)) (1)

and the overall grouping of a search space, s:

g(s) =
∑

ei,j∈s
τ(ei,j , s) (2)

where

τ(ei,j , s) =

{
1 if ei,j occours at least twice in s for the same group

0 otherwise

(3)
The latter can be informally written as counting
the number of edges overlapping within each group.
An overlap occurs whenever at least two people use
the same path at the same time.

Consequently, this paper has two objectives in
prioritized order:

1. Maximizing the survivability: This is for-
malised, in line with common practice [5] as
finding a search space s∗ ∈ S so that f(s∗) ≥
f(s)∀s ∈ S. I.e. maximizing the probabil-
ity that persons survive in the path chosen for
them.

2. Maximizing the grouping: Finding a search
space s∗ ∈ S so that g(s∗) ≥ g(s)∀s ∈ S. I.e.
maximizing the probability that groups stay
together.

Note that we assume information such as phys-
ical layout of the ship, locations of people and
lifeboats, affiliations and survivability in each
room, is known. The authors realize that this may
appear as an unrealistic assumption, but note sig-
nificant effort is being made to collect and aggre-
gate hazard information in similar scenarios from
both stationary and smart phone sensors [12, 14].

1.2 Outline

Section 2 describes the related evacuation and evac-
uation planning. Section 3 continues with genetic
algorithms specifically how it was used to solve the
evacuation problem. Empirical results in a simu-
lated ship environment are presented in section 4.
Finally, conclusion and further work are presented
in section 5.
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2 Evacuation

Much work exists in the literature on evacuation
modelling [11]. Common for evacuations is a five
stage process [15]: (1) An alert is raised. (2) The
persons present react to the alert. (3) A decision is
made to evacuate. (4) The actual evacuation. (5)
Verify that everyone has made it to safety.

Most existing work on evacuation planning fo-
cuses on off-line solutions aiding step (3) and (4).
One of the main lines of research focus on math-
ematical modelling and solutions based on finding
maximal flow in networks [4]. Other work has been
based themselves on shortest path in a graph [9],
while some recent research has been carried out for
stochastic methods for planning safe escape routes
[5].

2.1 Group Behavior in Crisis Situa-
tions

Groupwise evacuation is grounded in recent so-
cial theory. According to the “social attachment”
model of human behavior during crisis situations
[10], in threatening situations people tend to seek
affiliation with familiar persons or attachment fig-
ures. This behavior delays the evacuation process;
in fact, it has been shown to cause the loss of hu-
man lives because people linger together with their
group or search for attachment figures instead of
promptly evacuating. Evacuation planning with-
out taking into account the strong force of group
affiliation would be nigh on pointless, as it is un-
likely that evacuees would follow a plan that re-
quired group members to go separate ways.

Furthermore, the social attachment model goes
against earlier mass panic theories, which claim
that chaotic human behavior is the norm when dis-
aster strikes [3]. In contrast those earlier theories,
the social attachment model describes evacuation
as orderly in most cases. This certainly indicates
a higher probability of evacuees displaying an abil-
ity to follow the dynamically planned routes than
if they were panicking and behaving irrationally.

2.2 Evacuation Planning With
Multi-objective Genetic Algo-
rithms

Genetic algorithms (GA) have been used within the
field of evacuation previously. In [13], the evacua-
tion planning process is described as a three-part
process which is performed as a preparatory mea-
sure for the case where actual evacuation is needed:
Selecting safe areas, finding optimal paths from
buildings to safe areas, and selecting the best safe
area for each building is included in planning. The
first step, selecting safe areas, was done manually.
Next, the optimal paths from buildings to safe ar-
eas were determined according to safety and traffic.
The last step, selecting the best evacuation routes
for each building, was then solved with a genetic
algorithm.

Kongsomsaksakul et al. [7] also consider pre-
disaster evacuation planning. In their model, the
problem is formulated as a Stackelberg game, where
the leader is the evacuation planning authority des-
ignating shelter locations. The follower is the col-
lection of evacuees, who according to the given shel-
ter locations determine which shelter to move to
and by which path.

The GA is employed by the planning authority to
place shelters. Given a potential solution from the
leader, the evacuees decisions are calculated. The
result is fed into the GA’s fitness function, which
is a weighted sum of constraints on egress time,
congestion, and shelter capacity.

3 Genetic Algorithm (GA)

The solution bases itself on an initial population
of solutions that is further improved by iterations.
Solutions within a population are encoded as chro-
mosomes.

The GA implementation uses NSGA-II [2], and
was chosen based on promising performance char-
acteristics documented in [16]. It depends on im-
plementation specific components used in every it-
eration, namely: Selectors selecting pairwise solu-
tions. Crossover combining pairs of solutions. Mu-
tators randomly modifying each solution. Fitness
functions used for distinguishing good from bad so-
lutions.

The termination criterion is set to a fixed number
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Figure 1: A example chromosome containing an
evacuation routing plan.

of iterations. After termination, the best solution
must be selected from the population. The popu-
lation contains solutions that are optimized for one
or more of the objectives. The final solution is se-
lected by the super selector.

3.1 Encoding of Chromosomes

A chromosome contains path assignments for
each evacuee as shown in Figure 1. Note that this
is directly related to a selected search path s.

In this example the network includes nodes A-
E, sink F and super sink T . The elements of each
path, e.g. (A, B), are edges. Each column is a
path assignment to either a person or a group which
is initially located in the first node in the path.
Edges are used in the path to support cases where
multiple edges connect two nodes, such as if two
oblong, parallel rooms are connected with two or
more doors.

3.2 Genetic Operation

The GA starts by selecting a pair of parent chro-
mosomes using binary tournament selection [2] and
then performing a crossover using these.

3.2.1 Crossover

A multi-point crossover operator for recombining
a pair of two-dimensional chromosomes has been
implemented, by using one-point crossover once for
each group represented in the chromosome. The
crossover point in each parent is randomly selected
among potential, valid crossover points. For a
crossover point at node ni to be considered valid, an
edge with a target node ni must exist within the
corresponding path in both parent chromosomes.
However, the common node does not need to be
traversed at the same time.

If the crossover operation creates an invalid child,
one of the parents is passed as child instead. Be-
cause different children for different lengths are
created, the path may extend beyond the time-
expansion. By ensuring that the initial population
is valid and only passing valid solutions as children,
this problem will not occur. It is important to note
that this crossover operator can take two identical
parents and still produce distinct children. Usu-
ally, a chromosome which is recombined with it-
self will produce children that are perfect copies
of itself, and hence with no possible improvement.
However, due to the way chromosomes are encoded
and crossover is implemented, in this case a par-
ent mating with itself has the possibility of produc-
ing offspring which are different and may be better
than its parent. This effect arises because edges,
which are reusable at different time steps, can oc-
cur several times in the same chromosome, which
can lead to a single chromosome having multiple
time-shifted crossover points with itself. Neverthe-
less, offspring that are identical to their single par-
ent will still occur if the exact same crossover point
is used for both of the parents. Reuse of edges al-
lows for two things. Firstly, it allows waiting in a
node by following the holdover edge two or more
times in sequence. Secondly, it also occurs when
paths are circular. Regardless, such solution paths
will be evaluated by fitness functions and handled
accordingly.

Note that in a time-expanded network, crossover
breaks the sequential timing of the path. To fix the
timing of a path, a repair function is applied after
the crossover. This adjusts the time of an edge so
that the sequential timing is kept.
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3.2.2 Mutation

The one-dimensional mutation changes each path
of each chromosome in the population by a prede-
fined probability. The mutation generates a new
random path starting from the same origin and
ending at the super sink.

3.3 Fitness Functions

This section presents two fitness functions moti-
vated by the evacuation criteria (see section 2) :sur-
vivability and grouping. As a direct consequence,
the fitness functions are used from the problem for-
mulation, namely: Survivability, f(s) (see equation
1) and Grouping, g(s) (see equation 2).

3.4 Super Selector

Unlike traditional GA, NSGA-II does not yield a
single solution which can be considered the best
one. This is an intended effect of using Pareto
ranking. Instead, the solutions present in the first
Pareto front are the set of the best solutions which
the algorithm could find. Because the solutions
with the same rank are mutually non-dominant
NSGA-II makes no assumptions as to which, if any,
of the objective functions are more important.

Therefore, a single solution must be extracted
from the set of solutions yielded by NSGA-II. This
can be done manually, which can be suitable in a
decision-support system. However, automating the
process is often preferable, which can be accom-
plished by adding a final processing step for the set
of solutions NSGA-II yields. This can be realized
by using a selection mechanism which is able to
rank the solutions, for instance by combining the
fitness values in some way. Here we use a prioritized
fitness ranking approach.

Prioritizing works as follows. Starting with the
highest ranked fitness measure, all solutions’ value
for it is compared. If one solution has a strictly
lower value than all others, then that solution is
selected. Otherwise, the set of solutions with the
lowest value are compared again, this time on the
next-highest ranking fitness measure. This contin-
ues until a solution has been found. If all objective
functions have been processed in this way and more
than one solution are still candidates, the tie is bro-
ken arbitrarily.

The objective functions we use are ranked in the
following order:

• Endpoint capacity

• Survivability

• Passage congestion

• Room congestion

• Length

The ordering has been determined through infor-
mal reasoning. First, we definitely want every evac-
uee to be assigned to a lifeboat which has room for
him or her. This is the highest ranked objective,
seeing as failing to accomplish this is considered
a hard failure (certain fatality). Second, we want
to minimize the time spent in dangerous spaces,
measured by survivability. Next comes congestion,
which can influence actual survivability and cause
evacuees to fail at following their assigned routes.
Path length is selected last, because even thought
it is desirable to have the shortest paths possible,
it is less important than the other objectives.

4 Experimental results

This section provides results from running the al-
gorithms NSGA-II, Djikstra and Random in a net-
work based on the layout of a deck on a real
ship, the MS Xpedition owned by Celebrity Cruises.
This has in total 40 rooms and 4 lifeboats. For
all experiments evacuees are randomly divided into
groups and randomly spread out in the network.
Survivability is distributed randomly between 0.8
and 1.0.

All results are aggregated averages of 50 itera-
tions with the confidence of 95%.

Figure 2(a) and 2(b) show results from surviv-
ability for 20 evacuees in a situation with life boat
capacity of 5, and random probability of surviving
varying from 0.8 to 1.0. The evacuees were divided
into random groups of 1-5.

The results from Figure 2(a) indicates that
NSGA-II finds the optimal solution (100% surviv-
ability), when there is no grouping, after 118 iter-
ations. Djikstra is only able to survive 94% of the
evacuees, while random is able to evacuate 90%.

The same experiment is present at Figure 2(b)
and shows the grouping of each algorithm. It is
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(a) Survivability — f(s)

(b) Grouping — g(s)

Figure 2: Experiment results in a realistic ship net-
work

noteworthy that the grouping continues to improve
throughout the experiment.

A conclusion to be drawn from this is that the
approach finds an optimal solution with respect to
survivability. Further, without have any impact on
the survivability, the approach continues to opti-
mize on the grouping. This is in line with the intent
(see section 1.1) that primarily optimises on surviv-
ability than continues optimisation on grouping.

4.0.1 Effects of Congestion Heuristic

In Figure 3(a) and , 3(b) the algorithms have
been applied with the same parameters. However,
in 3(a) NSGA-II was run without the congestion
heuristics, while it was present in the experiment
presented in 3(b). The effect this has can be seen
clearly: When not optimizing for congestion, the
criterion is neglected and increases as the genetic
algorithm progresses. Congestion even approaches
the value of the Random algorithm. Conversely,
when congestion is optimized for, the genetic algo-
rithm continually improves the congestion perfor-
mance, albeit slowly. The results also show that the
survivability improves correspondingly. However,
for reasons of brevity, this graph is not presented
here.

4.0.2 Extensive Experiments

Additional work has been done in both simple test
networks and larger randomly generated graphs.
The results from these graphs are similar to those
presented in this chapter, with mostly negligible
differences. The only difference worth mentioning
is that randomly generated graphs yields a more
difficult optimisation problem which decreases the
performance of NSGA-II compared to Djikstra.
Hence, NSGA-II result in a lower survivability than
Djikstra

5 Conclusion

The problem of efficient evacuation can be viewed
as an optimization problem, for which many tech-
niques have been developed, including genetic al-
gorithms.

NSGA-II is an adaption of the genetic algorithm
framework which supports the preservation of di-
versity among candidate solutions by taking into
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(a) Without congestion heuristics.

(b) With congestion heuristics.

Figure 3: Experiment results with and without con-
gestion heuristics.

account Pareto indifference, meaning that no solu-
tion is strictly better than others. The technique
presented in this paper bases itself on a

The technique we developed to select a solution
from the multiple solutions returned by NSGA-II
is a prioritized objective approach.

The results clearly show the potential genetic al-
gorithms can have in evacuation planning. In fact,
we found that in some simpler scenarios was able
to find a solution for most of scenarios that outper-
formRandom and Djikstra’s.

Our results also show that when the fitness func-
tions becomes more complicated, such as consider-
ing congestion, the efficiency of the algorithm suf-
fers. Hence, when the complexity increases more
generations are needed.

5.1 Future Work

Future work includes making more specifically
adapted genetic operators such as mutation op-
erators which take into account the grouping as-
pect. The inherent complexity of the chromosome
is likely a hurdle which needs to be overcome. Due
to the way the chromosome is defined, very spe-
cific constraints are applied to it which limits the
effectiveness of the genetic operators, compared to
traditional genetic algorithms. The limitations are
related to the way each part of the chromosome
must be a valid path specification.
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Abstract

Social media has become an important open com-
munication medium during crises. This has moti-
vated much work on social media data analysis for
crises situations using machine learning techniques
but has mostly been carried out by traditional tech-
niques. Those methods have shown mixed results
and are criticised for being unable to generalize be-
yond the scope of the designed study. Since ev-
ery crisis is special, such retrospect models have
little value. In contrast, deep learning shows very
promising results by learning in noisy environments
such as image classification and game playing. It
has, therefore great potential to play a significant
role in the future social media analysis in noisy
crises situations. This position paper proposes an
approach to improve the social media analysis in
crises situations to achieve better understanding
and decision support during a crisis. In this ap-
proach, we aim to use Deep Learning to extract
features and patterns related to the text and con-
cepts available in crisis related social media posts
and use them to provide an overview of the crisis.

Keywords: deep learning, social media, crises
situations

1 Introduction

A vast variety of natural and human-caused crises
occur around the world. The diversity and immedi-
acy of these crises cause severe challenges not only
for the people affected and responders, but also to
the research community. Some of the unsolved re-
search challenges include:

• How can machine learning be used to detect a
crisis as soon as it occurs from external sources
including social media?

• How can machine learning use crisis related
social media data to acquire information about
a crisis’ status and progression?

• How can artificial intelligence support the re-
sponders in making the correct decisions dur-
ing a crisis?

Social media plays a pivotal role in most crises to-
day, from getting life signs from people affected to
communicating with responders. However, most
research using social media in crises situations are
one-off solutions with a specialised technique or ad-
dressed area [1]. A one-off solution means that the
research focuses on finding a technique that yields
the best result in a specific crisis. The technique
fails to generalize beyond the study. This finding
has several implications due to the distinct nature
of crisis. Firstly, crises are diverse, and range from
natural, technological, financial to political crises,
and even previously unforeseen types of crises. Sec-
ondly, crises evolve through time. Different aspects
of a crisis change as time passes, which means what
is learnt earlier on may not be applicable later in
the crisis. Finally, crises are unpredictable in na-
ture as unexpected event may occur.

Deep Learning (DL) has the potential to improve
social media analysis in crises situations because of
its ability to learn patterns from unlabelled data
[17]. This property has enabled DL to produce
breakthroughs in the domain of image, text and
speech recognition. Moreover, DL has the ability
to generalize learnt patterns beyond data similar
to the training data, which can be advantageous
while dealing with social media analysis in crises
situations. Despite the breakthroughs brought by
DL, improvements are still to be made the further
optimise it and improve its performance [14]. This
paper proposes to explore the uninvestigated area
of how the emerging advantages of DL can be ex-
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panded upon to address the pertinent challenges of
evolving crisis analytics for social media.

This paper is organised as follows. In section 2
we discuss the use of social media in crises situa-
tions with a special focus on the use of machine
learning. Section 3 continues with Deep Learning,
and section 4 proposes an approach for applying
Deep Learning to for social media analysis. Finally,
section 5 concludes.

2 Machine Learning in Social
Media Analysis in Crises
Situations

Social media has become an open crises communi-
cation medium. As an example, during the tsunami
in the Philippines in 2012, 558126 tweets were pro-
duced in 8 different languages in the course of the
seven first hours following the crises [2]. Similarly,
20000 tweets/day were registered midst the 2012
Sandy storm in New York, and 5000 tweets/second
were reported during the 2011 earthquake in Vir-
ginia (US) [2].

There is no doubt that valuable, high through-
put data is produced on social media only seconds
after a crisis occurs. However, processing and in-
ferring valuable knowledge from such data are dif-
ficult for several reasons. The messages are typ-
ically brief, informal, and heterogeneous (mix of
languages, acronyms, and misspellings) with vary-
ing quality, and it is often required to know the
context of the message to understand its meaning.
Moreover, posts on other mundane events are also
part of the data, which introduces additional noise
for training. To address the challenges of detecting
and classifying a crisis in heterogeneous data, su-
pervised and unsupervised machine learning tech-
niques were used.

2.1 Supervised learning

In order to classify a social media message as part
of one particular crisis event, several features re-
lated to the message need to be used, including
the nature of the message (factual, emotional or
subjective), the information provided, the informa-
tion source, credibility, time and location. Note

that some of the features can be automatically ex-
tracted, but others need human labelling.

From the message examples, the supervised
learning algorithm learns a predictive function
(representing the relation between the features and
particular crises) so that it can classify any new
unknown message as part of one of the categories
of crises. Several approaches have been applied
for this: Näıve Bayes and Support Vector Machine
(SVM) [5][6], Random Forests [7], and Logistic Re-
gression [8]. Further, to mitigate the complexity
of social media messages, some research focuses on
only analysing tweets with certain tags [4]. As ex-
ample, the tag “breaking news” and “news” can
be used to identify breaking news tweets [9]. In
the same way, the occurrence of the words “earth-
quake” and “landslide” were used as features in a
SVM classifier to classify earthquakes [8] and land-
slides [10] respectively.

However useful in reducing the complexity of the
data, this approach neglects the potential valu-
able information contained in the text such as the
status of the crisis, potential victims, needed re-
sources, and so on. In a supervised approach, (hu-
man made) labels are necessary for training the
classifiers, but they might be highly difficult to ob-
tain, especially in case of multi-language messages
or context knowledge [4]. Furthermore, such labels
are not always reliable and may not be available at
the time of the crisis. Moreover, reusing a classifier
trained on data from previous disasters may not
perform well in practise and intuitively returns a
loss of accuracy even if the crises have a lot in com-
mon. To solve this issue research has been carried
out to use unsupervised learning techniques.

2.2 Unsupervised learning

Unsupervised methods are used to identify pat-
terns in unlabelled data. They are most useful
when the information seekers do not know specif-
ically what information to look for in the data –
which is the case in many crises situations. An ex-
ample is grouping tweets into stories (clusters of
tweets) after a keyword filter [11]. This method re-
duces the number of social media messages to be
handled by humans since it groups equivalent mes-
sages together. Another application using unsuper-
vised learning identifies events related to public and
safety with a spatio-temporal clustering approach
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[12]. In addition to strictly clustering elements into
groups, soft clusters have been used to allow items
to simultaneously belong to several clusters with
variant degrees. In this methods, the tweets simi-
larity is based on words they contain and the length
of the tweets [13]. The approach was applied on
data from the Indonesia earthquake (2009) and it
detected aspects related to the crisis (relief, deaths,
missing persons, and so on).

3 Deep Learning

Imitating the efficiency of the human brain has
been a huge challenge for the artificial intelligence
field. The emergence of DL has fuelled a paradigm
shift and made it a more achievable goal. DL is a
machine learning technique with its roots in Neu-
ral Networks that allows learnt models composed
of multiple processing layers so that the knowledge
state has several layers of abstraction. DL is par-
ticularly valuable because it is shown to find com-
plex structures in large data using an algorithm
to update its internal representation of each layer
in a way that other state-of-the-art algorithms are
not [14]. Conventional supervised machine learn-
ing techniques require careful engineering to trans-
form raw data into suitable features for classifica-
tion of inputs, whereas, DL fed with raw data, dis-
covers the representation and features needed for
detection and classification. DL techniques with
back propagation and deep convolutional nets have
brought breakthroughs in image processing while
recurrent nets have brought amazing advancements
in sequential data analysis such as text and speech
recognition [15]. DL is used to analyse X-ray im-
ages to detect potential diseases [16], and to recog-
nise handwriting [17]. DL is applied to online tasks
perhaps most notably, it was the first AI machine
to beat a human expert in the game of Go – by
most AI scholars considered one of the most com-
plex games for artificial intelligence [18]. Further,
DL is successfully applied to text mining to organ-
ise text documents in databases by topic [19], to
analyse costumers review on a given product and
deduce what they think about it [20]. Moreover, it
has been explored in chemical text mining to recog-
nise drugs and chemical compounds [21], and senti-
ment analysis [22]. However, DL has to a very lit-
tle degree been explored for crises management [4].

Despite the breakthroughs brought by DL, using
DL for unsupervised learning has not been much
explored and was for a long time overshadowed by
the success of supervised learning [14]. Unsuper-
vised learning is important to explore since, in that
paradigm, the AI machines discover structures by
observing the data without being told what each
feature in the data represents.

4 Social Media Analysis

This paper propose an approach to improve the so-
cial media analysis in crises situations to achieve
better understanding and decision support during
a crisis. The approach is summarised in Figure 1
and consists of moving from low to high level of
abstraction. We plan to proceed from: Using DL
to transform non-standard words into their canoni-
cal form (1). Then, understand the semantic of the
text (2). Finally, provide an overview of a crisis
development (3).

Figure 1: Overview of the proposed approach

4.1 Analysis on words and sentences

The machine needs to recognise words in the sen-
tence to understand it. In social media text this
task is challenging since the messages typically
contain misspellings, abbreviations, deletions, and
phonetic spellings. Traditional supervised learning
approaches are extremely dependent on the correct-
ness of the training set. To learn diverse function-
ality, training sets that represent each category of
the data are required. The number of ways a word
can be misspelled is huge, which means that tra-
ditional approaches fall short [23]. Unsupervised
approaches can find similarities between spelling
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variations of words using clusters containing the
correct word as well as its different misspellings.
Nevertheless, unsupervised learning also falls short
because they depend on rigid metrics for similarity
that influence the clusters [23].

To address this challenge, we plan to use DL to
deduct high-level abstractions (e.g. meaning) from
lower levels (e.g. letters or sub-string). A new con-
figuration at low abstraction level may then lead
to a better representation of words and similari-
ties between different spellings. The assumption
is that even with limited training sets, a new ex-
ample could be meaningfully represented using the
low-level abstractions. We will look at ways to
modify the basic DL algorithm so it can detect fea-
tures that relate non-standard versions of words or
phrases, which will be used to deduct the correct
text. For this first phase, we will train and test the
developed algorithm on collected texts from crisis
events on Twitter. The text contains ungrammat-
ical sentences, non-standard and misspelled words.
The algorithm will be evaluated based on correct-
ness metrics and error rates of non-standard words
that the algorithm fails to recognise. Due to DL
ability to be applied in noisy environments, we pre-
dict that this approach will outperform state-of-
the-art in the field of text mining.

4.2 Identify and understand con-
cepts

After word and sentence analysis is carried out, the
proposed approach moves to a higher level of ab-
straction: Classifying concepts from multiple social
media messages. Explicitly, this means identify-
ing what a writer tries to express (e.g. informing
about a situation, crying out for help, express ex-
plicit needs, and so on) and understanding concepts
from the message. The state-of-the-art in this area
mostly centres on supervised learning techniques by
training the algorithm on a set of text on each topic
to learn a predictive function, which in turn is used
to classify a new topic into a previously learnt topic
[24]. A limitation of this approach is the scope of
predefined topics: If a text about an unforeseen
topic is presented to the algorithm, such as a new
crisis, it will wrongly classify it as one of the ex-
isting topics. A challenge is that crises are diverse,
and the number of topics discussed in social media
during a single crisis is big, dynamic, and chang-

ing. The complexity of social media data makes
getting human labelled data for each topic very ex-
pensive and time-consuming. Adversely, unsuper-
vised techniques try to look for co-occurrences of
terms in the text as a metric of similarity [26] and
inferring the word distribution in the set of word
the text contains and using their frequencies for
document clustering [27].

Using DL to understand a sentence or a docu-
ment is an ongoing research topic in which progress
is still to be made. DL has been used to predict
the next word on a sequence of semantically re-
lated words [14], and this ability suggests that DL
have learnt a semantic representation of the words.
DL also has some success in predicting the next
character in a sequence of characters which is used
to generate text, and in machine translation [14].
To address this challenge we aim to use DL on the
normalised text to automatically learn distinct fea-
tures for each discussed concept. Further, we in-
tend to find a strategy to decompose a document
into concepts, segmenting the text into semanti-
cally meaningful atomic units. By identifying the
underlying concepts of a document or a sentence, a
deeper understanding is established. This lies the
foundation for building crisis understanding. We
will investigate ways to improve unsupervised DL
for concept discovery. A semi-supervised method
can be used to improve the performance of the data
representation. When the model is actually able to
represent the unlabelled data, labels can be added
to transform the problem from an unsupervised to
a supervised learning problem. For this model,
we will gather data from social media platforms
on crises events, including Twitter, transform the
noisy data into a workable form using the approach
described in Section 4.1, and use this data to train
and test our model. We will empirically verify the
result of each test, which will help us understand
how the model performed. We will base our evalu-
ation on established correctness metrics and error
rates of topic or concepts that the algorithm fails
to recognise.

4.3 Crisis understanding

Even though the crisis data is valuable with high
throughput, it is small compared to the 7Gb/min
of data produced by Twitter alone [3]. Hence, this
topic integrates two areas: DL and big data (large
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and complex datasets that cause traditional data
processing application to be inadequate). The aim
of this phase is to detect crisis patterns in social
media text that can be used to retrieve crisis related
messages from big social media data in a way that
it gives an overview of its status.

The state-of-the-art in the use of machine learn-
ing on social media in a crisis (see Section 2) are
one-off solutions with specialised techniques or ad-
dressed areas, including the labels needed for train-
ing the classifiers which are not always reliable or
available. Also, reusing a classifier trained on data
from previous disasters may not perform well in
practise and intuitively returns a loss of accuracy
even if the crises have a lot in common.

One of the key features of DL is the analyses of a
big amount of unsupervised data [25], which makes
it valuable for big data analytics with unlabelled
and uncharacterized data. DL can be used to ad-
dress the important problems including extracting
patterns from massive data, and information re-
trieval. It can provide a generic solution that infers
similarity and dissimilarity patterns between differ-
ent crises. Nonetheless, DL algorithms can become
computationally expensive when dealing with high
dimensional data due to its deep layered hierarchy
and number of parameters to learn. The comput-
ing expensiveness becomes more of a problem in
social media where the data is streaming rapidly
and changing fast. Methods for incremental learn-
ing have been developed to deal with this challenge
that includes the use of DL [28]. To address this
challenge question, we will use and expand incre-
mental DL to infer information about rare events
(crises data) in a mix of a massive and diverse data
which, in this stage, include the concepts learnt
previously and metadata (including time, location
and writer of a tweet). The result will be presented
in a spatiotemporal overview of the crisis. A spa-
tiotemporal overview presents the statue of crisis in
a location at different points in time, an approach
which to very little degree has been investigated
[4]. The overview will be used as a decision support
system to help take the most appropriate actions to
resolve the crisis. We will present the model with a
set of crisis practitioners that will test it and pro-
vide inputs (in the form of a survey) on how helpful
this model would be in the case of crisis. Correct-
ness metrics and error rates of the algorithm will
also inform of its abilities.

5 Conclusion

This position paper presents an overview of ma-
chine learning techniques used for social media
analysis in crises situations today. The current
approaches, based on traditional machine learning
techniques, are heavily criticised for being one-off
studies which cannot be generalized. Since every
crisis is special, such retrospect models have little
value.

Deep Learning (DL) has the potential to miti-
gate this problem since it has been shown to very
good at generalizing. The paper presents a possible
approach for applying DL to crises analysis. The
model starts with normalizing social media data.
This includes mapping noisy words to the original
word. Further, the normalized text can be used to
deduce the concepts and the topic of a cluster of
texts. Finally, the texts related to a crisis situation
are retrieved and a spatiotemporal representation
of the crises of the crises is produced based on those
texts. In this way, DL can be used to offer a de-
cision support system to crises responders to help
them better understand a crisis situation and pro-
duce more efficient decisions than traditional ma-
chine learning techniques.
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Abstract

Awareness is a broad concept, just like “intelli-
gence”, and has many connotations. This paper
presents the vision of researchers from Center for
Applied Intelligent Systems Research (CAISR) at
Halmstad University.

1 Aware systems research definition

Awareness is a broad concept (just like “intelli-
gence”) and has many connotations. Relating to
research on computing systems, there are two direc-
tions: one regarding the logical definition of aware
and how to determine if a system is aware or not,
another regarding what is required to be aware,
i.e. what capabilities are required to be aware. In
CAISR we focus on the latter.

Examples along the first direction can be found
in, e.g., the papers by Hintikka (1975), Fagin and
Halpern (1988) or Modica and Rustichini (1994).
They boil down to statements like “Awareness of
φ if they explicitly know φ or they explicitly know
they don’t explicitly know φ” over enumerations
of possible worlds, where φ is a logical statement
that can be true or false. As argued by Devanur
and Fortnow (2009), such definitions are of little
practical use since there is never endless time to
search through all possible objects. It is also rel-
evant to ask if awareness is a purely binary con-
cept. Human awareness works quite differently: we
are more aware of recent facts than old facts, even
though we know them all. Devanur and Fortnow
(2009) suggest a more practical and human-like def-

∗Authors are at Center for Applied Intelligent Systems
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inition: that awareness of an object is inversely pro-
portional to the time needed to enumerate that ob-
ject in a certain environment and a context. If you
cannot do this within a certain time then you are
effectively unaware of the object.

The work by Endsley (1995) is central regard-
ing the second direction: what is required to be
aware. Endsley (1995) describes awareness, from
a human psychological perspective, as knowledge
created through interaction between an agent and
its environment, and “knowing what is going on”
(see Gutwin and Greenberg, 2002, and references
mentioned therein). Similarly, but more recently,
Zhao et al. (2012) state, from a computing per-
spective, that awareness is the ability to perceive,
to feel, or to be conscious of events, objects, or
sensory patterns, but it may not lead directly to
full comprehension. Zhao (2013) refines this into
awareness being “a mechanism for obtaining infor-
mation or materials which are useful for human
users, for other systems, or for other parts of the
same system, to make decisions”. Zhao (2013) fur-
ther comments that computationally aware systems
have been studied for a long time but are often
classified based on the event to be aware of. Exam-
ples include, context aware, situation aware, inten-
tion aware, preference aware, location aware, en-
ergy aware, risk aware, chance aware, and so on.
Such classifications are not helpful to explore the
key properties of aware systems since it divides
aware systems research into many subsystems with
unclear boundaries between them.

In CAISR we do not pursue research on what
it logically means to be aware. We follow the di-
rection of Endsley (1995) and Zhao (2013) and de-
fine aware systems research as: Research on the de-
sign of systems that, as autonomously as possible,
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Figure 1: The knowledge pyramid.

can construct knowledge from real life data created
through the interaction between a system and its en-
vironment. This data necessarily includes stream-
ing data. Such systems should be able to handle
events that are unknown at the time of design.

The goal with artificial intelligence (AI) research
and development is to construct systems that be-
have intelligently. However, it is standard to as-
sume that human experts define the task that the
system should perform and that the collected data
used for building systems reflect the “reality”. This
means that these systems are “designed” or “pro-
grammed”, which leads to systems that break when
the context changes. Our aim is to approach the
construction of AI systems that can do “life-long
learning”; systems that require less supervision and
handle surprising situations. In order to do so, the
systems must become more “aware” and able to
learn on their own.

The construction of knowledge (going from per-
ception to knowledge) is often represented by the
knowledge pyramid (Ackoff 1989), see Figure 1; the
higher a system reaches on the pyramid, the more
knowledge it has and the more aware it can be. A
version of this structure and knowledge pyramid is
also how NASA looks at intelligent monitoring of
missions (Degani et al., 2009). A fully aware sys-
tem will have interaction both upwards and down-
wards in the pyramid, e.g. events higher up in the
pyramid will affect choices on what data to collect.

Much of the work on machine learning (ML) and
AI has not considered the knowledge creation as-

pects of intelligent systems. The common approach
is to have humans define the problem in significant
detail, for example the data characteristics, the rep-
resentations used, the model used, etc. and the task
is to build a machine that replicates the human
decision. There are therefore many open research
challenges for each of the stages in the knowledge
pyramid:

Data: This deals with the collection of data
and the representation of it, answering the ques-
tion “with what” (Zhao 2013). An open ques-
tion is how an autonomous system should select
what data to collect? With streaming data from
all sorts of sources, and with data bases of vary-
ing quality, how can the system tell what data
are (or will be) relevant? The “with what” de-
cision is to a large part done by humans today,
which simplifies the learning problem immensely,
but it is clearly one of the most relevant questions
for autonomous learning. A related, much more
researched, question is how to create general fea-
tures; features that will apply to many problems
(e.g. invariant features in images). Furthermore,
with endless streams of data (i.e. in the “internet
of things” era) it is impossible, even uninteresting,
to save all data. It should be possible to save snap-
shots, compressed, or aggregated representations of
the data. These representations should be learned
and be general so that they apply to many different
tasks. The fact that the working environment of a
system may change frequently, requires consider-
ing the plasticity-stability problem seriously (Zhao
2013); features that look unimportant today may
end up being important tomorrow. A system that
is aware should therefore be curious and never stop
exploring.

Information: This relates to questions that
begin with “who, what, when and how many”
(Rowley 2007), creating “events” from the data
in the layer below. Examples of operations that
are required for this are classification, rearrang-
ing/sorting, aggregating, performing calculations,
and selection (see e.g. Curtis and Cobham 2005).
Much ML research (including that on deep learn-
ing models) has been devoted to this stage, and
also AI research for e.g. text and language parsing.
Important open research questions here regard au-
tonomous clustering and categorization of events.
How can events be grouped into categories, e.g.
common or uncommon, normal or odd, for later
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use? A challenge is to do this autonomously, or
with only limited interaction with a human (that
can provide hints), and in non-stationary environ-
ments. There is a significant body of relevant re-
search on deviation detection, change detection and
autonomous clustering.

Knowledge: This level is about creating “rules”
from the information (rules can be in the form of
models and not necessarily in e.g. predicate knowl-
edge form). This always requires combining infor-
mation from different sources. For example, is an
observed “event” from one set of data sources asso-
ciated with some other event, and can such associ-
ations be formulated into rules (and are these rules
correct)? One obvious example is the supervised
learning setting, where information “events” (in-
put) are matched to correct responses (target) pro-
vided by a human expert and encoded into a rule
(model). A very relevant research question here is
how human generated knowledge, e.g. in the form
of text comments in human curated data bases or
models of the environment, can be combined with
the machine generated information to create rules.
Horeis and Sick (2007) have presented one exam-
ple for incorporating human experts in this process.
Another question deals with knowledge representa-
tions (knowledge structures); how can knowledge
be represented so that it can be used for reason-
ing and prediction? A set of well-defined, highly-
organized yet dynamic knowledge structures is one
prerequisite for achieving awareness. A knowledge
structure should evolve over time from experience,
thus allowing for learning from data and human
experts and be capable of taking into account dif-
ferent kinds of initial domain knowledge. Learning
from human experts requires automatic methods to
transform textual data into conceptual structures
(automated ontology learning). Semantic knowl-
edge self-organization is a very important and de-
sirable property of knowledge structures.

Understanding and prevision: (Sometimes
this layer is referred to as the “wisdom” layer.) This
layer deals with the question “why” or “what will
happen”? It is about the ability to project into
the future and reason back into the past. An aware
system should be capable of extrapolating informa-
tion into the future, and be able to estimate and
evaluate the consequences of certain actions based
on previous observations. In robotics, this can be
predicting paths. In other fields it tends to mean

reasoning, e.g. ontology-based reasoning. An ac-
tive research field here is the autonomous creation
(learning) of ontologies that can be used for rea-
soning (Zhou, 2007; Barforush & Rahnama 2012).

In all levels is uncertainty a key aspect. The
uncertainty in the data should be propagated to
the information level, where it is transformed into
an uncertainty in the information, and then on to
the knowledge level, etc..

An important point that perhaps is not obvious
in our perspective on aware systems is the life-long
learning although it is implicit in the “unknown
at the time of design”. We are not approaching
problems where all data is available at once; we are
studying systems where learning takes place over
time, typically with streaming data. There are
already excellent efforts towards automated data
mining or model building, e.g. the recent “Feature
Lab” by Kanter & Veeramachaneni (2015) or the
KXEN system that is now part of SAP (Fogelman-
Soulie & Marcade, 2008). These build on the idea
that all data is available and the question is how the
relationships in this data should be best modeled.

In all levels in the knowledge triangle is the hu-
man role and interaction with the systems an im-
portant research question. Human can play part
in all steps of the knowledge creation, leading to a
semi-unsupervised knowledge creation, e.g. provid-
ing clues on interesting data representations, clus-
tering events, providing external data, giving feed-
back on suggested structures, etcetera. What is
important is how machine and human create knowl-
edge together, not like in the traditional AI or ML
form where humans provide expertize that the ma-
chine is expected to replicate. We refer to this as
joint human-machine learning.

2 Meeting societal challenges

We list some examples below that are particularly
relevant for CAISR, using headings from the EU
Horizon 2020 framework program, that tie to ac-
tivities within CAISR.

2.1 Health, demographic change, wellbeing

Improving individuals’ health patterns: The
development in wearables has inspired a vision of
using self-tracking for personalized (and improved)
health. This means wearable devices that log our
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activities and interact with us, in order to help
us improve our lifestyle (eat better food, exercise
more, etc.) and, with time, decrease the load on the
health care system. Numerous apps in this field are
being introduced daily on the market, there are lots
of user data being sent to servers all the time, and
there are national projects aiming at storing long-
term data for individuals. Khosla claims that “In
fifteen years, data will transform diagnostics, to the
point where automated systems may displace up to
80-percent of physicians’ standard work” (Khosla,
2014). Even though the statement is about medi-
cal diagnosis and not proactive health patterns per
se, it certainly applies also to promoting healthy
behaviors. Combining life-logging data with health
record data will be, to say the least, challenging
(missing data, erroneous data, etc., humans are en-
tering quite a lot of it) but the large quantity of
data means that with time we should be able to
make good analysis and provide good advice.

Healthy and active ageing: Wearables also
apply to healthy and active ageing. However,
what is equally important is in-home monitoring
(ambient assisted living). Elderly living homes
can be equipped with sensors and the sensor data
(streams) analyzed and used for providing security
solutions, emergency solutions, and assistive ser-
vices. This offers a decreased cost for elderly living
services, while maintaining a high quality of ser-
vice. Aware systems research is about developing
methods for autonomously analyzing such streams
of data and construct knowledge about the indi-
viduals’ living patterns. Without such knowledge
it is difficult (impossible) to design a working (and
simple) intelligent service for elderly living. In a
critical text on ambient intelligence, two Philips
researchers (Reddering & Scholten, 2003) express
what they consider the most important challenges
for ambient intelligence if it should ever become
a useful technology: to construct knowledge sys-
tems that are simple, that can cope with the diver-
sity and unpredictability of human needs, and that
learn to ask and value the unknown.

2.2 Secure, Clean and Efficient Energy

Better models of energy use and demands:
Energy production is to an increasing level pro-
duced by small-scale renewable energy sources (so-
lar, wind, biofuel). The volatility of wind and solar

(and in the future: wave) generation creates prob-
lems in balancing the demand with the generation
of energy and operating conventional power plants
in part load. This requires better prediction of en-
ergy demands. On a consumer scale this may be
possible to achieve by combining ambient intelli-
gence with smart power meters, but modelling this
will require autonomous knowledge creation since
the data and variation is so large. Ambient intelli-
gent systems technology can also be used to learn
the inhabitants’ living patterns and provide feed-
back in order to improve (lower) the energy con-
sumption. It is difficult to imagine how this can be
done without autonomous knowledge creation.

2.3 Smart, green and integrated transport

Improving vehicle uptime: Transport is inti-
mately linked to economic growth. Transport cost
and efficiency are intimately linked to vehicle up-
time, i.e. the reliability of the vehicle fleet. Trans-
portation vehicles are becoming more and more ad-
vanced, with huge amounts of data streaming on
the controller area network on-board the vehicles.
More and more data are also logged in databases
about maintenance operations and vehicle setups.
Aware systems will be important for better main-
tenance solutions that build upon this data. Main-
tenance of vehicles is not optimal today; there are
erroneous repairs done, there are on-road break-
downs that could be prevented, and there many
commercial transport vehicles that don’t pass the
national annual inspections. All this can be im-
proved with systems that allow logging on-board
(streaming) data, fleet wide comparisons, and con-
necting on-board signatures with repair histories.
Making sense from these data, learning over the
life-time of the fleets, requires autonomous knowl-
edge creation.

3 CAISR research questions

The CAISR focus is on research questions that
are general across application areas, across research
groups and relevant for external partners. We de-
scribe them below in relation to the levels in the
knowledge pyramid. They are further refined, with
specific contributions we have made and intend to
make in CAISR, at the end of this section and in
the following section.
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Data: The research questions we explore here
are how to select what data to collect and how
to find general and robust representations of data.
This can be by learning representations, by design-
ing representations, or by searching through sets
of representations and estimating how good (inter-
esting) they are. This means research on how to
autonomously engineer features, or ways to learn
representations. Work on automatic feature en-
gineering has been presented by Kanter & Veera-
machaneni (2015), Cheng et al (2011), and Paul-
heim & Furnkranz (2012). Bengio et al. (2013)
present a review on learning representations. It
also means research on the general applicability of
representations, at least for certain types of signals
like images, see e.g. Bigun (2006) for a discussion.
It means research on measures to determine how
interesting a particular representation is, which is
related to (but not equal to) measuring interesting-
ness of rules, see e.g. Zhang et al. (2009) for a re-
view of the latter. The plasticity-stability problem
mentioned above is very important and something
that is usually not handled. There are many practi-
cal issues here related to e.g. dealing with missing,
flawed or erroneous data. This corresponds to us-
ing feedback from higher levels in the knowledge
pyramid; what data is expected based on the type
of event? Another important issue is how human
expertize can be combined with machine work, i.e.
how the machine data exploration can be done in
interaction with humans. One more important is-
sue is curiosity; an aware system must continuously
search for interesting things.

Information: The research questions we ex-
plore here are how to do (semi-)autonomous devia-
tion detection and autonomous clustering of events,
as well as the maintenance of such categorizations,
e.g. dealing with concept drift, seasonal variations,
application changes, and so on. Clustering is still
something of an art, see von Luxburg et al. (2012),
and certainly a challenge to do well in an unsuper-
vised manner and for general types of problems.
Iverson (2008) has suggested, and patented, one
general data driven solution intended for system
maintenance. Angelov (2013) suggests fuzzy clus-
tering as a method to design general purpose clus-
ter structures. But there is still lots of room for
improvement, or as von Luxburg et al (2012) put
it: “Depending on the use to which a clustering is
to be put, the same clustering can either be helpful

or useless”. It is also important to incorporate hu-
mans in the loop; can humans provide initial sug-
gestions for categories, can humans give feedback
on suggested categorizations, etc.?

Knowledge: The research questions we explore
here are how to associate events from different data
sources, including human generated data. An im-
portant part is also how this knowledge should be
represented. With reallife data, the information
provided will (inevitably) be connected with un-
certainty, and a question is how to handle the com-
bination of two information sources that both may
be uncertain. In this context it is important to also
consider how a human can be incorporated to build
this knowledge, in a semi-supervised way.

Understanding and prevision: We aim to be
able to predict the progress of observed events, and
explain why certain things have happened. How-
ever, we will be using hand-made ontologies (at
least initially), and not do research on the genera-
tion of ontologies.

Aware systems research is a systems science, i.e.
there are many parts to the system and the results
need to address several parts in the knowledge tri-
angle and tie them together. To enable this, we
aim to build demonstrators to showcase what this
means, with sets of tools for all levels (at least for
three levels). These tools will be parts in tool-
boxes for aware systems. One demonstrator will be
the intelligent home environment (the aware system
for ambient assisted living). Another one, funded
mainly by projects outside of the Knowledge Foun-
dation CAISR funds, will be the self-aware vehicle
fleet for increased uptime. A very likely demonstra-
tor is the mobile based decision support system for
persons diagnosed with a chronic condition. A pos-
sible one is the aware fork-lift truck in a warehouse.

4 CAISR research projects

In this section we summarize the aware systems
contributions made in CAISR during the first four
years and the proposed contributions during the
second half. Contributions have been made mostly
on the data level and the information level, and to
a very small part on the knowledge level. The data
level research has been on constructing robust and
general features (HMC2) and/or semi-supervised
feature construction (AIMS and SA3L). The infor-
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mation level research has been on using unsuper-
vised clustering to group observations (AIMS and
SA3L). The knowledge level research has through-
out been on using human supplied labels for the
clusters, or observations. The planned contribu-
tions during the second half are on the data, the
information, and the knowledge levels.

4.1 AIMS (Automatic inventory and map-
ping of goods)

A robot acquires semantics by linking its world
model with human knowledge. A challenge is
to find the appropriate level of abstraction be-
fore linking the human knowledge and the robot
world model. The scientific results include a semi-
supervised approach for semantic mapping, intro-
ducing human knowledge after unsupervised place
categorization, in combination with adaptive cell
decomposition of an occupancy grid map. The sys-
tem autonomously builds a high level spatial model
of the world by adopting generic features on the
data (occupancy map) and instantiates it, with-
out prior knowledge of the environment. Seman-
tic inference is done on the derived instantiates
and semantics are provided as labels accompanied
with their functionality and inter relations between
them. The proposed adaptive cell decomposition
method interprets occupancy maps to bring out
underlying spatial characteristics in the data (en-
vironment). The information is stored in two cor-
responding data structures in a format readily us-
able for humans and machines. Additional knowl-
edge is created by subsequent semantic labeling by
using human constructed templates. In addition,
we have presented a canonical geometric-semantic
model (adjustable according to different scenarios),
along with a method for generating and matching
these models into the latent structure of the map.
The result is a geometric-semantic map there se-
mantics (corridors, pallet rack cells) are encoded
into the model through the choice of landmarks
(pallet rack pillars).

4.2 HMC2 (Human Motion Classification
and Characterization)

The methods and algorithms developed for predic-
tion of physiological parameters of an athlete from
EMG data cover have on the data and information

level concerned segmentation/structuring of raw
signals so that we get robustness of segmentation
results in case of changing signal variability. The
system assesses signal variability on the informa-
tion level and makes necessary adjustments in the
data level to obtain adequate results of the struc-
turing. Accurate predictions of physiological pa-
rameters obtained from trainable models using the
extracted features allow assessing state/condition
of the athlete, providing short-term advice and
gaining knowledge for long-term evaluations and
future planning. The reference conditions are ob-
tained by separate measurements.

The methods and algorithms developed for esti-
mation of the fundamental parameters in human
locomotion make uses of existing knowledge about
human walk, known from research in physiology.
This makes the features robust and possible to
transfer from the laboratory settings into the real-
world. Robust estimation of the fundamental gait
events, assessed longitudinal over long time spans,
allow generation of new knowledge on e.g. how
variability in movement patterns is influenced with
successful medication, enabling feedback systems
for medication level control and evaluation of long
term effects in treatments.

4.3 SA3L (Situation Aware Ambient As-
sisted Living)

The SA3L project is concerned with developing
methods and tools for detection and interpretation
of potentially dangerous situations in the home of
elderly people. The situations are inherently diffi-
cult to specify and generalize due to the diversity of
homes, behaviors and the numerous ways of deviat-
ing. Thus, a system for detecting deviations based
on manually specified rules is difficult (impossible)
to build and maintain. We approach this problem
by learning the activity patterns in the home.

In the data layer, a new method for represent-
ing time-dependent patterns of binary sensor de-
ployed in-homes was proposed and used for mod-
elling human activity patterns. To address the
plasticity-stability problem were no prior assump-
tions made regarding the relevant sensors or the
spatio-temporal relations between sensors.

The project has contributed to the modelling of
human in-home activity patterns with an unsuper-
vised approach to compare, cluster and relate (in
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space and time) similar behaviors. Deviations from
such normal models are distinguished by indirect
if-then rules and thereby contributing to both the
information and knowledge layers of the knowledge
pyramid. The method has been shown to work both
for simulated and real data (in a demonstrator en-
vironment).A focus has also been on building up a
realistic smart home simulator, in cooperation with
Ulster University.

4.4 MoveApp

The goal of the MoveApp project was to de-
velop mobile and wearable systems to support self-
management of chronic conditions characterized by
motor symptoms. Research activities have focused
on the data level of the information pyramid. In
particular to find appropriate representations for
accelerometer data; representations that facilitate
power-efficient, on-line processing of the data on-
board the smart watch for long periods of time.
Data have been collected on subjects but the study
is not analyzed yet.

4.5 Situation aware safety systems (SAS2)

The goal is to develop a system that goes beyond
the requirements defined in the current safety stan-
dard for automated guided vehicles, and state-of-
the-art, by introducing additional functionalities
for safe detection of other objects and situations
listed, identifying objects and estimating the tra-
jectory of objects in the environment. Such a sys-
tem would be more situation-aware since actions of
moving agents could be foreseen and concerns can
be made based on objects’ identities (e.g. human
or other truck/AGV).

The main research question is how to detect, es-
timate the trajectory of, and identify objects (and
agents) in a warehouse environment, such that ac-
tions based on this information lead to safer and
more efficient (in terms of productivity) AGV op-
eration. The approach is to use a multi-layer map
where each layer is more adapted to the specific
purpose. We foresee at least three levels: seman-
tic map (used for reasoning), geometric map (the
layout of the environment used for e.g. planning)
and spatial-temporal map (used for reaction and
obstacle avoidance). A challenge is how interac-
tions between different layers is done and how feed-

back from higher levels can, for example, be used
to improve accuracy, consistency of different layers
in the map; how to detect the difference between
foreground (static and dynamic obstacles) or back-
ground model (static objects).

4.6 Long term multi-layer mapping

Mapping is a classical problem in robotics and is
currently well understood how to solve this prob-
lem in static environments. However, in the long-
term mapping problem it is not clear enough how
to deal with changes in the environment and how to
manage the scalability of the lifelong mapping pro-
cess. Arrange maps in different layers depending on
data, information and knowledge content (and/or
application, e.g. localization, monitor events) helps
in adding scalability. However, all these maps must
be maintained, i.e. updated to account for changes
in the environment. We can refer to this as lifelong
mapping, to enable lifelong situation awareness.

The scientific contribution are: a long-term
multiple-layer mapping system that accounts for
changes in the environment and scalability issues
to maintain global maps, acquired along a typical
industrial vehicle operation, i.e. approximately 20
km of total path length; a multi-layer map archi-
tecture with a useful connotation in the industrial
world; a mapping technique to model the dynamics
in the environment; a map maintenance strategy to
maintain compact but informative maps efficiently.

4.7 Intelligent environments supporting
ageing at home

This project is a continuation of the SA3L project,
and it aims at building models of human behavior
patterns that can be generalized over different en-
vironments and individuals. Future capabilities of
AAL involve reaction to an otherwise normal sensor
reading if it happens concurrently with something
else, preventing or alerting of unwanted events or
abnormal patterns without the need of constant
attention of an operator. Additionally, the user
should be able to interact or to “speak” to the sys-
tem, telling that s/he is aware of the situation (per-
haps thanks to the alert). Early detection of dis-
eases is another example of a promising application
by monitoring activity patterns of elder people who
wish to live in their own homes as long as possible,
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e.g. detecting a reduction in physical/sleeping ac-
tivity or a fall. Research questions here include
how to autonomously learn the habits of inhabi-
tants, and thus be aware of their activities/status,
and how to interact with the inhabitants.

In more detail in regard to the knowledge pyra-
mid, data representations will be required, e.g.,
to keep track of individuals who interact with the
robot. For the information layer, event recognition
will occur in a simplified manner after event detec-
tion: e.g., an interacting person will be identified
or marked as new if a face is detected, a touch such
as a hug will be recognized or marked as new if
a touch is detected. For the knowledge level, we
will manually find features and parameters which
could be useful from the literature, our own ideas,
and watching interactions (e.g., a person might talk
more if the interaction is proceeding well) as a start-
ing point; parameters will be adapted by the robot
during interactions based on evaluating success.

4.8 Knowledge discovery and data mining
life logging data for fertility

The main contributions of this study are related
to the data and information layer of the pyramid.
One important challenge in this application stems
from the fact that each individual is unique, pre-
senting individual cycles and individual hormonal
levels. Therefore, models based on an average rep-
resentation of the fertility cycle are not accurate
for the majority of individuals. The research fo-
cus is on developing models that capture domain
knowledge, such as information about ovary fertil-
ity cycles, but automatically adapt to each indi-
vidual, providing more accurate information. This
requires designing robust or adaptable features.

4.9 Knowledge creation from data streams
and service operations

We extend our collaboration with Toyota Material
Handling Europe, from autonomous vehicles into
the uptime and predictive maintenance of forklift
trucks. The planned research contributions relate
to all the stages in the knowledge pyramid. In the
data level we will continue our research concern-
ing automatically evaluating which signals that are
most interesting to monitor, and how to find ap-
propriate representations for various types of data.

In the information level of the pyramid we need
methods for grouping systems, automatically, into
clusters based on various aspects such as configura-
tion, usage or condition. The fleet of vehicles will
be heterogeneous, and we will need to investigate
new methods for describing operation (both the
commonalities and differences). It is a challenge to
find methods that can automatically, or with min-
imal support from human experts, decide on the
most interesting configurations to focus on. This is
additionally complicated by issues such as concept
drift, seasonal variations, application changes, and
so on, which all need to be automatically detected
and taken into account. In the knowledge level,
we will contribute with algorithms related to how
machines and humans can jointly create knowledge
from information.

The awareness requires analyzing different clues
when looking for faults, and in this project we
will develop an integrated framework for using sev-
eral approaches: identification of “normal” or “ex-
pected” behavior and detecting deviations from
that; finding out common patterns between issues
that have proven problematic in the past and look-
ing for new situations that are similar; character-
izing events and time points when the condition
changes for some reason. By building at all stages
of the knowledge pyramid we will also develop on-
line and incremental algorithms for decision sup-
port based on very little data for early detection of
issues. Those algorithms will be looking at streams
of data and processing information as soon as it
arrives, giving initial warnings as soon as possible
and then refining those decisions as more informa-
tion becomes available.

4.10 Image analysis

There is a substantial research activity in CAISR
directed at image analysis, mostly with a focus on
the data and information levels. The most promi-
nent research contribution regards the design of ro-
bust, general, translation, rotation and scale invari-
ant features for images.

Knowing where humans are (presence) or who
they are (identity) can be fundamental in aware in-
telligent systems not only for individual events (e.g.
“person A is here”), but for the construction and
understanding of bigger pictures in critical situa-
tions, for example “who is where”, “is the right per-
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son in the right place (and not wounded)?”, or “is
a (maybe harmful) person where should not be?”
Analysis of human activity over a certain period
(something which involves continuous detection) is
also necessary to provide information about what a
person is doing, either over a short period (activity
event) or a longer period (activity pattern).

Image analysis-based environmental monitoring,
e.g. studies of long-term changes in aquatic ecosys-
tems, assessment of water quality parameters, is an-
other application area of aware intelligent systems
addressed in our research. Semi-supervised train-
ing applied to build a model for machine-learned
ranking allows assessing automatically the quality
of intermediate results produced by the system it-
self and greatly reduces the risk of propagating in-
termediate errors into next processing steps.

4.11 Healthcare technology

Laryngology is a healthcare area with great poten-
tial for application of aware intelligent systems.Our
research here touches on all four levels of the knowl-
edge pyramid. A number of representations of vary-
ing granularity and complexity are created from
raw voice data and then used for adaptive mod-
elling, which enables having a data point spe-
cific model for each data point to be processed.
Knowledge extracted from voice data is enriched
with knowledge gathered in a set of association
rules elicited from subjective self-evaluations/self-
assessments using affinity analysis. The set of very
simple rules together with self-organized 2D maps
extracted for voice data-based models help clini-
cians gaining comprehensible insights (understand-
ing) concerning specific cases as well as trends and
important associations.

4.12 Self monitoring systems

Together with Volvo Technology we have been pur-
suing ideas on self-monitoring for several years now,
focusing on the area of uptime and predictive main-
tenance. Due to the distributed nature of the ve-
hicle fleet and communication limitations, we have
developed methods for modelling the data and au-
tomatically finding the most interesting signals to
focus on. A city bus is a very complex system and
automatically building information about its oper-
ation, from the data, is beyond current state-of-the-

art. We have published new algorithms for analyz-
ing behavior of the fleet of vehicles and detecting
anomalous individuals. Based on outliers detected
this way, in combination with historical repair in-
formation, we have created knowledge about the
state of health of a given vehicle, as well as whether
and when it requires a workshop visit.

We have also looked at combining more sources of
data. This brings its own issues related to, among
other things, awareness of the reliability of each
source and ways to resolve inconsistencies between
them.

In addition, we have started the BIDAF project,
in collaboration with SICS (project coordinator)
and University of Skovde, about realizing the
promise of advanced, near real-time analytics on
uncertain data with high volume and velocity
through machine learning techniques. Key chal-
lenges include development of a computational
platform; machine learning algorithms suitable for
handling massive data; analytics methodology for
automatic creation of information, knowledge and
understanding.

4.13 Robotics

The AIR project (Action and Intention Recognition
in Human Interaction with Autonomous Systems)
is a project in cooperation with Skovde University
(project leader), Orebro University, and the Vikto-
ria Institute. The CAISR contributions in the AIR
project explore the use of novel forms of data (e.g.
using breath sensors to allow a robot to detect a
person’s location without using possibly intrusive
sensors capable of identifying individuals), as well
as deriving rules to generate typical classes of be-
havior (such as playful motions) and predicting how
a person will perceive such behavior over time to
achieve good interactions. For the latter, knowl-
edge creation will involve deriving an initial model
from expert knowledge refined by data from real in-
teractions (hand-coding by humans) and adapting
the model autonomously to accommodate individ-
ual preferences by the robot.
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