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Abstract

Predictive maintenance is becoming more and more
important in many industries, especially taking
into account the increasing focus on offering uptime
guarantees to the customers. However, in automo-
tive industry, there is a limitation on the engineer-
ing effort and sensor capabilities available for that
purpose. Luckily, it has recently become feasible to
analyse large amounts of data on-board vehicles in
a timely manner. This allows approaches based on
data mining and pattern recognition techniques to
augment existing, hand crafted algorithms.

Automated deviation detection offers both
broader applicability, by virtue of detecting unex-
pected faults and cross-analysing data from differ-
ent subsystems, as well as higher sensitivity, due
to its ability to take into account specifics of a se-
lected, small set of vehicles used in a particular way
under similar conditions.

In a project called Redi2Service we work towards
developing methods for autonomous and unsuper-
vised relationship discovery, algorithms for detect-
ing deviations within those relationships (both con-
sidering different moments in time, and different ve-
hicles in a fleet), as well as ways to correlate those
deviations to known and unknown faults. In this
paper we present the type of data we are working
with, justify why we believe relationships between
signals are a good knowledge representation, and
show results of early experiments where supervised
learning was used to evaluate discovered relations.

1 Introduction

Most industries nowadays are moving towards more
sophisticated cyber-physical systems, with new
challenges arising from increased software and sys-

tem complexity. Developing and, even more im-
portantly, maintaining those systems requires a sig-
nificant engineering effort. For commercial ground
vehicle operators (such as bus and truck fleet own-
ers), the maintenance strategy is typically reactive,
meaning that a fault is fixed only after it has be-
come an issue affecting vehicle’s performance. Up-
time guarantees consist in scheduling component
maintenance and replacement based on statistical
lifetime predictions.

The biggest difficulty in moving towards pre-
dictive maintenance, in the vehicle industry, lies
in limited budget for on-board sensors and the
amount of engineering time it takes to develop diag-
nostic algorithms. Predicting that there is a need
for maintenance before something breaks down is
virtually impossible to plan during vehicle develop-
ment cycle, especially if diagnostic algorithms need
to handle multiple different kinds of faults, work
in a consistent manner on a wide variety of vehicle
configurations, as well as for many different types
of operation under varying environment conditions.

The development costs of fault diagnostics in
the classical paradigm will keep growing, with the
current trend of increasing number of components
in vehicles and stricter requirements on their ef-
ficiency. The only solution seems to be augment-
ing engineering work with automated data analysis.
This has been made possible by the introduction of
low-cost wireless communication. Data mining can
now be performed on-board real vehicles as they
are being used. The subsystems that are critical for
safety or long-term health of the vehicle will always
use, to some degree at least, diagnostic mechanism
developed and tested by engineers, but there is a
lot of value to be gained from monitoring the state
of as many additional subsystems as possible.

Our approach is based on unsupervised discovery
of relations between various signals that are avail-
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able on the internal vehicle network. While it is
difficult to detect faults by looking at characteris-
tics of signals (such as road speed) in isolation, the
interrelations of connected signals are more indica-
tive of abnormal conditions.
The difference between our work and most other

approaches lies in the requirement that relation dis-
covery be done completely autonomously. While
engineers are often able to propose a large number
of “good” relations between various signals, those
are typically general enough to hold for all or al-
most all vehicles. A data mining system we aim to
develop, however, should be tightly connected to
a particular fleet of vehicles, either by geographic
region, vehicle configurations or type of operation.
Some of the relations that are useful for detecting
faults in long-haul trucks would be inadequate for
delivery trucks, for example. Today, it is not feasi-
ble to develop specialised diagnostic algorithms for
each of those cases, even though they would be very
useful.
Therefore, the two main benefits of automated

deviation detection are broader applicability and
higher sensitivity. The former is obtained by no
longer requiring an expert to target a particular
subsystem, analyse it in isolation, predict possible
faults, what their symptoms would be, and which of
those symptoms can be guaranteed to never appear
during normal operation. Instead, the data min-
ing approach can take a more “complete vehicle”
perspective, both cross-checking data from different
subsystems, as well as detecting faults nobody has
predicted can take place. There are many potential
problems that are currently not being monitored,
since the cost of hand-crafting diagnosis methods
for them is too high. We expect fully automatic
methods to be less reliable than engineered and
heavily tested diagnostic routines, but they are not
intended to replace, but rather supplement them.
Higher sensitivity can be achieved because un-

supervised deviation detection algorithms can take
a fleet-based approach, where “normal operation”
can be defined on a much smaller scale. There are
very few subsystems in a vehicle where manufac-
turers can afford to develop a diagnostic method
that is specialised (or at least parameterised) for
a particular geographical region or a particular us-
age pattern. In the case of pattern recognition ap-
proaches, it is very easy to define “standards” for
a particular location or for a particular type of op-

eration — or even for both at the same time, for
example by only comparing vehicles within a sin-
gle company. This can lead to earlier detection of
problems, where a fleet owner is alerted that a given
symptom is unusual for their vehicles, even though
the same symptom would be perfectly normal for
another operator. This is becoming more impor-
tant as new hardware and, especially, software ca-
pabilities in vehicles lead to higher customisability
of the manufacturers’ offer and mean that “one size
fits all” solutions are becoming less desirable.

This paper is organised as follows. We briefly
present related research in the next section, fol-
lowed by description of data we are working with in
Section 3. We discuss signal relations in Section 4
and ways to discover them in 5. We close by eval-
uation in Section 6 and conclusions in Section 7.

2 Related research

Automated data mining for vehicle applications has
previously been the topic of several papers. An
early paper by Kargupta et. al. [4] shows a sys-
tem architecture for distributed data-mining in ve-
hicles, and discusses the challenges in automating
vehicle data analysis. In Zhang et al. [9], being
able to do cross-fleet analysis (comparing proper-
ties of different vehicles) is shown to benefit root-
cause analysis for pre-production diagnostics. In
Byttner et. al. [1], a method called COSMO is
proposed for distributed search of “interesting re-
lations” (e.g. strong linear correlations that hold
for long periods of time) among on-board signals
in a fleet of vehicles. The interesting relations can
then be monitored over time to enable e.g. devi-
ation detection in specific components. A method
based on a similar concept of monitoring correla-
tions (but for a single vehicle instead of a fleet) is
shown in D’Silva [2]. In Vachkov [8], the neural
gas algorithm is used to model interesting relations
for diagnostic of hydraulic excavators. Contrary to
our work, however, both the papers by D’Silva and
Vachkov assume that the signals which contain the
interesting relations are known apriori. In [5], a
method for monitoring relations between signals in
aircraft engines is presented. Relations are com-
pared across a fleet of planes and flights. Unlike
us, however, they focus on discovering relationships
that are later evaluated by domain experts.
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Figure 1: Engine Coolant Temperature

3 Description of data

As a part of the Redi2Service project, we have
equipped 19 Volvo buses with the hardware capa-
ble of collecting data from the internal vehicle net-
work. Our setup has been in place since September
2011, giving us almost half a year worth of data
from their operation in western Sweden. The data
consists of over 100 signals that are measured with
a sampling frequency of 1 Hz. This results in a
volume of roughly 10GB of data per week. As an
example, in Figure 2 we plot the values of a signal
called Vehicle Speed over a half an hour episode.
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Figure 2: Vehicle Speed

This gives us access to data from a real-world
operation of those vehicles, without any artificial
modification to either the usage or condition of the
buses. On one hand, this makes the data extremely
valuable, but at the same time makes it difficult to
analyse, since we cannot assume that all the buses
are in the perfect initial condition. In fact, we are
already seeing symptoms that indicate significant
number of technical problems in some of them.
The most natural way of analysing such data is

by using histograms. This is not the only way,

of course, and there are a number of characteris-
tics that are not captured by a histogram, but this
is a good starting point. In the abstract, before
bringing human expert knowledge to the table, we
are interested in differences in signal characteristics
along two axes: between different time periods and
between different vehicles.

In this paper we will focus on the first one. We
need to analyse how does a particular signal change
in time, hopefully leading to a discovery of compo-
nents that are starting in good condition, slowly
wear out, until they reach a point where they can
be considered “broken” and they start to negatively
affect the performance of the whole bus.

A promising trend can be seen in Figure 1, where
we plot a sequence of histograms for the signal
called Engine Coolant Temperature over a period of
four months. Each horizontal line corresponds to
a set of 20000 data readings, presented as a colour
map histogram with logarithmic scale. The bar on
the right visualises how the value probabilities are
mapped into colours. It is interesting to note that
the actual amount of data we obtain from each bus
varies significantly in time, according to usage in a
given period. Therefore, while the Y axis in Fig-
ure 1 represents real time, it is definitely not linear,
as indicated by the dates shown.

This plot, however, reveals a critical flaw in look-
ing at signals in isolation. To a human expert Fig-
ure 1 does not indicate a trend corresponding to a
wearing out component, but rather an influence of
a well-known external condition: it is simply sig-
nificantly colder in January than it is in October.
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4 Signal Relations

One possible way to increase robustness against ex-
ternal influences is to look at relations between dif-
ferent but related signals. Our claim — supported,
to some degree at least, both by the data we have
been collecting now and by results of earlier ex-
periments — is that there exist a large number of
“interesting” relationships between signals and that
those are a better predictors of faults than charac-
teristics of individual signals alone.
One such example would be relation between sig-

nals Oil Temperature and the aforementioned En-

gine Coolant Temperature, depicted in Figure 3. It
is more difficult to visualise such relation across
multiple time periods, and so we have decided to
only present a scatter plot for October 2011 and for
January 2012, each containing 40000 readings.
As can be expected due to the basic laws of

thermodynamics, there is a strong linear relation
between those two signals. The plots are defi-
nitely not identical (for example, both signals reach
higher values in October), but there is a fundamen-
tal structure to the relation that has not changed.
Our goal is to capture this in a model. Faults
that affect one of the subsystems but not the other
would then introduce a systematic shift that would
change parameters of that model.

Figure 3: Scatter plot of Oil Temperature against Engine
Coolant Temperature, October and January

Of course, relations between signals can be ar-
bitrarily complex, but one aspect of the hardware
installed in our buses is it’s capability to perform
pattern recognition on-board. Right now we are
storing all the data on USB memories and only min-
ing this data off-line, in order to better understand

what we are dealing with. Ultimately, however, the
model estimation will be done on the vehicle and
only the result of it will be transmitted, wirelessly,
to a central server. There, they will be compared
with data from the past and from other members
of the fleet, and decision will be made whether any
deviations are interesting enough to show the user.
Due to limited computational power, we have

mostly limited ourselves to looking at linear mod-
els. We are investigating other solutions, however,
since non-linear relations are quite common.
An important resource is also a database called

Vehicle Service Records, which contains a detailed
information about every repair and maintenance
operation during the lifetime of a bus. It will al-
low us to not only inform the user that there is a
problem with their vehicle, but also what had to be
done to fix it last time similar thing happened.

5 Relation discovery

In general, it is far from trivial to evaluate ideas
we have presented in the previous sections. The
only true measure is the savings in maintenance ex-
penses once the system is deployed. However, as a
start, we have performed an experiment on a Volvo
VN780 truck, where we have been collecting values
of 21 signals, over 10 driving runs with four differ-
ent faults injected, as well as 4 runs under normal
operating conditions. Each episode lasted approx-
imately four hours, and took place in a controlled
environment under a variety of driving situations.
The exact details of faults are not important here,
but they include clogged of Air Filter and Grill,
leaking Charge Air Cooler and partially congested
Exhaust Pipe.
The method we used for discovering relations

consists of three steps. We start with data pre-
processing and removing the influence of ambient
conditions, but we do not discuss details here, inter-
ested readers can find them in [6]. We then proceed
to choose the most interesting signals to model, as
well as which signals should be used to model them.
Finally, we estimate model parameters.
The main challenge is to determine which rela-

tions exist between signals. We begin by modelling
each signal using all other signals as regressors:

Ψk = argmin
Ψ∈Rs−1

(

n
∑

t=1

(

yk(t)−Ψ⊤ϕk(t)
)2

)

(1)
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Figure 4: Model parameters (Lasso method)1

where s is number of signals, Ψk is a vector of
parameter estimates for the model of yk and ϕk is
the regressor for yk (i.e. the set of all other signals).
Following the LASSO (Least Absolute Shrinkage

and Selection Operator) method [7], we use an en-
ergy constraint Ck as an upper bound on the sum
of absolute values of all parameters for yk:

s−1
∑

i=0

||Ψk,i|| < Ck (2)

We gradually increase value of Ck, performing a
cross-validation test after each run. Initially, the
mean squared error of the model keeps decreasing,
but at some point it begins to increase, as it starts
to overfit. We then make a decision of whether
the MSE is sufficiently low to consider this model
to be good enough. Different Ck are optimal for
each model, with some never reaching below the
chosen MSE threshold and thus being considered
uninteresting for further analysis.
The second stage consists of finding and remov-

ing insignificant model parameters, namely those
which are unstable and with low values. To this
end, a sequence of estimates for each regressor
within a model is collected over a series of time
slices. We perform a t-test to find which of those
estimates are significant, i.e. which are non-zero.
This allows us to remove artificial signal dependen-
cies, leaving only strong relationships.
For calculating parameters for the selected mod-

els at difference times, we have tested two differ-
ent approaches. The first is the LASSO method as
outlined above, where we split data into a number
of time slices, and, for each slice, calculate opti-
mal model parameters. The second method is RLS
(Recursive Least Squares) method [3], which recur-
sively calculates the estimates over a sliding win-
dow defined by the forgetting factor:

1previously published in [6]

Figure 5: Model parameters (RLS method)1

P (0) = δ−1

initI Θ(0) = Θinit (3)

e(n) = y(n)− Θ⊤(n− 1)ϕ(n) (4)

g(n) =
P (n− 1)ϕ(n)

λ+ ϕ⊤(n)P (n− 1)ϕ(n)
(5)

P (n) = λ−1P (n−1)−g(n)ϕ⊤(n)λ−1P (n−1) (6)

Θ(n) = Θ(n− 1) + e(n)g(n) (7)

The reason we chose those two methods is that
LASSO approach allows an estimator to easily
adapt to models that are changing in time, at the
cost of possible oscillating behaviour if several mod-
els are of similar quality. On the other hand, RLS
offers very fast convergence, but — due to it’s in-
cremental nature — takes a long time to “catch up”
if the underlying relation changes.
As an example, Figures 4 and 5 show parameters

in “fuel inst = p1∗cac in p+p2∗ inmanif t” relation:
fuel inst (instantaneous fuel consumption) can be
approximated using cac in p (charge air cooler in-
put pressure) and in manif t (input manifold tem-
perature). We plotted estimates obtained by both
LASSO and RLS methods using colours to mark
which fault was injected during a particular run.
From among our four faults, only clogged Air

Filter (AF) can be discovered based on the fuel inst
relation above. There are other relations that are
useful for other faults, of course, but it is difficult
to get a clear overview of the complete solution.

6 Evaluation

As shown in the previous section, some faults can
be detected reasonable easily. Unfortunately, it
does not hold for all of them. Actually, the biggest
problem with the experiment as we have done it
is that some of the injected faults were easy, while
others were very difficult to detect.

5



Figure 6: Classification error, Lasso and RLS1

We have decided to use supervised learning to
evaluate whether parameters of our models (both
from LASSO and RLS estimators) can be useful for
detecting faults. We tried three different classifiers:
linear regression, support vector machine (SVM)
and random forest. Both the forgetting factor (for
RLS) and the number of data slices (for LASSO)
are parameters for tuning. We have found that less
slices and larger forgetting factor gives better signal
to noise ratio and a more robust solution. However,
they are a lot less sensitive to faults that are only
apparent under certain conditions. This is due to
the smoothing larger slices and forgetting factor re-
sults in. As an example, a partially clogged air filter
will only have a visible effect if the engine is run-
ning at high power, since this is the only situation
when a large air flow is required.

We have run the classification task a number of
times, varying the time slice size the and forgetting
factor. It is easy to see from Figure 6 that choosing
too small forgetting factor for RLS is detrimental.
On the other hand, the effect of choosing too many
data slices is hardly visible.

In general, the random forest classifier outper-
forms both SVM and linear classifier by a pretty
large margin. We do not know why this is the case,
since we have not investigated the classification it-
self in great depth. More interestingly, RLS esti-
mator appears to give slightly better results than
the LASSO estimator, but it probably is not worth
the increased computational complexity.

As a final comment, the resulting classification
error appears to be rather high, but it is important
to take into account that this data set is a very
difficult one. There is a lot of different external
influences that disturb the “normal” operation of
a truck, and the low quality of available sensors
result in high levels of noise in the data. The lack
of dedicated sensors is also a problem: neither of
the four faults we have analysed is being monitored
in any way for current in-production vehicles.

7 Conclusions

In this paper we present a project that we are in-
volved in, developing an unsupervised algorithm for
discovering interesting relations between time series
of vehicle signal data, to be used for fault detec-
tion and predictive maintenance. We present our
approach and show initial evaluation, using super-
vised learning, on the data collected from a Volvo
truck during a fault injection experiment.
This is a step towards a system that would be

able to analyse on-board data on real vehicles and
detect anomalies in an autonomous way. Ideas pre-
sented here are very much work in progress and
there are numerous directions to extend those re-
sults. Primarily, we have not really answered the
question of how to distinguish “interesting” rela-
tions from “uninteresting” ones, especially taking
into account that we are looking for those that hold
most, but definitely not all, of the time.
It is also not quite clear if the supervised clas-

sification is the best way of evaluating usefulness
of discovered relations. We intend to explore other
possibilities, especially those connected to the ser-
vice records database we have access to.
Acknowledgements. This work has been par-

tially funded by grants from VINNOVA and from
the Knowledge Foundation.
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ABSTRACT 
In recent years, the interest in developing personalised 
applications for home environment has grown since it has 
a wide reach in helping people in their daily activities. 
However, for our purposes the concept activities of daily 
living also need to include work and leisure activities not 
necessarily performed in home environments. In this 
article, we describe an ongoing effort to develop a generic 
framework for assessing ability and tailoring of support 
applications in the health domain. We also give an 
overview of the approaches that have been adopted for 
personalisation and user modelling to various application 
areas. Suggestions of future development are provided. 
 
KEYWORDS 
Personalisation, User modelling, User models, Clinical 
decision-support systems, Multi-agent systems, Ambient 
intelligence, Human computer interaction, Adaptive 
hypermedia system, E-learning, Adaptive education 
systems, Machine learning, Intelligent tutoring systems  
 
1. Introduction 
 
Web-based applications have users who have different 
knowledge, learning styles, interests, background and 
preferences regarding information presentation over the 
Internet. This has paved way to research on interfaces that 
can be designed to recognize the goals and characteristics 
of the user and adapt accordingly. In order to achieve 
adaptability of personalised information, it is important to 
observe the user’s behaviour, and make predictions based 
on those observations. The information pertaining to 
individual user obtained from such observations is known 
as a user model (e.g., [1]). A user model, or a simple user 
profile, may consist of information collected by filling 
questionnaires, by observing user-actions, or by making 
inferences. Personalisation aims at providing users with 
the content that they need without necessarily requiring 
the users to specify it explicitly [2].  

 Applications developed for smart homes or for the 
healthcare domain need to be adaptable to the needs of an 
individual. Therefore, customizing the environment 
services according to the user preferences is very 

important. The personalisation for dependent people is a 
difficult task, which should involve a team of disciplines 
such as ergonomics, occupational therapy, design, 
engineering, medicine etc. Furthermore, the development 
of tailored educational systems for knowledge workers 
such as medical or mining personnel also requires 
knowledge in the different knowledge domains.  
In the work on developing knowledge-based applications 
tailored to individuals in three different knowledge 
domains, a common user model has been synthesized 
based on pilot projects [3]. The pilot projects have been 
targeting the diagnosis of dementia, monitoring health in 
the mining and construction industries and activity 
support for older adults in their home environments. The 
common user model is implemented as an RDF/OWL 
ontology functioning as part of ACKTUS, a knowledge 
and interaction modelling prototype application for the 
health domain. The knowledge and interaction is 
primarily modelled by domain experts. Consequently, 
focus has been on their explicitly defined user scenarios 
where they adapt the knowledge to different 
characteristics by using simple rules. However, there is a 
need to extend the tailored support by supplementing the 
adaptability of ACKTUS applications with adaptive 
functionality. There are three particular goals for this 
work: 1) to tailor support to an individual health 
professional’s diagnostic reasoning; 2) to tailor support to 
an individual mining worker based on a combination of 
self-assessed complaints, body measures and factors 
obtained in his/her work environment; and 3) to tailor 
support for an individual in their home environment based 
on a combination of self-assessments and activity 
recognition and evaluation. In this work, focus is set on 
the third goal, however, examples are provided also for 
the first two. The purpose of the work presented in this 
paper is to present and evaluate to what extent the current 
user model applied in ACKTUS is sufficient for the 
purpose and in what aspects the model needs to be 
developed. For this purpose, existing approaches to the 
task are being explored and evaluated.   

This paper is organised as follows. Section 2 describes 
ACKTUS, which is a prototype to be used by domain 
professionals for modelling personalised behaviour and 
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user models. Section 3 describes personalisation research 
similar to the approach presented in this paper. In Section 
4 the results are summarised and future work is outlined.  

 
2. ACKTUS - a Tool for Modelling 
Personalised Behaviour and User Models  

Empirical studies of three different knowledge domains 
generated features essential for the different knowledge 
domains in the personalisation of support applications [3]. 
These features were categorized and interpreted using 
activity theory [4] and existing medical and health 
terminologies. A model, which functions as a generic 
model common for the different domains, was developed 
as core ontology. The backbone of the ontology utilizes 
activity theoretical models for human in activity and the 
ACKTUS user model is partly built upon the International 
Classification of Functionality, Ability and Health (ICF) 
developed by WHO1. The core ontology is extended in the 
modelling of domain specific content by the domain 
experts. In this modelling, the domain experts can 
construct user models by combining features as RDF-
tuples using dedicated user interfaces (Figures 1-6). 
 

 
 
Figure 1. The editor for composing rules. An example of an 
advice to be given to an end user if interest is expressed. 
 
When the user provides information in an end-user 
application, the application requests further information 
depending on which features are provided, following the 
thematic protocols of information collection defined by 
the domain experts. Based on this, the user profile is built. 

In the system’s dialogues with the user, the user is 
provided responses from the system in the form of 1) 
suggestions of decisions, 2) advices and 3) suggestions of 
actions to make. Currently, the actions are formally 
defined as ACKTUS assessment protocols. 
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1	
  http://www.who.int/classifications/icf/en/	
  

 
 
Figure 2. The editor for composing rules to be used in 
assessments. A premise can be added in this example. 
 
 
 

 
 
Figure 3. Example of an attempt to change the consequent of a 
rule to an ACKTUS assessment protocol. 
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Figure 4. An overview of the nodes in the core ontology that 
builds the user models. The domain experts can refine the 
conceptual model by creating sub-classes so that it suits the 
domain.  
 

 
 
Figure 5. Example of a sub-tree of concepts particular to the 
dementia domain specified by domain experts. Definitions or 
explanations can be added, used for educational purposes in end 
user applications. 
 

 
 
Figure 6. Scale editor that is used to define sets of values and 
associate it to ACKTUS objects such as questions. In the 
example the ICF scale about the extent of impairment is shown. 
 
Features that relates to the physical home environment 
(e.g., in terms of spaces) can be captured by the ACKTUS 
ontology at a generic level using the building class 
(Figure 4). Furthermore, smart objects can be considered 
as being tools, thus falling under this concept. Activities 
fall under the Activities and Participation class, following 
the ICF categorization as basic structure. Concerning 
ability to execute basic level tasks, such as handle doors, 
windows, etc., such features can be added to the activity 
class that concerns mobility. Limitations in ability that are 
caused by the characteristics of the physical environment 
need to be assessed in each individual case, since each 
individual’s environment is unique. In [5] this was done 
by an occupational therapist. In our work presented in [6], 
two occupational therapists and a nurse assessed the older 
adult’s life situation in our case scenario using the 
concepts (e.g., Figure 5) and scales (e.g., Figure 6) of 
assessment instruments typically used in their daily work.  

The core ontology implements in addition to the user 
model the components of reasoning in the form of an 
argumentation framework. The argument interchange 
format (AIF) is used for visualising and typing different 
arguments and argumentation schemes [7]. Preferences 
can be expressed, e.g., about which knowledge sources to 
be used (clinical guidelines etc.). 

 
2.1. Extending ACKTUS Applications with Adaptive 
Functionality in three Application Domains  
 
A pilot project with the purpose to investigate needs and 
motives for tailored web interfaces to older adults for 
accomplishing activities that they wanted to perform 
generated a generic model of purposeful activity [8]. The 
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main needs behind web-supported activities that were 
identified were i) feeling safe and secure (in particular as 
part of a social context), ii) having knowledge and control 
(e.g., keeping up with news), and iii) feeling good, 
healthy, engaged, active, having fun (e.g., performing 
activities in fields of interest). These themes were 
common to the participants and have been in our work so 
far considered generic enough to provide a sufficient base 
for personalisation in a home context. What is evident is 
that an important part of an input to the personalisation 
has to be the self-assessed view on activity performance 
and goal satisfaction. This part can also be achieved using 
ACKTUS [9]. However, the potential pro-active 
behaviour to invoke assessment and adapt to changing 
needs and abilities is lacking in the ACKTUS applications. 
This is also seen in application domains other than 
support systems for older adults. Therefore, we present 
ongoing research and some results in the following sub-
sections. 
 
2.1.1 Personalisation for Supporting Older Adults in 
Home Environments 
 
Activity recognition is an important and interesting 
challenge to address in dealing with pro-active assessment 
and adaptation to changing user needs and abilities within 
a smart home. Activity recognition facilitates implicit data 
collection on: How everyday activities are performed 
quantitatively? For instance, how mandatory actions like 
turning off the stove after cooking and locking the door 
before leaving the home are performed? How often such 
mandatory actions are forgotten? What are the activities 
that are usually completed successfully? The list of 
activities that require further assistance and adaptation of 
the environment, etc. can be analysed. The everyday 
activities that are in focus for our work are higher level 
activities such as preparing breakfast that involves 
planning, organizing, decision making, allocating time, 
using physical/virtual equipments and taking part in social 
interaction. Events like forgetting to take the milk packet 
from the refrigerator and placing it on the dining table are 
modelled as actions (some could be mandatory actions). 
The activities are part of a 24-hours activity loop making 
it possible to monitor the activities and the organisation of 
activities performed by an individual.  

We use a case scenario created based on the mentioned 
pilot project, which describes an older woman with some 
difficulties in her daily life and in her home environment 
[10]. We explore and describe the case study as four 
distinct but related activities: 1) initial assessment, 2) 
referral to physician, 3) determine interventions, 4) apply 
interventions in the daily life of the individual including a 
continuing assessment (and follow-up), and 5) a renewed 
assessment. A software architecture was proposed in [11], 
utilizing results from the Easy ADL project [12]. The 
conceptual design of an activity recognition system is 
being formed in a living laboratory home environment 

[13]. The living laboratory home environment to be used 
comprises of smart objects that are augmented with 
ambient intelligence technologies. The smart objects apart 
from their primary functionality are expected to provide 
additional virtual functionalities like sensing user 
interaction with the object, internal state changes caused 
by such interaction, exchanging collected sensor readings 
with trusted applications like the ACKTUS application, 
and providing access/control to virtual information 
through multiple modalities depending on the context. 
Further information about the underlying technological 
infrastructure: ecology of smart objects and a personal 
activity-centric middleware to manage those smart objects 
is available [14]. The data collected from sensors in smart 
objects will be interpreted into activities and matched to 
the semantics of the ACKTUS user model [11]. The idea 
is to synthesize the explicit knowledge and interaction 
designed by the domain experts with the implicit 
knowledge obtained from the smart home. 
 
2.1.2 Personalisation for Supporting Mining Workers in 
their Work Environments 
 
An ongoing project aims at supporting the workers in 
mining and mining-related work environments in valuing 
the risks of their work situation and create awareness in 
the individual about how he/she can decrease risks. The 
purpose is to evaluate the vibration, dust and skin related 
problems from the data collected when the worker uses 
support applications. The evaluation is done according to 
algorithms defined by experts in the field based on 
available knowledge. This could possibly lead to taking 
precautions such as wearing a mask if the air contains 
harmful components in the form of dust such as Lead 
(molecular formula: Pb). A prototype of a “vibration 
application” called ArbetsVis has been developed and will 
be evaluated in wider use during 2012. The application 
provides tailored calculations of risks and advices about 
what can be changed in the work context to reduce the 
vibration exposure [10].  

In addition to vibration, mining workers are often exposed 
to dust of different types that may be hazardous 
depending on the level of exposure and the history of 
exposure. Another purpose is to provide the worker 
tailored assessment of risk and advice about preventing 
medical conditions due to the exposure.  In a user model 
that can provide the base for such support, both 
information about the individual such as measures 
obtained by blood tests and/or pulmonary tests is 
important, as well as information about the presence of 
hazardous dust particles in the work environment. Time is 
also an important parameter in the calculations of the risk, 
e.g., time periods when the work tasks are conducted in 
dusty environments. 

As part of this ongoing work, domain experts are 
modelling the explicit knowledge using ACKTUS. This 
includes both the medical experience they possess and the 
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national guidelines governing what thresholds of exposure 
are allowed in work environments. In their work to 
identify key features of user models, they use the concept 
editor that allows them to categorise professions, 
machines, etc. so that the conceptual model of vital part of 
their work environment becomes familiar to an end user 
(Figure 4). Concepts that are already defined in ICF and 
reused in the project are concepts that relates to a physical 
environment such as vibration, dust, chemical substance, 
etc. The participating domain experts define the sub-
categories of these generic concepts that are considered 
relevant and useful and form a more specific knowledge 
model. 

In collaboration with one of the mining industries, a test 
repository is being created with measures of lung capacity 
and presence of lead in blood samples related to fictive 
individuals, similar to the database they use in the in-
house medical service. Furthermore, it is investigated in 
which way measures of the presence of dust can be 
accomplished in the participating mining industries. 
Consequently, further analyses will be needed as part of 
future work to enable situated support to individuals 
based on such information. 
 
2.1.3 Personalisation for Improving Diagnostic 
Reasoning in Health Professionals 
    
There is an urgent need to provide medical professionals 
tools for verifying decisions, incorporating new research-
based knowledge and monitoring a personal continuing 
medical education, as part of everyday practice in their 
meeting with patients. Studies have shown that 75% of 
dementia patients do not receive a dementia diagnosis at 
their first visit to a physician. Studies have also shown 
that introducing a clinical decision-support system for 
supporting dementia diagnosis can change work routines, 
increase teamwork and detect lack of knowledge in 
medical professionals [15-16].  

Therefore, allowing for the medical professional to keep 
control both over his/her own (developing) “knowledge-
base” as well as other actors’ is an approach we apply in 
an ongoing research project. An additional motive is to 
provide methods for detecting emerging knowledge as 
interaction takes place, also at stages before the 
knowledge has become established as “evidence-based” 
medical knowledge. In this interaction, detecting patterns 
of reasoning in relation to individuals’ knowledge and 
patient cases is central. For these purposes we intend to 
use repositories of data relating to patent cases and their 
physicians’ investigations to explore the potentials in 
modelling support in the form of tailored, personalised 
dialogues [17].  
 
2.2 Towards a Multi-Agent System for Personalisation 
 
The agent paradigm is receiving increased focus and 
application to health care. There are particular benefits 

when using a multi-agent system (MAS) perspective on a 
distributed and collaborative use environment utilizing 
mixed-initiative functionality. Agents have autonomy to a 
certain extent to behave pro-active taking initiatives based 
on their repository of beliefs about its environment (e.g., 
[18]).  

As described earlier, we take a persona and a case 
scenario as starting point for development of an ambient 
assisted living environment [11]. An analysis of the 
scenario generated an outline for a MAS design. We 
analysed the different dialogues exemplified in our 
scenario, interpreted them as dialogue games, and 
categorised them into three types of dialogues described 
by Walton [19]: information seeking, inquiry and 
deliberation dialogue. They differ by their purpose where 
information seeking aims at collecting information, 
inquiry dialogues aim at collaboratively create new 
knowledge and a deliberation dialogue aims at 
collaboratively decide upon an action to be performed.  

For illustrating the dialogues in our use scenario in the 
development sessions with domain experts, we use an 
algorithm for executing the information seeking dialogues 
and for simulating the inquiry and deliberation dialogues. 
The algorithm only makes use of ACKTUS assessment 
protocols, their content, their associated rules and their 
consequents as dialogue flows structured by the domain 
experts in the modelling sessions. The dialogues were 
used in the sessions for the domain experts to evaluate the 
effects of their modelling [9]. 

A formal argumentation-based framework and the agent 
interaction protocols need to support the identified types 
of dialogues. Furthermore, we identified the following 
speech acts or moves to be performed by each agent: open, 
ask, assert and close. Consequently, the context-based 
inquiry dialogues proposed in [17] need to be extended to 
incorporate critical questions based on the ACKTUS 
critical questions and reasoning contexts to achieve the 
ask move. Initial results are presented in [20]. 
 
3. Related Work 
 
Research on personalisation similar to the work presented 
in this paper has been carried out by Kadouche et al [5], 
with the Semantic Matching Framework (SMF) defining 
the user limitation capabilities and provides adapted 
process to personalise the service delivery. The core 
functionality of SMF is based on semantic matching 
between the user model and the environment model. The 
user model characterises user factors, for instance his 
name, his preferences and capacities, defined as user’s 
attributes. The environment model describes environment 
factors it specifies devices (e.g., doors, windows, sensors, 
etc.), defined as “effectors”, each effector contains a set of 
characteristics defined as environment’s attributes, for 
instance: required force to open the door, the door size, 
etc. These factors are quantified to formalise the relation 
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between the user’s attributes and the environment’s 
attributes which brings out the handicap situation for each 
user on his daily living activities [5]. The framework has 
been designed with experts in psychology and computer 
science [5].  

A review of agents applied in health care is provided in 
[18] where the following examples are given. The 
Context-aware Hospital Information System (CHIS) is a 
MAS, which provides intelligence and proactive 
capabilities to healthcare environments furnished with 
ubiquitous computing and medical devices [21]. Some 
degree of personalisation is accomplished in this system. 
The interaction with the system is based on the user’s 
permission in performing the activities. Another example 
of a MAS that supports personalisation is the project 
Health Care Services (HeCaSe2) [22], which offers 
healthcare services to the users (patients and 
practitioners). In this system, a single agent is associated 
to each user and the knowledge that is endowed to the 
user is based on the user’s preferences and supports 
personalisation. 

In the past decade, numerous studies on user modelling 
have been conducted by researchers [23]. The approaches 
have been discussed with respect to its methodology 
adopted for the user information. User profiles have been 
used in the healthcare domain to provide management and 
retrieval of person or patient’s physiological data [24]. In 
a smart home, a cooking guide is a true effort towards the 
contextual rich dynamic proactive knowledge-based 
application. A proactive knowledge base is built from the 
sensors augmenting the objects in use, surrounding 
devices and user profiles. Sophisticated data mining 
algorithms, rule based mechanisms and user model 
learning techniques facilitate contextual awareness and 
adaptability towards the assistance and end user ambient 
support [25]. There are many techniques available to 
model an adaptive web system such as feature-based 
modelling and stereotype-based modelling. Feature-based 
modelling attempts to model specific features such as 
individual user’s knowledge, interests, goals etc. The 
majority of modern web systems use the feature-based 
approach to represent and model information about the 
users such as Bayesian Student Models (BSM) in which 
the student features are modelled and parameters of the 
model are obtained [26]. An example of the stereotype-
based model is the User Modelling and Profiling Service 
(UMPS), which provides the methodology for context 
dependent personalisation and adaptivity of applications 
and services in the Amigo environment [27]. Normally, a 
stereotype model ignores the features and uses the 
stereotype as a whole. In UPMS the user profiles are built 
first based on stereotypes and explicit user input, and in 
the second step these profiles are refined using the 
interaction/context history. User modelling, also known as 
user profiling is the key in the development of interactive 
software systems that are able to identify and to adjust 
themselves to the needs of particular user at every stage of 

use, irrespective of these user’s knowledge whether they 
are experts or beginners. 

User modelling has evolved from representation of groups 
of users using a certain system in certain conditions, to 
personalisation of these systems towards individual user’s 
preferences and requirements. In the case of ambient 
intelligent systems personalisation applies to different 
system components and application domains, particularly 
to user interfaces, for example, graphical content, gesture 
and voice based and content presentation.  

Personalisation depends upon the initial knowledge of the 
system about its potential users and the mechanism used 
to learn user’s behaviour and preferences [28]. It is also 
dependent on the system’s use context. Thus the system 
needs to be adaptable to the context as well. In the 
following sub-sections an overview is given of different 
real world applications making use of personalisation and 
user modelling, categorised by their purpose and context 
of use. We limit our focus to general assistance, smart 
home environments for supporting activities of daily 
living (ADL), intelligent tutoring systems and 
personalised systems for promoting health during work or 
leisure time.  
 
3.1 Living Assistance Support Systems 
 
Research related to living assistance broadens the scope 
of support systems. Such systems can be for indoor and 
outdoor assistance. Systems for indoor living assistance 
work in a well-defined locality, for example home, car, 
hospital or elderly care homes. Appropriate sensors, 
hardware and software can be installed for the suitable 
environment. The latter could be developed for activities 
such as shopping or travelling.  

According to Nehmer et al [29], three types of services 
could be provided by a support system, namely, 
emergency treatment, autonomy enhancement and 
comfort. The emergency treatment plays the most 
important role as it aims at the early prediction of and 
recovery from critical conditions that might result in an 
emergency situation and safe detection and alert 
propagation of emergency situations. Examples are when 
patient suddenly falls, strokes etc. Autonomy 
enhancement services denote all services that make it 
possible to abandon previous manual care given by 
medical and social care personnel or relatives and replace 
it by appropriate support system. The best example for 
such assistance is a cooking assistance system for people 
with visual defects [29]. The appropriate sensors attached 
to a stove may enable them to cook safely, automatically 
detect if the stove is switched on for long time without 
any purpose and alert the user. 
 
3.2 Assisted Living within a Smart Home 
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Personalisation and user modelling plays a central role in 
designing smart homes that enable elderly persons to live 
a longer and more independent life at home (in 
accordance with the concepts of successful ageing and 
assisted cognition). EU research programs like the 
Ambient Assisted Living (AAL) [30] are moving in this 
direction. Since life expectancy is increasing and more 
elderly people would populate the society in the future, 
efforts like AAL are necessary to provide a good quality 
life for the elderly. Elderly people are also prone to 
physical and cognitive disabilities that introduce a need to 
personalise and adapt their smart homes. Independent 
living means that the elderly person must be able to do 
basic activities of daily living like taking a shower, eating 
and dressing, and more complex activities of daily living 
like preparing a shopping list and cooking food. Activity 
recognition plays an important role in enabling 
independent living of elderly within their smart home. 
Everyday activities performed by different individuals 
within a home environment vary significantly, introducing 
a need to be aware of the user’s identity, preferences, 
capabilities, likes and limitations. Also, there are 
variations in how certain activities are performed by an 
individual depending on the contextual conditions. 
Solutions that lack personalization affect the user 
experience provided by smart homes.     

Smart homes for people with disabilities are an objective 
of many research efforts. The Nursebot project [31] is 
aimed at developing mobile robotic assistants that support 
elders in performing their activities of daily living (ADL) 
at home. The SmartBo project [32] focuses on elders with 
mobility impairments and cognitive disabilities while the 
Gloucester Smart House [33] focuses on people with 
dementia. An automated hand-washing assistant for 
people with dementia is being developed [34]. Automated 
health monitoring and anomaly detection for cognitively 
and physically challenged people using machine learning 
algorithms that can model their behaviour is also 
described in research [35]. AAL within the CareLab [36] 
has focused on monitoring and coaching elderly people to 
enable them to maintain an independent lifestyle by 
focusing on their feeling of safety, cognitive prosthesis 
and social interaction.  

The easy ADL ecology [12] is a smart home that models a 
user’s situation, activities and interaction possibilities 
with the long-term goal of providing support for mild-
dementia patients. A human agent’s body is used as a 
starting point to determine: a) the objects that are present 
in close proximity to the user useful in modelling their 
situation [37]; b) the objects that are manipulated by the 
user in modelling the activities performed [14]; and c) the 
interactive devices in the close proximity are useful for 
timely delivery of assisted living services [13].  

A kitchen environment could be viewed as the heart of a 
home comprising of several household objects, home 
appliances and furniture facilitating numerous everyday 

activities with varying complexities. A smart refrigerator 
capable of presenting personalized information, 
intelligently evaluating its contents and informing about 
missing ingredients based on user profile or their potential 
future cooking activity is useful [38].   

A bathroom is another important space in a home where 
self-care activities are performed. A shower cabin or a tub 
that adapts the water temperature based on user profile 
could be an automated service provided by the smart 
home. Brushing teeth, combing hair, shaving and 
applying make-up usually takes place inside a bathroom 
in front of the bathroom mirror. Assisted living services 
could be incorporated within the so-called “smart mirror” 
augmented with ambient intelligence technology that 
identifies the user (for instance, based on the tooth brush 
or the shaving razor used). The smart mirror apart from its 
original functionality of reflecting a person’s image also 
presents personalised information relevant to that person. 
Examples include presenting the day schedule, news, 
melodies to remove stress and weather information. 
Additionally, by standing on a smart carpet in front of the 
mirror, the person’s weight information and 
cardiovascular health status using existing medical data 
could also be presented on the smart mirror. 
 
3.3 Intelligent Tutoring Systems 
 
The majority of intelligent tutoring systems (ITS) focused 
on representing two types of domain knowledge: 
conceptual and procedural knowledge. A large class of 
ITS known as “tutors” focus on helping users solve 
educational problems, and thus rely on procedural 
knowledge of either problem solving or evaluation nature 
[39]. The use of conceptual knowledge is shared by 
almost all non- educational systems, which also focus on 
guiding the user to the most appropriate content. 

The tutorial application iTutorial has been developed as 
part of an assisted living environment in the Share-it 
project [39]. Based on physical location and a set of 
individual-specific features (e.g., presence of memory 
impairment) the support is given in the form of detailed 
step-by-step instructions on how getting dressed, etc.  
 
3.4 Intelligent Health Promotion Support Systems 
 
Another application area attaining growing research 
interest is to enhance the work environment such that the 
risks, health hazards, physical and psychological strains 
could be analysed and predicted to facilitate a better work 
environment. An example of this is the application for 
stress diagnosis developed by Begum et al [8]. They 
present a computer-aided decision support system for 
analyzing and diagnosing stress-related disorders based 
upon finger temperature signals where the finger 
temperature measurement is taken using a temperature 
sensor to establish an individual’s stress profile. The 
functionality of the system lies in solving a new problem 
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case by using solution of solved cases from the past (case-
based reasoning), which often require adaptation to find a 
suitable solution for the new case.  

A wide range of applications target behaviour change in 
users to increase healthy living by persuading individuals 
to exercise, eat healthier, etc. One example is the work by 
Grasso and Erriques [40] where they used an ontology 
that included both person specific factors, activities and 
types of responses aimed at giving encouraging arguments 
to pursue a healthier lifestyle.  
 
4. Summary and Future Work 
 
ACKTUS as tool for modelling user information and for 
personalisation of support applications has been 
presented. Motivations to personalise support applications 
for a variety of daily living activities have been described: 
work and education (monitoring health in the mining 
work environment and for supporting dementia 
diagnosis), leisure and social activities (older adults’ 
home environment), personal and home care (older 
adults’ home environment). 

For the purpose to provide an individual computer-based 
support in daily living for increasing autonomy, security, 
health, social inclusion and quality of life, a holistic view 
on the individual’s situation needs to be adopted. The 
wishes, needs and abilities of the individual need to be 
assessed to optimize the design of the tailored support. 
Furthermore, the assessments need to be done 
continuously, to adjust the tailored support to changing 
needs, abilities, wishes and contextual factors. Therefore, 
we integrate assessment into a framework for developing 
and maintaining ambient assisted living with personalised 
support. This will be accomplished by using a 
combination of methods where the professional 
assessments done by health care professionals, play a key 
role. 

An overview of the existing approaches presented in 
literature has been provided, which have been adopted for 
personalisation and user modelling for various domains. 
The purpose was to compare the applied methodologies 
with the ongoing effort to develop a generic framework 
for assessing ability and tailoring of support applications 
in the health domain (ACKTUS). Several related projects 
use similar technology and ambition, that is, to provide 
meaningful support in daily living to older adults, or 
tailored support for learning and decision-making. 
However, none of the approaches we found aimed at the 
holistic assessments that ACKTUS targets, neither 
allowing the domain professionals to conduct the 
modelling and application of an ontology and its content 
in user cases for evaluation purposes. Moreover, the novel 
approach to use a common core ontology for modelling 
support for various every day activities and knowledge 
domains, including work-related, was presented. 

Ongoing and future work includes among other tasks the 
investigation of how data obtained in a home or work 
environment can be refined into information that can be 
interpreted as qualitative knowledge about an individual’s 
ability to perform activity, and providing situated risk 
assessments. In this context, an important research 
question is how to create a realistic mapping between 
existing scales for measuring user ability (e.g., ICF-scales, 
ADL-scales, the AAIMA-protocol [8]) and the sensor 
information obtained from smart objects. The 
determination of what state changes to objects are 
important, what does such state changes mean when 
interpreted according to the existing scales, how to model 
everyday activities such that the activity recognition 
models are comparable to the models described by the 
existing scales, are important aspects to dig deeper in 
adapting the existing living laboratory home environment 
to a personalised environment for conducting pro-active 
assessment of older adults’ abilities.  
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Abstract

Inconsistent knowledge bases usually are regarded
as an epistemic hell that have to be avoided at
all costs. However, many times it is di�cult or
impossible to stay away of managing inconsistent
knowledge bases. In this paper, we introduce an
argumentation-based approach in order to manage
inconsistent possibilistic knowledge bases. This ap-
proach will be �exible enough for managing incon-
sistent possibilistic models and the non-existence
of possibilistic models of a possibilistic logic pro-
gram.

1 Introduction

One of the purposes of argumentation theory is
to provide tools for supporting decisions. For in-
stance, argumentation theory is able to suggest ar-
guments in favour a decision. Usually argumenta-
tion theory is adequate for supporting decisions in
scenarios where the information is inconsistent and
incomplete [13]. Indeed, an interesting feature of
argumentation theory inference is that it is able to
manage inconsistent information in a natural way.

In [8, 10, 12], a possibilistic framework for reason-
ing under uncertainty was proposed. This frame-
work is a combination between Answer Set Pro-
gramming (ASP) and Possibilistic Logic [4]. Possi-

bilistic Logic is based on possibilistic theory where
at the mathematical level, degrees of possibility and
necessity are closely related to fuzzy sets. Thanks
to the natural properties of possibilistic logic and
ASP, this approach allows to deal with reasoning
that is at the same time non-monotonic and un-
certain. The expressiveness of this approach is rich
enough for capturing sophisticated domains such as
the medical domain [10] and river basin systems [1].
However, a common problem in these domains is
that they are inconsistent and incomplete. It is not
di�cult to �nd scenarios where the speci�cation of
them is inconsistent. We take as example in this
paper the observation made in [7] that some medi-
cal diagnoses in the dementia domain are based on
incomplete and inconsistent information. For in-
stance, in order to assess the diagnosis Alzheimer's
disease the presence of episodic memory dysfunc-
tion is required according to diagnostic criteria. In
the study presented in [7] this assessment was some-
times based on missing information and sometimes
based on the absence of memory de�cit.

In this paper, we explore an argumentation ap-
proach which consider any possibilistic logic pro-
gramming semantics [8, 10, 12] for inferring infor-
mation from any consistent or inconsistent possi-
bilistic logic program.

Usually the inference in argumentation theory
can be regarded by 4 steps:
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1. Argument construction, based on a knowledge
base;

2. Argument valuation, the assignment of a
weight to arguments;

3. Argumentation interaction, the identi�cation
of con�icts between the arguments; and

4. Argumentation status evaluation, for deciding
the winning or justi�ed arguments.

In this paper essentially we will de�ne a strat-
egy for building possibilistic arguments by consid-
ering a possibilistic logic program. A possibilistic
argument will have a standard structure (as in ar-
gumentation theory) and will be inferred by pos-
sibilistic logic programming semantics, such as the
possibilistic stable semantics [8], the possibilistic
answer set semantics [10] or the possibilistic pstable
semantics [12], of the given possibilistic knowledge
base.
In order to manage the con�ict that could ap-

pear between possibilistic arguments, we will in-
stantiate the argumentation framework structure
introduce by Dung [5] in terms of possibilistic ar-
guments. This instantiation will allow us to use
argumentation semantics e.g., preferred semantics,
in order to infer justi�ed arguments.
The rest of this paper is divided as follows: in

Section 2, we will present some basic de�nitions of
the logic programming syntaxis considered. In Sec-
tion 3, we will present the de�nition of a possibilis-
tic argument. After that, in Section 4, we formalize
the interaction of possibilistic arguments. In Sec-
tion 5, we de�ne our approach for evaluating pos-
sibilistic arguments (due to lack of space all proofs
will be omitted). Finally, in the last section, we
outline our conclusions and future work.

2 Background

In this section, the syntaxis of the logic programs
considered in the paper is brie�y presented.

2.1 Non-Possibilistic Logic Pro-

grams

An atom is a propositional symbol such a0, a1, . . .
and an extended atom is a negated atom such as
¬a0,¬a1, . . . . We will use the concept of atom

without paying attention if it is an extended atom
or not. Notice that there are complementary atoms
such that the complement of an atom a is de�ned
as ã = ¬a and ¬̃a = a. The negation sign ¬ is
regarded as the so called strong negation by the
ASP's literature and the negation not as the nega-
tion as failure [2]. A literal is an atom, a, or the
negation of an atom not a. Given a set of atoms
{a1, ..., an}, we write not {a1, ..., an} to denote the
set of literals {not a1, ..., not an}. An extended dis-
junctive clause, C, is denoted:

a1 ∨ . . . ∨ am ← a1, . . . , aj , not aj+1, . . . , not an

where m ≥ 0, n ≥ 0, each ai is an atom. When
n = 0 and m > 0, the clause is an abbreviation
of a1 ∨ . . . ∨ am. When m = 0 the clause is an
abbreviation of ⊥ ← a1, . . . , an such that ⊥ is the
proposition symbol that always evaluates to false.
Clauses of this form are called constraints (the rest,
non-constraint clauses). An extended disjunctive
program P is a �nite set of extended disjunctive
clauses. By LP , we denote the set of atoms in the
language of P .
We denote an extended disjunctive clause C by
A ← B+, not B−, where A contains all the head
atoms, B+ contains all the positive body atoms and
B− contains all the negative body atoms. When
B− = ∅, the clause is called positive disjunctive
clause. A set of positive disjunctive clauses is called
a positive disjunctive logic program. When A is
a singleton set, the clause can be regarded as a
normal clause. A normal logic program is a �nite
set of normal clauses. Finally, whenA is a singleton
set and B− = ∅, the clause can be also regarded as
a de�nite clause. A �nite set of de�nite clauses is
called a de�nite logic program.
We will manage the strong negation (¬), in our

logic programs, as it is done in ASP [2]. Basically,
each negative atom ¬a is replaced by a new atom
symbol a′ which does not appear in the language
of the program.
For instance, let P be the normal program:

a ← q.
¬q ← r.
q.
r.

Then replacing each negative atom by a new atom
symbol, we will have:
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a ← q.
q′ ← r.
q.
r.

Usually it is added a constraint of the form ⊥←
a, a′, we will omit this constraint in order to allow
complementary atoms in the models of a program.
However the user could add this constraint without
losing generality.

2.2 Possibilistic Logic Programs

A possibilistic atom is a pair p = (a, q) ∈ A × Q,
where A is a �nite set of atoms and (Q,≤) is a
lattice (in all the paper, we will consider only �-
nite lattices). We apply the projection ∗ as fol-
lows: p∗ = a. Given a set of possibilistic atoms
S, we de�ne the generalization of ∗ over S as fol-
lows: S∗ = {p∗|p ∈ S}. Given a lattice (Q,≤) and
S ⊆ Q, LUB(S) denotes the least upper bound of
S and GLB(S) denotes the greatest lower bound
of S. Given a �nite set of atoms A and a lattice
(Q,≤), we denote by PS the power set 2A×Q. A
possibilistic disjunctive clause is of the form:

r = (α : A ← B+, not B−)

where α ∈ Q. The projection ∗ for a possibilistic
clause is r∗ = A ← B+, not B−. n(r) = α is
a necessity degree representing the certainty level
of the information described by r. A possibilistic
constraint is of the form:

c = (TOPQ : ← B+, not B−)

where TOPQ is the top of the lattice (Q,≤). As
in possibilistic clauses, the projection ∗ for a pos-
sibilistic constraint is : c∗ = ← B+, not B−. A
possibilistic disjunctive logic program P is a tu-
ple of the form ⟨(Q,≤), N⟩, where N is a �nite set
of possibilistic disjunctive clauses and possibilistic
constraints. The generalization of ∗ over P is as
follows: P ∗ = {r∗|r ∈ N}. Notice that P ∗ is
an extended disjunctive program. When P ∗ is a
normal program, P is called a possibilistic normal
program. Also when P ∗ is a positive disjunctive
program, P is called a possibilistic positive logic
program. A given set of possibilistic disjunctive
clauses {γ, . . . , γ} is also represented as {γ; . . . ; γ}
to avoid ambiguities with the use of comma in the
body of the clauses.

The semantics of possibilistic logic programs is
captured by possibilistic logic programming seman-
tics. A possibilistic logic programming semantics
is a mapping from the class of all the possibilistic
programs into 2PS . In the literature, we can �nd
several approaches for capturing the semantics of
possibilistic logic programs [8, 10, 12].

3 Building possibilistic argu-

ments

As we commented in Section 1, the �rst step in
the inference process in argumentation theory is the
construction of arguments. Hence, in this section,
we start by de�ning how to build possibilistic ar-
guments from a possibilistic program.
A possibilistic argument can be constructed by

considering any possibilistic logic programming se-
mantics i.e. the possibilistic stable semantics, the
possibilistic answer set semantics, the possibilistic
pstable semantics. Since one can consider the skep-
tical and credulous versions of possibilistic seman-
tics as the possibilistic answer set semantics and the
possibilistic pstable semantics, we will de�ne two
kinds of possibilistic arguments: brave possibilistic
arguments and cautious possibilistic arguments1.

De�nition 1 (Possibilistic Arguments) Let
P = ⟨(Q,≤), N⟩ be a possibilistic logic program. A
possibilistic argument Arg w.r.t. P is a tuple of
the form Arg = ⟨Claim, Support, α⟩ such that the
following conditions hold:

1. Support ⊆ N .

2. Support is minimal w.r.t. set inclusion.

3. ∃ M ∈ S(Support) such that (Claim, α) ∈ M
(in this case the possibilistic arguments Arg
is called brave. When the existent quanti�ed
∃ is changed by the for all quanti�ed ∀, the
possibilistic arguments Arg is called cautious).

S is any possibilistic logic programming seman-
tics. Brave-ARGSP gathers all the brave possi-
bilistic arguments which can be constructed from P
and the possibilistic logic programming semantics

1We adjectives of brave and cautious are motivated by
the de�nitions of brave reasoning and cautious reasoning [6]
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S. Cautious-ARGSP gathers all the cautious possi-
bilistic arguments which can be constructed from P
and the possibilistic logic programming semantics
S.

In order to simplify the following de�nition,
ARGSP will denote any set of possibilistic argu-
ments constructed from P and based on the pos-
sibilistic logic programming semantics S. Observe
that De�nition 1 considers the �rst two steps of the
inference in argumentation: argumentation con-
struction and argumentation valuation.

Remark 1 Before to follow on, we want to point
out to the reader that to build an argument Arg with
conclusion a from a program P , it does not mean
that a is a correct conclusion of the whole program
P . The acceptance of the conclusions will depend
on the interaction of all the possibilistic arguments
that one can build from P and the pattern of selec-
tion of arguments (argumentation semantics) that
one uses for �xing the status of the arguments.

4 Interaction between possi-

bilistic arguments

Once we have de�ned how to build possibilistic ar-
guments, we require to de�ne how the possibilistic
arguments will interact. In other words, we will de-
�ne the cases when two possibilistic arguments will
be in a con�ict and then to de�ne which arguments
will be considered accepted according to a pattern
of selection (argumentation semantics).

De�nition 2 Let Arg1 and Arg2 be two possi-
bilistic arguments such that Arg1 = ⟨Claim1,
Support1, α1⟩ and Arg2 = ⟨Claim2, Support2,
α2⟩. We say that Arg1 attacks Arg2 if one of the
following conditions hold:

i) Claim1 = l, Claim2 = l̃ and α1 ≥ α2.

ii) ∃(q : l ← B+, not B−) ∈ Support2 such that

C̃laim1 ∈ B+ and α1 ≥ α2.

iii) ∃(q : l ← B+, not B−) ∈ Support2 and
Claim1 ∈ B−.

Let us observe that only the �rst two conditions
of the attack's de�nition have restrictions with re-
spect to α's values. In the last condition, the at-
tack relation is motivated by the fact that the claim

of Arg1 was assumed as false (by using negation
as failure) in the support of Arg2. Hence, the
third condition has assigning less priority to liter-
als which are negated by negation as failure which
supporting a claim.
In Example 1 we will consider diagnosis of

Alzheimer's disease (a), which is the most common
dementia disease. Episodic memory dysfunction is
a key �nding (b), and we assume that we have two
inconsistent pieces of information regarding mem-
ory. Furthermore, we know also that a large part of
patients with Alzheimer's disease develop behavior
and psychiatric symptoms (BPSD) (c).

Example 1 Let P be the following possibilistic
logic program:

0.1 : b← ⊤. 0.8 : ¬b← ⊤.
0.9 : ¬a← not b. 0.5 : c← a.

0.5 : a← ⊤.

As we can see, one can construct at least the
following four possibilistic arguments by consid-
ering any reasonable possibilistic argumentation
semantics:

Arg1 = ⟨b, {0.1 : b← ⊤}, 0.1⟩
Arg2 = ⟨¬b, {0.8 : ¬b← ⊤}, 0.8⟩
Arg3 = ⟨¬a, {0.9 : ¬a← not b}, 0.9⟩
Arg4 = ⟨c, {0.5 : c← a; 0.5 : a← ⊤}, 0.5⟩

By instantiating De�nition 2, one can identify
the following con�icts between these possibilistic
arguments:

Arg2 attacks Arg1 by condition i).
Arg3 attacks Arg4 by condition ii).
Arg1 attacks Arg3 by condition iii).

Observe that Arg1 does not attack Arg2 because
Arg1's possibilistic degree is less than Arg2's pos-
sibilistic degree.

Once the relationship between possibilistic ar-
guments has been identi�ed, we need to evalu-
ate these relationships. In our example the �nd-
ing that memory dysfunction is absent attacks the
�nding that it is possibly present, and the claim
that there is BPSD symptoms is attacked by the
claim that there is no Alzheimer's disease to cause
BPSD. Furthermore, the argument that there is
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memory dysfunction attacks the claim that there
is no Alzheimer's disease.
This evaluation process will be the objective of

the next section.

5 Argumentation status evalu-

ation

The evaluation of the interaction between argu-
ments is an important step in the inference of argu-
mentation. In argumentation literature, there are
several approaches [3, 13] in order to select coherent
points of view from a set of arguments in con�ict.
In our case, we will follow Dung's argumentation
style [5]. This approach is based on the structure
called argumentation framework. We will general-
ize the concept of argumentation framework into
the concept of possibilistic argumentation frame-
work.

De�nition 3 Given a possibilistic logic program,
a possibilistic argumentation framework AF w.r.t.
P is the tuple AFS

P = ⟨ARGSP , Attacks⟩, where
Attacks contains the relations of attack between the
arguments of ARGP .

We are essentially instantiating Dung's argumen-
tation approach into possibilistic arguments.

Example 2 Let us go back to Example 1.
As we saw, one can construct four possi-
bilistic arguments from P ; this means that
ARGP = {Arg1, Arg2, Arg3, Arg4} and the rela-
tions of attacks between these arguments are: Arg2
attacks Arg1, Arg3 attacks Arg4, Arg1 attacks
Arg3. Hence, we have the following possibilistic
argumentation framework:

AFP = ⟨{Arg1, Arg2, Arg3, Arg4}, {(Arg2, Arg1),
(Arg3, Arg4), (Arg1, Arg3)}⟩

Once we have instantiated a possibilistic pro-
gram P into a possibilistic argumentation frame-
work AFP , we can apply an argumentation seman-
tics to AFP in order to infer information from P .
In argumentation literature, we �nd that the

most accepted argumentation semantics are the
grounded, stable and preferred semantics suggested
by Dung in [5]. The objective of these semantics

is to select subsets of arguments from a set of ar-
guments such that these subsets of arguments rep-
resent coherent points of view from a con�ict. By
coherent point of view, we mean that a set of ar-
guments inferred by an argumentation semantics
must be consistent and moreover it must be a de-
fendable position in a con�ict of opinions.
In order to study a relationship between the

argumentation inference and the inference of
some possibilistic logic programming semantics,
let us de�ne the projection ϕ which is a rela-
tion from ARGP into 2PS such that given a
set of possibilistic arguments ARG, ϕ(ARG) =
{(a, α)|⟨a, Support, α⟩ ∈ ARG}.

Example 3 Let us consider the possibilistic logic
program of Example 1 and the argumentation
framework of Example 2. As we saw the possibilis-
tic argumentation framework:

AFP = ⟨{Arg1, Arg2, Arg3, Arg4},
{(Arg2, Arg1), (Arg3, Arg4), (Arg1, Arg3)}⟩
is an instantiation of the possibilistic logic program
P :

0.1 : b← ⊤. 0.8 : ¬b← ⊤.
0.9 : ¬a← not b. 0.5 : c← a.

0.5 : a← ⊤.

In order to illustrate the relation between the in-
ference of argumentation theory and possibilistic
logic programming semantics, let us consider the
possibilistic answer set semantics de�ned in [9].
It is easy to see that the only possibilistic an-

swer set S of the program P is the inconsistent set
{(b, 0.1), (¬b, 0.8), (c, 0.5)}. On the other hand, by
applying an argumentation semantics as the pre-
ferred semantics to AFP , we can see that the only
preferred extension PE of AFP is {Arg2, Arg3}.
This means that the argumentation inference based
on the preferred semantics infers from P the pos-
sibilistic set ϕ(PE) = {(¬b, 0.8), (¬a, 0.9)}. This
means, interpreted by our medical example, that in
this case there is no episodic memory dysfunction
nor Alzheimer's disease present, which would be an
accurate conclusion according to medical diagnostic
criteria. Observe that the argumentation inference
is removing the inconsistency of the set of possi-
bilistic atoms which can be inferred from P . It
is worth remember that the possibilistic argumen-
tation framework AFP can be constructed from P
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by considering the possibilistic answer set seman-
tics.

Now let us formalize some important properties
w.r.t. our argumentation inference. The �rst prop-
erty that we can identify is that whenever we ap-
ply our possibilistic-based argumentation inference
based on an argumentation semantics which satis-
�es the basic property of con�ict-freeness, we will
infer consistent information. It is worth mentioning
that an argumentation semantics Sarg satis�es the
property of con�ict-freeness, if given an argumen-
tation framework AF then for all E ∈ Sarg(AF ), E
does not contain two arguments a and b such that
a attacks b.

Proposition 1 Let S be a possibilistic logic pro-
gramming semantics, Sarg be an argumentation
semantics which satis�es the property of con�ict-
freeness and P be a possibilistic logic program. If
E ∈ Sarg(AFS

P ) then ϕ(E) is a consistent set of
possibilistic atoms.

Observe that this proposition is relevant when-
ever the information inferred from P by using the
possibilistic logic programming semantics S is in-
consistent. However, if the information inferred
from a possibilistic logic program by a possibilis-
tic logic programming semantics is consistent, there
are cases where by considering our argumentation
inference based on argumentation semantics as the
preferred semantics, we are able to infer more in-
formation than applying the inference based possi-
bilistic logic semantics (due to lack of space we do
not illustrate this situation).

Proposition 2 Let S be a possibilistic logic pro-
gramming semantics, Sarg be the preferred seman-
tics and P be a possibilistic logic program, If E ∈
S(P ), then there exists E′ ∈ Sarg(AF

S
P ) such that

E = ϕ(E′).

Another kind of inconsistency that can occur in
possibilistic logic programs is the non-existent of
models inferred from a possibilistic logic program
by a possibilistic logic programming semantics i.e.
the possibilistic answer set semantics and the possi-
bilistic pstable semantics. For instance, let us con-
sider the following program Pinc:

0.3 : a← not b.
0.5 : b← not c.
0.6 : c← not a.

This program has neither possibilistic answer
sets nor possibilistic pstable models. However,
this kind of inconsistency can be managed by
our argumentation-based inference. For instance,
by considering either the possibilistic answer set
semantics or the possibilistic pstable semantics,
we have the following set of possibilistic arguments:

ARGPinc =
{Arg1 = ⟨a, {0.3 : a← not b}, 0.3⟩,
Arg2 = ⟨b, {0.5 : b← not c}, 0.5⟩,
Arg3 = ⟨c, {0.6 : c← not a}, 0.6⟩ }

Hence, we can de�ne the following possi-
bilistic argumentation framework: AFPinc

=

⟨{Arg1, Arg2, Arg3}, {(Arg1, Arg3), (Arg3, Arg2),

(Arg2, Arg1)}.
Observe that if we apply an argumentation se-

mantics based on admissible sets e.g., the pre-
ferred semantics to AFPinc , we will not be able
to infer any set of possibilistic atoms from Pinc.
For these cases, we require to consider argumen-
tation semantics which are not based on admis-
sible sets. For instance, if we consider the ar-
gumentation semantics MM∗r

Arg presented in [11],

we can see that MM∗r

Arg(AFPinc) has three ex-
tensions: {{Arg1}, {Arg2}, {Arg3}}. This means
that MM∗r

Arg is suggesting that one can infer the
following three sets of possibilistic atoms from
Pinc:ϕ(Arg1) = {(a, 0.3)}, ϕ(Arg2) = {(b, 0.5)}
and ϕ(Arg3) = {(c, 0.6)}.

6 Concluding remarks

In this paper, we de�ned a possibilistic-based ar-
gumentation approach based on: i. the inference
of possibilistic logic programming semantics and ii.
Dung's argumentation semantics style.

This approach inherits all the expressiveness of
the possibilistic logic programs [8, 10, 12] and o�ers
some natural mechanisms for dealing with reason-
ing under inconsistent information. In fact, this ap-
proach does not require to apply cuts to an incon-
sistent possibilistic knowledge base, as it is done in
possibilistic logic programming, in order to manage
the non-existence of possibilistic models. Another
interesting property of our approach is that any set
of possibilistic atoms inferred by the possibilistic-
based argumentation inference will be consistent.
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 Abstract - A computer-aided Clinical Decision Support 

System (CDSS) for diagnosis and treatment often plays a vital 

role and brings essential benefits for clinicians. Such a CDSS 

could function as an expert for a less experienced clinician or 

as a second option/opinion of an experienced clinician to their 

decision making task. This paper presents 3 clinical Decision 

Support Systems as an overview of case-based reasoning (CBR) 

research and development. Two medical domains are used here 

for the case study 1) CDSS for stress diagnosis 2) CDSS for 

stress treatment and 3) CDSS for post-operative pain treatment. 

The observation shows the current developments, future 

direction and pros and cons of the CBR approach. Moreover, 

the paper shares the experiences of developing 3CDSS in 

medical domain.  
 

 

I. INTRODUCTION 
  

Decision Support System (DSS) that bear similarities 
with human reasoning have benefits and are often easily 
accepted by physicians in the medical domain [6, 14, 31, 
32, and 33]. Hence, DSSs that are able to reason and 
explain in an acceptable and understandable style are more 
and more in demand and will play an increasing role in 
tomorrow’s health care. Today many clinical DSSs are 
developed to be multi-purposed and often combine more 
than one AI method and technique. Many of the early AI 
systems attempted to apply pure Rule-Based Reasoning 
(RBR) as ‘reasoning by logic in AI’ for decision support in 
the medical area. However, for broad and complex 
domains where knowledge cannot be represented by rules 
(i.e. IF-THEN), this pure rule-based system encounters 
several problems. Knowledge acquisition bottleneck is one 
of the most critical problems since medical knowledge 
evolves rapidly, updating large rule based systems and 
proving their consistency is expensive. A risk is that 
medical rule-based systems become brittle and unreliable. 
One faulty rule may affect the whole system’s performance 
and is also important to consider [8, 40]. Artificial Neural 
Networks (ANN) can be used in the medical domain as 
“reasoning by learning in AI”. However, it requires large 
data sets to learn the functional relationship between input 
and output space. Moreover, transparency is another issue 
since the ANN functions as a so called black box i.e. it is 
very difficult to understand clearly what is going on [40]. 
Case-Based Reasoning (CBR) is a promising AI method 
that can be applied as “reasoning by experience in AI” for 
implementing DSSs in the medical domain since it learns 
from experience in order solve a current situation [16]. 

CBR is especially suitable for domains with a weak 
domain theory, i.e. when the domain is difficult to 
formalize and is empirical. In CBR, experiences in the 
form of cases are used to represent knowledge. A case is 
defined by Kolodner and Leake as “a contextualized piece 
of knowledge representing an experience that teaches a 
lesson fundamental to achieving the goals of the reasoner” 
[26]. In practice, clinicians often reason with cases by 
referring and comparing previous cases (i.e. experiences). 
This makes a CBR approach intuitive for clinicians. A case 
may be a patient record structured by symptoms, diagnosis, 
treatment and outcome. Some applications have explored 
integration of CBR and RBR, e.g. in systems like CASEY 
[27] and FLORENCE [7]. Moreover, some of the recent 
medical CBR systems are studied (based on literature 
review) along with a survey (e-mail questionnaire to the 
corresponding authors) between the year 2004 and 2009 in 
[43]. Here, the paper investigated the current trends and 
developments of CBR system in medical domain.  

In this paper, a case study on three CDSSs 1) CDSS for 
stress diagnosis 2) CDSS for stress treatment and 3) CDSS 
for post-operative pain treatment is presented. Here, we 
have discussed the power of CBR in medical domain and 
also presented the advancement of CBR. Moreover, our 
experience in order to develop 3 CDSSs on two different 
medical domains are presented and discussed. 

 

II. RELATED WORK 
 

 The design and development of Decision Support 
Systems (DSSs) or intelligent systems in medicine is very 
challenging and complex. Even though the area is 
evolving day-by-day they are most often limited to 
research level. CDSSs using AI started in the early 1970s 
and produced a number of experimental systems; the 
MYCIN [8] was one of them. The HELP [19] system is 
one of the longest running and most successful clinical 
information systems. According to a literature study 
presented in [41], different AI techniques have been 
applied in the clinical DSSs such as 1) rule-based 
reasoning [3, 4 and 8], 2) bayesian theory [9], 3) bayesian 
belief networks [30], 4) heuristic, 5) semantic network, 6) 
neural networks [10], 7) genetic algorithms [35] 7) fuzzy 
logic [3, 9] and 8) case-based reasoning. Some of the 
recent medical DSSs using CBR approach are presented 
below: a) ExpressionCBR [17], the system is a decision 
support system for cancer diagnosis and classification. It 
uses Exon array data and classifies Leukemia patients 
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automatically to help in the diagnosis of various cancer 
patients. b) GerAmi [14] ‘Geriatric Ambient Intelligence’, 
is an intelligent system that aims to support healthcare 
facilities for the elderly, Alzheimer’s patients and people 
with other disabilities. This system mainly works as a 
multi-agent system and includes a CBR system to provide 
a case-based planning mechanism. c) geneCBR [18, 20], 
is focusing on classification of cancer, based on a gene 
expression profile of microarray data. The system is 
aiming to deal with a common problem in bioinformatics 
i.e. to keep the original set of features as small as possible. 
d) ISOR [38], the system identifies the causes of 
ineffective therapies and advises better recommendations 
to avoid inefficacy to support in long-term therapies in the 
endocrine domain. The system is exemplified in diagnosis 
and therapy recommendations of Hypothyroidism patients 
treated with hormonal therapy. e) the KASIMIR project 
[15], is an effort to provide decision support for breast 
cancer treatment based on a protocol in Oncology. The 
adaptation of protocol is an important issue handled here 
to provide therapeutic decisions for cases those are out of 
the protocol. 
 

III. APPLICATION DOMAINS 
 

In order to develop such CDSSs it requires clinical 
knowledge of the application domain. Medical, biological 
and/or physical background of a particular disease and its 
treatment is one example. In this paper, two different 
medical application domains have been discussed and 
presented, they are: 1) stress management and 2) post-
operative pain treatment.  

 
A. Stress management 
 

 According to Hans Selye, stress can be defined as “the 
rate of wear and tear within the body” [39]. We have an 
inborn reaction to stressful situations called the “fight or 
flight” response. That means we can react to certain events 
or facts that may produce stress and our body’s nervous 
system activates and then stress hormones are released to 
protect ourselves. The wear and tear is a physiological 
reaction such as rise in blood pressure, rise in heart rate, 
increased respiration rate and muscles get ready for action.    
 The diagnosis of stress is often multi-factorial, complex 
and uncertain due to large variations and personalisation. 
According to [34], there are three methods that can be used 
for the diagnosis of stress: questionnaires, biochemical 
measures and physiological measures. A face-to-face 
interview with questionnaires and a checklist are 
traditional ways to diagnose stress. Rudolf E. Noble in 
[34], mentioned various biochemical parameters e.g. 
corticosteroid hormones which can be measured from body 
fluids, blood, saliva and urine. Since the autonomic 
nervous system is activated by a stress response various 
physiological parameters of the SNS can be used in the 

diagnosis of stress. The physiological parameters are 
commonly measured using skin conductance, Finger 
temperature (FT), respiration e.g. end-tidal carbon dioxide 
(ETCO2), electromyography (EMG), electrocardiography 
(ECG), heart rate e.g. calculating respiratory sinus 
arrhythmia (RSA) and heart rate variability (HRV), 
electroencephalography (EEG), brain imaging techniques, 
oculomotor and pupilometric measures etc. 
 There are several methods to control or manage stress 
e.g. exercise or training. In our everyday lives we need to 
control our stress in many situations, for instance when we 
are sitting at our desk or behind the wheel of a car getting 
stuck in traffic. In such situations or in other environments 
biofeedback training is an effective method for controlling 
stress. It is an area of growing interest in medicine and 
psychology and it has proven to be very efficient for a 
number of physical, psychological and psycho-physical 
problems [2, 29]. The basis of biofeedback therapy is to 
support a patient in realising their self-ability to control 
specific psychophysiological processes [25]. There is a 
correlation between skin temperature and relaxation. The 
changes in skin temperature reflect the state of the 
peripheral blood vessels which in turn are controlled by the 
SNS. A biological significant decrease in the SNS i.e. 
relaxation activity results in an increased diameter in the 
peripheral blood vessels. 
 In this research, both stress diagnosis and biofeedback 
treatment have been conducted using the skin temperature 
i.e. finger temperature (FT) since the intention of the 
research was to design and develop a CDSS for stress 
management which should be simple, inexpensive and easy 
to use. 
 

B. Post-operative pain treatment 

 

 Approximately 40 million patients are undergoing minor 
to major surgical operations every year in Europe. At least 
half of these patients from children to elderly have suffered 
with a moderate or severe amount of post-operative pain. 
The degree of post-operative pain differs for various 
patients, operation site and the type of operation. For 
example, an operation on the thorax and upper abdomen is 
more painful than the lower abdomen [11]. There are 
different types of operations but in this project we will only 
focus on the following operations: 1. Cholecystectomy, 2. 
Total knee arthroplasty, 3. Knee arthroscopy, 4. Lower 
limb amputation and 5. Sternotomy for valve replacement 
or CABG. According to Hawthorn and Redmond [22], pain 
might often be a useful thing, a “protective mechanism”, a 
biological signal, which is essential when we for example 
learn not to touch a stove in order to protect us from being 
injured. However, pain can also be a bad thing; pain after 
surgery obstructs the healing-process for example 
resistance to mobility, loss of sleep, decreased food intake, 
depression and loss of morale can be a consequence of 
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post-operative pain among many other negative 
consequences that might occur.   

The measurement of pain is very subjective and 
multidimensional experience and unique to every 
individual [12, 28]. For example, someone may 
experience heavy pain after a small operation and need 
extra medication since they have very low capacity to 
cope with pain. On the other hand, others may have better 
capacity for pain tolerance and be happy with small doses 
of medication. Post-operative pain has different levels and 
ranges starting from a minor pain to a very major acute 
pain. There are different ways to measure pain even if it is 
very subjective and individual. For example, for adults a 
Numerical Rating Scale (NRS) [21] or a Visual Analog 
Scale (VAS) [23] or Brief Pain Inventory (BPI) [13] is 
used and for children and elderly patients a Facial 
expression [24] approach can be used.      

 

IV. THE 3 CDSSs 
 

Clinicians/doctors have experience which may have 
been collected over many years. As an example, when a 
less experienced clinician is confronted with a new 
problem (for example symptoms that are not familiar) the 
clinician might start to analyse the whole situation and try 
to make a diagnosis by using their education and 
experience (with some solved cases). This may be a very 
time consuming task and may result in not finding a proper 
diagnosis. In that case the clinician needs to find other 
sources for help and a very common way is to ask senior 
colleagues who have more experience. A professional 
(more experienced clinician) might start to think to 
himself: “Have I ever faced any similar problem and in that 
case, what was that solution?” and refer the problem with 
their past solution to the less-experienced clinician. The 
less-experienced clinician then solves the problem and 
learns the new experience and saves it in their memory for 
future use. Thus, a clinical experience can be shared and 
reused to make a quick and correct diagnosis in the domain 
of health care. 

Here in the 3 CDSS, a nearest neighbor (NN) algorithm 
is applied as a global similarity function to retrieve similar 
cases in CBR. The similarity measurement is taken to 
assess the degree of matching and creates a ranked list 
containing the most similar cases retrieved according to 
equation 1. 
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Where C is a current/target case, S is a stored case in the 
case base, w is a normalized weight defined by human 
expert, n is the number of the attributes/features in each 
case, f is the index for an individual attribute/feature and 
sim (Cf,, Sf) is the local similarity function for attribute f in 
cases C and S.  

 

A. CDSS for stress diagnosis 
 

 The system consists of a thermistor, sensing the finger 
temperature. A calibration phase helps to establish an 
individual stress profile and is used as a standard protocol 
in the clinical environment in order to collect the 
measurements. The protocol comprises different conditions 
in 6 steps, they are as follows: baseline, deep breath, 
verbal stress, relax, math stress, and relax. The details 
information about the calibration phase with the six steps 
can found in [5]. The steps in diagnosis stress using FT 
measurements and CBR is illustrated in figure 1. 

 

 
  

 
To determine important features the system uses 15 

minute measurements (time, temperature) in 3600 samples, 
together with other numeric (i.e. age, room-temperature, 
hours since last meal, etc.) and symbolic measurements 
(i.e. gender, food and drink taken, sleep at night, etc.) 
parameters. According to closer discussion with clinicians, 
the derivative of each step of the FT measurement (from 
calibration phase) is used to introduce a “degree of 
changes” as an indication of the FT changes. A low angle 
value, e.g. zero or close to zero indicates no change or a 
stable finger temperature. A high positive angle value 
indicates a rising FT, while a negative angle, e.g. -20° 
indicates falling FT. The total signal, except the baseline, is 
divided into 12 parts each with a one minute time interval. 
A case is formulated with 19 features in total in which 17 
features are extracted from the sensor signal (i.e. 
Step2_Part1, Step2_Part2, Step3_Part1, …, Step6_Part1, 
Step6_Part2, start temperature, end temperature, minimum 
temperature, maximum temperature and difference 
between ceiling and floor) and 2 are the human defined 
features (i.e. sex, hours since last meal). This new 
formulated case is then applied into a CBR cycle of the 
CDSS to assist with the diagnosis of stress. 
 The new problem case is then passed into the CBR 
cycle to retrieve the most similar cases. The case (feature 
vector extracted for FT signal) in this system is matched 
using three different local similarity algorithms [45][6]. A 
modified distance function uses Euclidean distance to 
calculate the distance between the features of two cases. 
Hence, all the symbolic features are converted into 
numeric values before calculating the distance for example, 
for a feature ‘gender’ male is converted to one (1) and 
female is two (2). The function similarity matrix is 

FT sensor 
signal 

measuremen
ts 
 

Feature 
extraction 
and case 

formulation 

CBR 
cycle to 

diagnosis 
stress 

 

Diagnosis 
of individual 
sensitivity  
to stress 

 

Fig 1. Steps in stress diagnosis using only FT measurements. 
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represented as a table where the similarity value between 
two features is determined by a domain expert. For 
example, similarity in same gender (i.e. if both are male or 
female) is defined by 1 otherwise 0.5. In fuzzy similarity, a 
triangular membership function (mf) replaces a crisp value 
of the features for new and old cases with a membership 
grade of 1. In both the cases, the width of the membership 
function is fuzzified by 50% in each side. Fuzzy 
intersection is employed between the two fuzzy sets to get 
a new fuzzy set which represents the overlapping area 
between them. 

 (1) 

Similarity between the old case (Sf) and the new case (Cf) 
is now calculated using equation 1 where m1, m2 and om is 
the area of each fuzzy set. For the interested reader, an 
elaborated description of fuzzy similarity can be found 
through the research contributions in [6, 45].  

Unlike measurement-based experience, human 
perceptions are usually expressed in an informal and 
natural language format, and they are provided important 
information for diagnosis.  In fact, when diagnosing an 
individual’s stress level, clinicians also consider other 
factors such as the patient’s feelings, behaviour, social 
factors, working environment and lifestyle. Such 
information can be presented by a patient using a natural 
text format and a visual analogue scale. Thus, the textual 
data of patients capture important indications not contained 
in measurements and also provide useful supplementary 
information. Therefore, the system adds textual features in 
a case vector which helps to better interpret and understand 
the sensor readings and transfer valuable experience 
between clinicians [45]. To enable similarity matching on 
less structured cases containing text, this research 
contributes with a proposal which combines cosine 
similarity with synonyms and ontology. In [45], presents a 
hybrid model that considers textual information besides FT 
sensor signal readings.  For textual cases, the tf-idf (term 
frequency–inverse document frequency) [37] weighting 
scheme is used in a vector space model [36] together with 
cosine similarity to determine the similarity between two 
cases. Additional domain information that often improves 
results, i.e. a list of words and their synonyms or a 
dictionary provides comparable words and relationship 
within the words using classes and subclasses are also 
included. It uses domain specific ontology that represents 
specific knowledge, i.e. the relationship between words. 
 
B. CDSS for stress treatment 
 

The basis of a biofeedback system is that a patient gets 
feedback in a clear way (a patient observes a graph and 
knows from prior education how it should change). The 
feedback can behaviourally train the body and mind in a 
better way with a biological response. After discussions 
with clinicians it can be seen that most of the sensor-based 

biofeedback applications comprise of three phases 
illustrated in Fig. 2, 1) analyse and classify a patient and 
make a risk assessment, 2) determine individual levels and 
parameters, and finally 3) adapt and start the biofeedback 
training. If the clinician only uses sensor readings shown 
on a screen then the classification is highly experience-
based [46]. 

 

 

 

 

 

  

 In this cycle shown in Fig. 3, a user connects a sensor 
to their finger and can see the changes of FT during several 
instructions in relaxation training. The FT measurements 
are performed in real time and every 2 minutes the system 
evaluates the last 2 minutes measurement and if necessary 
generates instructions for the patient. A  CBR cycle is 
applied for the biofeedback training in stress management; 
this training time is flexible, which means a patient can 
choose the duration of their  training between 6 minutes (as 
minimum) to 20 minutes (as maximum). Nevertheless, the 
system generates feedback with appropriate suggestions 
after every 2 minutes if necessary. Thus, for each 
individual, the biofeedback cases are formulated with a 
feature vector from a biomedical signal (i.e. with 2 minutes 
FT measurement) in the conditional part and a suggestion 
for relaxation in the solution part. A new biofeedback case 
is compared to previously solved cases applying a fuzzy 
similarity matching algorithm and displays the outcome as 
feedback. Here, the feedback is defined with a pair i.e. it 
presents an evaluation of the FT measurement and a 
recommendation for the next training. This generated 
feedback is then presented to a clinician as a proposed 
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Fig 3. The steps in the biofeedback treatment cycle. 

Fig 2. General architecture of a three-phase biofeedback system. 
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solution. The clinician thereafter reviews the proposed 
cases and takes a final decision to suggest a treatment to 
the patient. Thus the system assists a clinician, as a second 
option, to improve the patient’s physical and psychological 
condition [46].  

 
C. CDSS for post-operative pain treatment 

 

A case-based system mainly depends on cases, their types 
and how they should be represented. The case comprises 
unique features to describe a problem. Cases can be 
presented in different ways; in the post-operative pain 
treatment application domain the case structure contains 
three parts: 1) problem, 2) solution and 3) outcome, which 
is slightly different from stress management domain. The 
cases could be defined differently on the basis of their use, 
manner and nature. Different DSSs might have different 
requirements on which type of cases are to be handled. For 
this domain we have proposed different types of cases 
namely regular cases and rare cases which is a more user-
friendly format for physicians. Further, these cases are also 
authorised and tagged by the case owner. A short 
description of the different types of cases used in the 
system is presented in [48]. As the cases in this domain are 
formulated in three parts, the ‘problem description’ part 
contains around 278 attributes, and ‘treatment’ as a 
solution consists of 685 attributes, while ‘outcome’ as a 
recovery measure has 19 attributes. However, to formulate 
a case, feature abstraction has been done only considering 
the problem description and outcome information, which 
has been further mapped with the solution. So, out of 278 
attributes only 15 features are extructed in the problem part 
and only 1 from 19 attributes were extracted from the 
outcome part. Deatailed information about feature 
abastruction is presented in [48]. Note that, the solution 
part of the cases remains unchanged since this data 
contains important medicine information which might 
modify during abstraction. Two cases are compared using 
nearest neighbor (NN) as global similarity and different 
local similarity algorithms including modified distance 

function; similarity matrix and fuzzy similarity matching 

discussed earlier. Only difference in the local weight which 
is defined by the case author(s) or owner(s) for each stored 
case. The weight is assumed to be a quantity reflecting the 
importance of the corresponding feature individually. The 
reason to use individual case weighting is to combine 
several clinicians and experts knowledge into the system. 
 

V. OBSERVATIONS AND DISCUSSION  
 
The paper mainly focuses on the research of the 
investigation of methods and techniques in order to design 
and develop Clinical Decision Support Systems (CDSSs). 
Several Artificial Intelligence (AI) methods, techniques 
and approaches have been investigated and applied to 
develop the CDSSs. Although the CBR approach is applied 

as a core technique for both of the domains, other AI 
methods were also combined and applied with CBR. In the 
following section of the paper presented the several related 
issues and a summary of the reason behind the applied 
methods, techniques and approaches. 
 
A. CBR Approach Applied as a Core Technique 

 
When the domain knowledge of any medical application 

is complex or not well defined such as stress management 
or post-operative pain treatment, it is very difficult to build 
a CDSS. Many of early CDSSs attempted to apply pure 
rule-based reasoning (i.e. IF-THEN rules), for example 
MYCIN [8] uses a knowledge base of ~600 rules. In order 
to define these 600 rules, one need to very detailed 
knowledge about the domain. The domain theory should be 
strong and well defined and this is complex and time 
consuming [40]. In the stress management domain, the 
knowledge is not well defined and there is large variation 
within and between patients. There is no general straight 
forward rule for diagnosis and treatment of stress and 
sometimes it is very difficult even for an experienced 
clinician [45][46][6]. In these situations the CBR approach 
works well as a CDSS since it provides the clinician with 
past similar cases to help them make more informed 
solutions. According to our previous experience in [3] 
where a DSS was built in order to Duodopa dose tuning for 
Parkinson patient using the rules defined by the domain 
expert. During evaluation after building the whole system, 
it was observed that the system can only work well on on-
going (stabilized) patients but bad for new patients since 
these new patients don’t follow any rules. Also, the same 
problem has been announced in post-operative pain 
treatment that around 30% of whole population does not fit 
the standard protocol [48]. In our projects using CBR the 
systems can learn by acquiring new cases which can be 
done without modification to the system [40].  

The CBR approach is much better compare to Neural 
Network (NN) when data source is multi-media, i.e. not 
purely a numerical data format rather a mixture of 
symbolic, textual and numeric data formats. At the same 
time, NN requires a large data set since it divides the whole 
data set into three parts, training, validation and testing. 
Whereas a CBR system can use its whole data set in order 
to build and evaluate. Thus, a CBR system can start its 
functionality with a few cases. In the stress management 
domain, the NN was not used due to too few cases (i.e. 
only 68) and the data format is not purely numeric. But the 
research could apply NN in the post-operative pain 
treatment domain since it has more than 1500 complete 
cases. However, a major disadvantage of NN is that it 
functions as a ‘black box’. The output from an NN is a 
utility of the weighted vectors of its neurons [40]. It cannot 
give any explanation or justification about the output. 
Moreover, it is very difficult for clinician’s to trust the 
system in this domain as clinicians are not likely to accept 
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any solution without an explanation.  In the CBR approach 
the most similar cases are retrieved and presented to the 
clinicians to enable them to make a more informed 
decision. This was one of the key reasons for the clinicians 
in the Pain-Out project to accept the CBR approach and 
this is why this research has applied the CBR approach for 
post-operative pain treatment [48]. 

The research could use other techniques such as machine 
learning or statistics but again they require a large volume 
of data. The data set should be well-understood, the 
knowledge/hypothesis should be well-defined, there should 
be generalizable rules and they should be actable by rule-
trace [40]. The research applied CBR as the core technique 
for both the application domains since CBR has process 
similarity i.e. it is inspired by human reasoning [1, 40]. The 
reasoning process is also medically accepted since doctors 
quite often used previous experience to solve a problem. 
Using CBR, an expert can directly apply their knowledge 
by choosing related features and their importance, for 
example a patient’s weight is more important than the shoe 
size. Moreover, they can also let the system know about 
the similarity of two features, considering gender as a 
feature, a male and female may differ in similarity in e.g. 
choice of medication. Maintenance of a CBR system is 
much simpler since new knowledge can be inserted by 
adding new cases and the cases in case library can be used 
by trainee clinicians. Another interesting observation is 
that the CBR approach is compatible with other AI 
methods and thus the system can take advantage of other 
techniques in order to improve its performance [44] [47]. 

Nevertheless, some major problems that we have 
encountered while implementing the case-based systems 
are 1) Number of cases in the case library: In CBR, the 
case library should contain qualitative and representative 
cases. The problem that we have faced in the stress domain 
is that the number of cases especially for a particular class 
‘Very Relaxed’ was not enough in the case library and this 
has reduced the performance of the system for diagnosing 
new patients of that particular class. However, we have 
taken advantage of fuzzy rule-based reasoning to generate 
artificial cases which is discussed in [47] [44]. 2) 

Automatic adaptation: automatic adaptation often requires 
clear domain knowledge. Therefore, in medical CBR 
systems, there is not much adaptation. The DSSs described 
here do not contain any automatic adaptation since in such 
systems where the best cases are proposed to the clinician 
as suggestions of solutions and when the domain 
knowledge is not clear enough automatic adaptation is 
difficult to develop or not advised [40]. However, in the 
presented CDSSs the solution of a past case often requires 
adaptation to find a suitable solution for the new case. This 
adaptation might often be a combination of two or more 
solutions of cases from the retrieved cases. Therefore, 
retrieving a single matching case as a proposed solution 
may not be sufficient for the DSSs. So, the systems retrieve 
a list of ranked cases to help in the adaptation process but 

finally the adaptation and validation of cases has been 
carried out by clinicians in the domains. 

 
B. Others AI Techniques Applied as Tools 

 
Besides the CBR approach, the research has investigated 

and applied several AI technologies and approaches. The 
other AI technologies have been used as tools help to fine 
tune the CBR approach in order to obtain the complete 
benefit of the CBR systems. The combination of several AI 
techniques depends on the nature of the domain, data 
format, complexity and performance. For both the 
application domains, fuzzy logic is applied in the similarity 
measurement of the CBR approach since it helps to 
accommodate uncertainty. Moreover, fuzzy similarity 
matching presented in [44][45][46] reduces the sharp 
distinction which is obtained in similarity matrix [6] 
formulated by an expert. In [44] section 3.1, comparisons 
of three local similarities are presented and it shows that 
when using fuzzy similarity the system can achieve a better 
performance. The information retrieval approach i.e. 
mainly vector space modeling (VSM) is applied together 
with a WordNet dictionary and domain specific ontology 
in order to retrieve textual cases presented in [45]. Here, 
the system did not combine textual cases and FT cases in 
order to provide a combined solution rather the most 
similar textual cases are presented. These textual cases 
provide information regarding patients’ contextual 
feelings, behaviors, social facts, working environments, 
lifestyle and other additional information which enhances 
the reliability of the CDSS. Thus, the CDSS for stress 
management provides support to clinicians in their 
decision making tasks by only retrieving the most similar 
cases (both textual cases and FT measurements cases 
simultaneously) rather than providing any combined direct 
solution.  

To some extent, when the domain knowledge is well-
defined the RBR can work, for example, when FT 
increases the patient is in a relaxed state and when FT is 
decreasing it is usually a sign of a stressed state. These 
simple rules can be used and in this research they are used 
only to create artificial cases [47]. So, in the stress 
management domain, fuzzy rule-based reasoning is used 
together with a CBR approach in order to improve the 
system’s performance since there are very few reference 
cases in the case library. In [44] section 3.2, the result 
shows that the CDSS succeed to improve its performance 
by 22% by using a bigger case library initiated both by 
using reference cases and cases created by fuzzy rules. The 
details of the fuzzy rule-based reasoning scheme and 
related experimental works are presented in [47].   

 
C. Future Direction and Application  

 
CBR system can provide a case library which motivates 

a new direction of data mining and knowledge discovery 
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and combination with CBR. For example in post-operative 
pain treatment domain, there were more than 1500 
reference cases in the case library, so the clustering 
approach in terms of data mining and knowledge discovery 
could be used in order to identify unusual cases (outliers) 
from the regular ones[49]. Here, a novel combination of 
the FCM and Hierarchical clustering which was able to 
identify 18% of cases as rare cases. This group of unusual 
case together with regular one can be stored into the case 
library and the retrieval function of the CBR system could 
consider the most similar groups and present to a clinician 
accordingly. This could also help to reduce retrieval time 
in the CBR system.  

Currently, the stress diagnosis system is expanded to 
use it in a professional driving situation [42]. The driver 
cases could lead to new research challenges in developing 
the CBR systems and meeting these challenges could 
positively impact on the advancement of CBR systems for 
health care in professional environment. 
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Abstract

Criminals use money laundering to make the pro-
ceeds from their illegal activities look legitimate in
the eyes of the rest of society. Current countermea-
sures taken by financial organizations are based on
legal requirements and very basic statistical analy-
sis. Machine Learning offers a number of ways to
detect anomalous transactions. These methods can
be based on supervised and unsupervised learning
algorithms that improve the performance of detec-
tion of such criminal activity.
In this study we present an analysis of the difficul-
ties and considerations of applying machine learn-
ing techniques to this problem. We discuss the pros
and cons of using synthetic data and problems and
advantages inherent in the generation of such a
data set. We do this using a case study and suggest
an approach based on Multi-Agent Based Simula-
tions (MABS).

Keywords: Machine Learning, Anti-Money
Laundering, Money Laundering, Anomaly De-
tection, Synthetic Data, Multi-Agent Based
Simulation

1 Introduction

Money laundering threatens the economic and so-
cial development of countries. The threat is due to
the injection of illegal proceeds into the legitimate
financial system. Due to the high amount of trans-
actions and the variety of money laundering tricks
and techniques, it is difficult for the authorities to
detect money laundering and prosecute the wrong-
doers. Thus, it is not only the amount of transac-
tions, but the ever changing characteristics of the
methods used to launder money that are constantly
being modified by the fraudsters, which makes this
problem interesting to study.

This paper aims to analyze the implications of
using machine learning techniques for money laun-
dering detection (also known as Anti-Money Laun-
dering, AML) in a data set consisting of synthetic
financial transactions.

Our case study is based on the company AB 1.
Company AB has developed a mobile money im-
plementation that provides users with the ability
to transfer money between mobile phone users, by
using the phone as a sort of electronic wallet. The
task at hand is to provide a tool that detects sus-
picious money laundering activities.

The mobile money service is currently running
in a demo phase. Hence, real data from this sys-
tem is not available at this stage and therefore the
system does not produce representative data that
can be used e.g. for the training of the machine
learning algorithm. Thus, due to the lack of real
data we turn to the generation of synthetic data as
an alternative.

The use of synthetic data for machine learning
has implications. In this paper we present our ideas
about how to address some of the difficulties raised
by the lack of real data.

Outline The rest of this paper is organized as fol-
lows: sections 2 and 3 introduce the topic of money
laundering and present previous work. Sections 4
and 5 address the main topic, which is the use of
synthetic data for Anti-Money Laundering. We fin-
ish with a discussion and conclusions including fu-
ture work in sections 6 and 7.

2 Background

Money Laundering affects the finances of nations
and it may contribute to an increase in the funding

1The identity of the Company AB unfortunately cannot
be disclosed due to a Non-Disclosure Agreement
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of criminal activities [3]. Due to issues such as the
high amount of transactions taking place in any fi-
nancial service, it is not a trivial task to find specific
anomalous transactions that should be marked as
suspicious. The reported suspicious activity needs
to be supported by tangible evidence that allows
specialized government agencies to investigate fur-
ther.

In Sweden and other countries, most companies
in the financial sector are required by law to ad-
dress money laundering detection. The cost of im-
plementing such controls for AML is quite high,
mainly because of the amount of manual labor
required. In Sweden alone it is estimated to be
around 400 million SEK annually [13].

The most common method today used for pre-
venting anomalous financial transactions consist in
establishing thresholds for all transactions. Trans-
actions that exceed these thresholds require extra
scrutiny, whereby the client needs to declare the
precedence of the funds. These thresholds are set
by law without distinction made between different
economic sectors or actors. However, this of course
leads to fraudsters changing their behavior in or-
der to avoid this kind of control, by e.g. making
many smaller transactions that fall just below the
threshold [9].

The specific domain covered here is the service
Mobile Money2, which is offered by Company AB.
Mobile Money is a platform for transferring money
between users, using their mobile phones. This is
accomplished by the use of codes sent through text
messages or the Internet.

Mobile money brings several benefits for users,
including the simplicity of transferring money be-
tween themselves and others. One user only needs
to know the mobile phone number of the receiving
user in order to send money. If the receiving users
are registered in the system then the money can
be deposited right away in their account. Other-
wise, the users receive a code via SMS that enables
the recipient to collect the money in cash at one
of the nearby local stores that are affiliated with
the mobile money operator. It does not require a
user to own a bank account, which is beneficial for
many people in the world who do not have suffi-
cient assets to warrant a bank account. However,

2Mobile Money is a generic name that we use in this
study and it is not the true name of the service provided by
Company AB

if the user wants to refill their account or withdraw
money, then an existing bank account can be con-
nected to the mobile money account, and used in
conjunction with it. There are also other alterna-
tives such as top-up card or credit cards connected
with the service, that can be used to deposit or
withdraw money from the mobile money system.

3 Related work

A number of basic countermeasures against money
laundering have been proposed, including basic sta-
tistical analysis which constrains the amount of
the transactions as well as restricting their fre-
quency [5]. Other methods that complement these
basic security measures are based on checking ev-
ery customer against a black list originating from
previous investigated cases and a white list to e.g.
avoid mistakes when faced with persons with the
same name. Unfortunately, these and other meth-
ods have proved to be insufficient [13].

Several machine learning techniques have been
used for detecting fraud, and more specifically
money laundering, [17]. From the point of view of
machine learning, the application is interesting, due
to the successful classification rate (high True Pos-
itives and low False Positives) that the classifica-
tion model can achieve compared to other methods
such as simple rule based detection that compares
transactions against fixed thresholds.

Data mining based methods have also been used
to detect fraud [15, 20, 19]. This leads to the
observation that machine learning algorithms can
identify novel methods of fraud by detecting those
transactions that are different (suspicious) in com-
parison with the benign transactions. This problem
in machine learning is known as novelty detection.
Supervised learning algorithms have been used on
a synthetic data set to prove the performance of
outliers detection [1].

There are tools such as IDSG (IDAS Data and
Scenario Generator [11]) which was developed with
the purpose of generating synthetic data based on
the relationship between attributes and their sta-
tistical distributions. IDSG was created to support
data mining systems during their test phase and it
is been used to test fraud detection systems.

Gao [8] proposed one of the frameworks used for
AML introduces the terms legal transaction, usual
transaction, unusual transaction, suspicious trans-
action and illegal transaction for describing differ-
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ent possible categories of transactions. This frame-
work aims to rank the likelihood that a transaction
would be illegal on a scale from 0 to 100, which
enables prioritization.

We wish to stress that a detector cannot be com-
pletely certain that a transaction corresponds to
money laundering. This task is delegated to the
legal authorities. Instead of doing that, we intend
to flag customers and transactions with a label of
suspicion that focus the attention of the operator
for further investigations.

Despite the possible bias injected in the data set
during the simulation, synthetic data has been pre-
viously used with similar reasons as the ones pre-
sented by Barse [2]. As in that work, the lack of
real data and the low probability of real instances
of fraud in the real world data obtained, are some
of the reasons discussed further in this paper.

In general the availability of financial informa-
tion for research is very restricted by the corporate
policies and even the law. Customers are usually
protected by the financial organizations and the
disclosure of their private information is limited
by internal and government policies. In order to
get access to such data, anonymization techniques
should be used on the data set in order to allow for
the preservation of privacy [18, 10].

4 AML for mobile money

The detection of money laundering in the mobile
money service is not trivial due to the difficulty
of classifying transactions that are intended to ap-
pear as normal and legal. In this paper we address
this problem with the approach of learning from the
experiences of past detected patterns of illegal be-
havior in order to gain more knowledge about the
possible rules or new patterns of fraud that could
emerge in a mobile money system.

The first step to address our problem is to start
by clearly formulating the learning problem.

4.1 Problem definition

Regarding the mobile money AML domain, we for-
mulate the learning problem as:

Task T Classification of transactions as normal
or suspicious based on the known pattern of legal
transactions. The aim is to find anomalies or out-
liers inside a data set of mobile money financial
transactions.

Performance Measure P Percentage of trans-
actions correctly classified as anomalous, also
known as True Positives (TP) and the percentage
of False Positives (FP) i.e. transactions that are
not anomalies and are misclassified as anomalies.

Experience E Synthetic data generated with
transactions labeled as legal (normal) and/or illegal
(suspicious).

The main weakness is that the experience gained
by using a synthetic data set can be biased and in
some cases it may not match a realistic situation
that would occur in a real-world data set. However
in the following sections we present our analysis
of how this can also be used to our advantage by
allowing us to gain information about unseen but
expected situations in a real-world data set.

4.2 Data Preprocessing

One of the tasks that need to be addressed is data
preprocessing. This task includes the selection of
the attributes, discretization, noise removal and, in
certain domains, data fusion.

Company AB has a design with a database that
aims to store all the log information about the users
interactions with the service. For this study we
need to select the attributes that best contribute to
the correct classification of suspicious transactions.

The customers are originally differentiated in the
system by a profile. The profile for each customer is
specified at the opening of the account by internal
criteria. Customers with certain profiles are limited
e.g. in the amount and the frequency of the trans-
actions that they can perform. Additionally, there
are specific methods that detect anomalies based
on profiling customers which can be applied when
faced with prior profiles such as these [4].

In addition to the generation of profiles, we
added the following attributes to our simulation:
Customer ID, Profile, Date of the Transaction, type
of transaction (e.g. deposit, withdraw, transfer),
Amount of the Transaction, Location (city), Ac-
count Age (months since the creation of the ac-
count) and Customer Age (years).

For each transaction of type transfer there is also
a deposit transaction with the same value for a
different customer. This transfer transaction de-
scribes a social network between customers. The
rest of the fields are generated according to the
given parameters of the simulation and random op-
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erations with range validation to guarantee consis-
tent data that follows a realistic model.

Data labeled as anomalous should be added in
the transaction database in order to run supervised
algorithms. These anomalous records are created
with the intention to replicate some of the com-
mon patterns used by fraudsters. One example of
these patterns is an unverified user profile which
makes either large deposits or large withdraws in
comparison to a predefined threshold. Some other
known problematic patterns of usage include: sev-
eral withdraws from the same profile above the av-
erage normal value for transactions by young cus-
tomers, a verified customer that performs a single
large withdraw, and finally a chain of transactions
that deposits money in a single account followed by
consecutive withdrawals from that same account.

In a realistic situation we would be handling mil-
lions of transactions in a data set and in most of
the cases only a small testing samples of the whole
data set can be processed.

Although computational scaling performance is
a topic that is not addressed here, the learning al-
gorithms selected are profoundly affected by the
amount of data provided for the training and the
cross validation phase.

4.3 Learning with Synthetic Data

For a real world data set the selected algorithms
should produce the best accuracy, i.e. TP rate, in
comparison with the other algorithms. This tells us
directly that our classifier can detect a significant
number of suspicious transactions. However, the
FP rate which is represented by the misclassified
number of instances from the normal data, is also
an important indicator of performance because we
do not want a situation where the high number of
FP will consume the time of an investigator and
leads to possible missed cases and lack of trust by
the investigators in the detector.

Thus, we are interested in providing an accurate
method to improve the detection rate (TP) and re-
duce the misclassification rate of the benign data
(FP) counted on the data collected from the simu-
lation. A synthetic data set can be used to train the
classifier and test different scenarios. One example
of such a scenario is when the customer population
have low income and only a few customers have
large assets.

The results of this classification algorithm with

a synthetic data set should be interpreted in a
broader perspective than results with a real-world
data set. In a real scenario the results are used for
prosecuting and reporting individuals. But when
doing research using a synthetic data set the pur-
pose is different. One of the goals is to identify
the measures of detection and control that could
be added to the system, given a set of conditions,
with the clients.

We studied possible algorithms for our detection
research using the same data set. The algorithms
analyzed here are based on Decision Tree learning
and clustering techniques. Other methods such as
Support Vector Machine (SVM), Neural Networks,
Link Analysis and Bayesian networks are not ad-
dressed here, but we expect to improve our ap-
proach in a future work by including these methods.

Decision Tree algorithms construct a tree that
contains branches with rules that correctly classifies
the most of the data set [16, 6]. The main advan-
tage of using these algorithms (in comparison with
other machine learning algorithms) for the domain
of mobile money AML is the possibility for an in-
vestigator to determine common rules that classify
suspicious behavior.

There could be situations where fraudsters start
to behave according to a new pattern based on e.g.
a specific location or city, combined with other at-
tributes such as age, profile and others that in-
spected singly seem to be normal, but in combi-
nation could lead to the detection of a new fraud
trend. However some of the requirements of these
algorithms are that the data set used for the train-
ing should be representative enough of the whole
data set in order to get rules that sufficiently gen-
eralize to the real scenario. These rules should be
refreshed frequently in order to detect new possible
fraud trends.

Clustering techniques such as distance based
clustering and density based clusters can be useful
to classify natural clusters that appear in the data
set. The disadvantage with these techniques is the
hard task of finding the parameters that expose ab-
normal behavior clusters due to the class unbalance
problem of the distribution of the classes [7]. In a
normal situation most of the records in a data set
are instances of the normal behavior of a customer,
with only a few representing anomalous (i.e. inter-
esting) behavior.

In addition, the complexity of the patterns used
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by fraudsters represent a challenge, due to the fact
that the fraudsters’ patterns intend to mimic nor-
mal behavior in order to pass undetected by law
enforcement.

Besides, from the perspective of our detection
tool, we cannot be 100% certain of the illegal prece-
dence of the funds in a transaction, that is why our
detector should include a suspicious rank that al-
lows an investigator to prioritize more relevant and
important cases.

5 Mobile Money simulation

During this research, we found a number of difficul-
ties that affect working with this domain. We found
the lack of access to real data, the poor quality of
samples in the real-world data we could access, and
the many possible scenarios that we would like to
explore, are some of the problems found in our case
study. Such a problems make the process of re-
search more difficult. This is the reason behind the
discussion of using synthetic data as an alternative
to further research in this area.

Important issues arise when analyzing the use
of machine learning for money laundering such as:
volume and complexity of data, class imbalance,
concept drift, class overlap and class mislabeling
[17].

However, many other considerations also play a
role in the simulation. One of the most important
challenges that we need to address is: How can we
make our model realistic and as close as possible to
a desired scenario?

In order to answer this question, we present the
following benefits and disadvantages of using syn-
thetic data for our research.

5.1 Benefits of using synthetic data

When using synthetic data one of the benefits we
identified is the possibility of selecting attributes
that reduce considerably the complexity of the data
structures involved. Furthermore, this simplifies
the tasks of data preparation and extraction from
real sources. The volume of the data can be tuned
to comply with different experimental setups.

The class imbalance problem can be reduced
by setting up a simulation that produces enough
records of each of the interesting classification
classes. Class overlap is still a remaining issue with
simulations. However, simulations that properly

represent fraud behavior can avoid class mislabel-
ing.

We summarize our findings as:

• The data that represent realistic scenarios are
readily available.

• The privacy of the customer is not impacted.

• The disclosure of results is not affected by poli-
cies or legal issues.

• The data set is available for other researchers
to reproduce experiments.

• Different scenarios can be modeled with param-
eters controlled by the researcher.

• Injection of enough abnormal data to address
the class unbalance problem.

• Simulation of abnormal behavior prevent the
problem of mislabeled classes.

5.2 Disadvantages of using synthetic data

Unfortunately other issues arise that are important
to consider when using synthetic data. Some of
these issues are:

• The data generated might be nor representative
or realistic.

• Data can have biased information.

• It is difficult to build a realistic model due to
the complexity of variables and parameters.

• The simulated suspicious data cannot be inves-
tigated further by the government agency. In
a real scenario these results could be used for
improving the accuracy of the existing classifi-
cation algorithms.

• It is unknown if we can transfer the learning
from a simulated data set to a real-world data
set.

Some of the disadvantages presented can be mini-
mized if we can build a simulation with records that
can represent a real-world situation. It is important
to understand that the purpose of the simulation is
not to reproduce a view of the real world, but to
provide an alternative simplified scenario that is
designed according to a model as it is presented in
the following section.

5.3 Multi-Agent Based Simulation

Multi-Agent Based Simulation is an approach that
involves the use of autonomous and interactive
agents and it has been used to model complex sys-
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tems. These agents are described by their state,
behavior and their interaction with other agents,
which generates complex global behavior usually
found in different domains [12].

Previous work has shown the use of Multi-Agent
based simulation in the task of simulating social
networks and analyzing social behavior [14]. Mo-
bile Money resembles a social network of connected
clients where the connections are represented by
the transactions (money sent or received) and the
nodes are represented by the clients.

The synthetic data from a simulation aims to rep-
resent the interactions of the customers of a mobile
money system. The graph shown in Figure 1 is
used to represent a desired scenario that can be
used to study a certain phenomenon nor existing
in a real world data set. This graph is an hypo-
thetical situation where 2000 clients from 7 differ-
ent cities perform legal transactions with customers
inside or outside their cities. The simulation allows
the researcher to follow one agent and keep track of
its behavior and also store all the transactions for
further analysis.

C1064325910

Figure 1: Scenario 1 - 2000 clients distributed across
7 cities and multiple edges connecting clients that pro-
duces legal transactions

Figure 2 represent a small simulation of 20 mali-
cious agents distributed across 3 cities. The behav-
ior of these agents can be modeled as a coopera-
tive network of agents which aim to move a certain
amount of money from the red nodes to the blue

nodes. By doing this, the malicious agents avoid
the threshold controls present in the system.

C1629808949

Figure 2: Scenario 2 - 20 accounts distributed across 3
cities generating suspicious transactions

There are several agent-based frameworks that
incorporate toolkits to aid the development of these
kind of systems. Some of them are freely available
and are widely used in academic simulations (e.g.
MASON3, Repast 4, Swarm5). We used MASON
for the network graphs and simulations presented
in Figure 1 and 2.

6 Discussion

One of the difficulties with this domain is the lack of
available data sets to use for training the machine
learning algorithms and compare results with other
researchers. This is the reason why a synthetic data
set is proposed as an alternative. We are unable to
obtain any data set for the mobile money system
at the moment.

Before, we have done some preliminary work
based on a simplified statistical simulation. Be-
cause of the elementary of this simulation we are
not going to discuss any result here. This simu-
lation was a biased representation of the domain
that was used to run different machine learning al-
gorithms in order to experiment with different out-
puts. But from this experience, we gained interest
in producing a better simulation that shows real
behavior and characteristics of clients from this do-
main.

The concept of MABS presented in section 5.3
make us consider that we can obtain a model based

3MASON http://cs.gmu.edu/~eclab/projects/mason/
4Repast http://repast.sourceforge.net/
5Swarm http://www.swarm.org/
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on multi-agents that would be realistic enough for
our purpose of analyzing the possible scenarios and
build a detector for money laundering. This led us
to work on a simulation based on the concept of
Multi-Agents Systems.

The problem of finding anomalies within the do-
main of money laundering is really a challenge. Ev-
ery time a new pattern of money laundering is de-
tected by the authorities and a new control mech-
anism is implemented, the fraudsters change their
modus operandi and create a new method that is
undetectable by the current rules of a rule based
AML system.

When doing research in the domain of mobile
money a number of difficulties arise, including the
lack of access to real data that can be used to eval-
uate the learning algorithms. Even with real data,
the lack of anomalous transactions can be a prob-
lem. This is why the injection of synthetic anoma-
lies in a real-world data set is an alternative to over-
come the problem of e.g. an unbalanced number of
classes.

We do not expect to be able to identify all
anomalies but we intend to identify abnormal be-
havior from the customers that can lead to the de-
tection of these new mutated methods.

7 Conclusions

We have presented an analysis of the use of a syn-
thetic data set from the domain of mobile money for
experimentation with machine learning algorithms.
Through the use of simulation of different scenarios
we can discover flaws in the current system. This
can also lead to the finding of new policies and leg-
islation that could detect the appearance of previ-
ous detected patterns of money laundering in the
future.

We pretend to illustrate the methods that can
be used to evaluate the accuracy of different al-
gorithms, without going into specific details. Our
analysis covers Decision Trees, Clustering tech-
niques and Decision Rules that are more under-
standable by human operators than other machine
learning algorithms.

When working with synthetic data there is al-
ways a risk of generating a data set that does not
represent the real world data set. This can lead
to results that are biased by the way the data was
generated. On the other hand a synthetic data set
can also simulate different scenarios that are not

available for experimentation and analysis as they
are unusual, catastrophic etc.

As shown before, the benefits presented in sec-
tion 5.1 make us conclude that using synthetic data
for machine learning experimentation is a good al-
ternative in domains where the lack of real data is
a problem.

Further work will focus on building a model
for the simulation of mobile money transactions.
Multi-Agent Based Simulation (MABS) is an in-
teresting technique that can be used to improve
the results of the generation of realistic synthetic
data sets for this domain. We aim to test in the
future the performance of several machine learning
algorithms such as Support Vector Machine (SVM),
Neural Networks, Link Analysis and Bayesian Net-
works. These algorithms have been used success-
fully in previous studies and it is of our interest to
evaluate them in future research.
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Örebro University

Abstract

In the context robotic ecologies, the Configuration Plan-
ning Problem (CPP) is concerned with ways to create
a flow of information and a flow of causality between
the members of an ecology and their environment, in
such a way that a goal is satisfied. Ways to solve this
type of CPP have been devised and we discuss some in
this paper. However, most consider only the causal or
information aspects of the members of an ecology, or
rely on abstract actions and task hierarchies. A problem
with considering only causal or information aspects, is
that it complicates modelling situations when both oc-
cur and relate to each other. A problem with abstract
actions and task hierarchies is that it can lead to incom-
pleteness, and require effort and skill to write down.
The goal of this paper is to discuss a way to interleave
configuration planning with action planning, in which
direct interconnections of either causal or information
links, are used to solve the problem of building config-
urations of networked robotic systems. We show with
examples how this approach works, discuss some future
directions on where we want this work to get and more
specifically in the context of the Giraff+ system.

1 Introduction

Robotic ecologies, as proposed by Saffioti and Broxvall
in [10], are collections of devices and programs with
cognition and communication capabilities, in which the
notion of robot emerges from the interaction between
the elements of the ecology. In robotic ecologies, the
purpose is to use a synergy of small devices to fulfil
goals in a flexible way, instead of building complex
universal robots. In the Configuration Planning Prob-

lem (CPP) for the context of robotic ecologies (See sec-
tion 2 of this paper), the purpose is to satisfy a goal
by interconnecting a set of available components with
constraints between them. A configuration here, can
be seen as a collection of functional elements that con-
tribute with their capabilities to fulfil a goal, connected
to each other by causal links and information channels.

In this paper, we present some preliminary explo-
rations of how to integrate two kinds of interactions be-
tween entities in a robot ecology. We consider infor-
mation flows, for instance from a light sensor to a pro-
cess that tests whether a certain threshold of light has
been exceeded to an actuator for adjusting the blinds of
a window. We also consider causal flows, e.g. in order
to obtain information using a video camera, the light
first has to be switched on. An important difference
between these two types of interactions is that informa-
tion flows can never interfere with each other, whereas
causal flows can interfere by changing the state of the
environment. For instance, assume that the system also
has the goal to keep the room dark because a person is
sleeping there. Switching on the lights in order to use
the video camera would interfere with that goal. In ad-
dition, for the purpose of this paper we consider causal-
ity to apply from one time step to a later one, whereas
information flows between entities that are active at the
same time step. Our work is motivated by the fact that
in the current literature for solving the CPP, informa-
tion inputs and outputs are either treated as precondi-
tions and postconditions [3] or are not considered in the
action planning. Moreover, goals are defined as actions
to perform, but there is no mechanism for defining in-
formation as a goal.

This work is a step towards building a system capable
of generating configurations for multiple goals set by
an activity recognition system, of dynamically estimat-
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ing preferences according to different criteria, and of
updating state variables as the configurations executes,
in a real world scenario. Our system is intended to be
a part of the Giraff+ system [1], an adaptive system
consisting of a Giraff robot, a sensor network, an ac-
tivity recognition system [7](also called context recog-
nition in Figure 1), and a configuration planner. The
purpose of Giraff+ is to help improving quality of inde-
pendence of the elderly, by providing personalised ser-
vices of long-term monitoring in their homes and easier
social interaction. Examples of services for improving
quality of independence, that Giraff+ can provide in a
home would be:

• Displaying time-line information of events of in-
terest in combination with other contextual infor-
mation, such as blood pressure readings after start-
ing the use of a new medication or blood sugar
measurements during days where the patient ex-
ercises.

• Reminding and assisting the person in important
events, such as taking medication or taking blood
sugar or heartbeat measurements.

• Providing long term statistics on e.g. amounts of
physical activity or sleep.

Giraff+ is going to be tested in more than a dozen real
homes, therefore it should be suitable for real applica-
tion domains.

There are a number of ways in which a person can
interact with its surroundings, and a number of ways
to associate sensed data to the activities of a person.
The role of the activity recognition system is to infer
which activities is the human performing, based on in-
formation obtained from the sensor network. For more
on activity recognition, see Ullberg et al [12], in which
some approaches for recognizing human activities are
discussed, and an algorithm for enabling long term and
continuous activity recognition based on a temporal rea-
soner is proposed. For enabling activity recognition,
raw sensor readings may not be enough to get enough
information. There will be cases where the information
may not be available directly, and an interaction with
the environment may be needed to get it. The role of the
configuration planner is to configure the network, ac-
cording to the changing nature of the environment and
the needs of the activity recognition system, in order to
observe or change the value of a state variable.

To illustrate the Giraff+ system we will use Figure
1, where an environment is abstracted as state variables

Figure 1: Functional Overview of the Giraff+ System.

that have a value at each point of time. These state vari-
ables may represent, for instance, aspects of the layout
of the apartment (rooms, furniture), position and motion
of individuals in the apartment (e.g. person1 in bed-
room, on bed, not moving) or of items in the apartment.
State variables may be observable through sensors. But
in some cases, to observe a state variable, other state
variables need to be changed e.g. to obtain the heart
beat rate of a person, the lights of the room where the
person is have to be turned on. Also, transformations
on raw sensor data may be needed to obtain the value
of a state variable e.g. the raw RSSI values between
some bluetooth devices needs be transformed into the
position of a person, but they can also be transformed
into the trajectory of a movement, or transformed into
a command for opening a door. Now, a functionality
is a program that either operates directly on a sensor or
actuator, or processes information from and/or delivers
information to other functionalities. Note that a sensor
or actuator can perform several functionalities, depend-
ing on which programs make use of it. The configura-
tion planner builds configurations that make the sensor
network provide the information (state variable values)
needed by the activity recognition system, and may also
change state variables.

This paper is organised as follows: Section 2 reviews
related work, Section 3 explains the conceptual frame-
work for our approach on configuration and action plan-
ning, Section 4 presents explanatory examples, and Sec-
tion 5 describes ideas for future work.
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2 Related Work
The CPP and similar problems have been studied in a
number of fields, from which Robotic Ecologies and
Web Service Composition can be pointed out.

Robotic ecologies, and more particularly ecologies
of networked Physically Embedded Intelligent Sys-
tems (PEIS) as proposed by Saffioti and Broxvall [10],
study how the overall functionalities of robotic sys-
tems go beyond the functionality of isolated robots, by
adding communication and cognition capabilities into
the robots. The CPP in robotic ecologies studies ways
to interconnect the members of an ecology, in order to
reach a goal.

Lundh et al in [6], propose an approach to automati-
cally generate configurations for a given task in a given
environment. An action planner defines which actions
need to be accomplished to get to the goal, and for each
action, a configuration is made. Methods similar to Hi-
erarchical Task Networks (HTNs) planning were used
to hold information on how each action should decom-
pose into configurations. Terminating functionalities
were used to determine when a configuration completed
its task. Goals were defined in terms of actions. The
capabilities of the members of an ecology were mod-
elled as programs that can interact with the environment
through sensing or actuating, and/or use information
to produce additional information; such programs are
called functionalities. Functionalities have causal pre-
conditions, causal postconditions, information inputs
and outputs, and also have costs and resources. Pre-
conditions specify under which circumstances the func-
tionality can be used, postconditions indicate how the
functionality transforms the world state after its exe-
cution, information inputs indicate which information
is required for the functionality to execute, and infor-
mation outputs indicate which information is produced
during functionality execution. A different approach is
suggested by Gritti in [2], were a reactive configuration
algorithm reconfigures the ecology with the available
components, in the event of a failure. This approach is
appropriate for very dynamic scenarios, because it in-
herently removes from the search space those function-
alities that are not available in the time when they are
needed.

Web service composition is concerned with ways of
interconnecting self-contained, self-describing, modu-
lar applications that can be published, located, and in-
voked across the web. A composite service is a set of
services and the control and data flow among them [3].

A number of approaches have been explored, from ge-
netic algorithms, to neo-classical planning. For exam-
ple, Tang et al [11] propose a solution to the optimal
web service selection problem; this problem deals with
selecting web services so that the composite web ser-
vice give the best overall performance, and it can be
seen as the problem of finding an optimal solution to
the CPP under similar parameters. The authors pro-
pose a genetic algorithm with mutation and knowledge-
based crossover as operators, in which each individ-
ual is a plan for Web Service Selection; a local opti-
mizer improves individuals in the population, while the
crossover operator evaluates constraints between ser-
vices. In contrast, Peer [8] proposes an approach in
which the problem of web service composition is au-
tomatically converted into an AI planning problem (see
[9]), represented in PDDL; after that, the goal and do-
main description are matched against available AI plan-
ners, in order to solve the task.

Our approach to configuration planning is closer to
the field of robotic ecologies, and builds on the one
of Lundh et al, but unlike them we don’t It does not
rely on abstract actions or task hierarchies. Instead, we
make direct connections between the different compo-
nents needed to build the configuration, depending on
the type of links needed. We do this because, while task
hierarchies can speed up planning [9], they can also lead
to incompleteness, and require effort and skill to write
down, especially every time we add more functionali-
ties into the system.

3 States and Functionalities

The ideas proposed in this paper are built upon the the-
oretical background presented in [5]. In this way, for
the context of this paper, a configuration is a set of el-
ements called functionalities, and the connections be-
tween them. Every time a functionality has an effect
that changes properties of the world, the state of the
world is changed.

3.1 State

A state s holds information that describes the world, in
the form of a possible assignment of values to state vari-
ables. This assignments can be properties of certain ob-
jects (e.g. position(light1) = kitchen, near(light1,stove)
= true, near(light1,fridge) = true) or the current state of
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the different devices on our system (e.g. light1 = on,
phone-bt = off).

Time is not explicitly contemplated as part of a state.

3.2 Functionalities

A functionality is a program that interacts with other
programs by exchanging data, and/or with the physi-
cal world by effecting or observing the value of various
properties of entities. These properties are described as
state variables. Functionalities can operate on devices,
sense, actuate, and may use information to generate in-
formation. They can execute simple actions and gener-
ate simple information pieces, or execute more compli-
cated tasks and generate more information. For exam-
ple, we can have a functionality that provides the loca-
tion of an object as an output and requires no inputs, or
we can have many functionalities together in a config-
uration and give the same output. In this work, we will
use the definition by Lundh [5], in Equation 1.

f = 〈Id, I,O,φ ,Pr,Po,Re,Cost〉 (1)

Every functionality has an Id, a set of inputs I and a
set of outputs O that can be of different types, causal
preconditions Pr that indicate which values of state
variables should hold before the execution of the func-
tionality, causal postconditions Po that state which val-
ues of state variables will hold after the execution of
the functionality, a transfer function φ that represents
a transformation from inputs to outputs of the informa-
tion before execution, to the information after execu-
tion, and some resources Re and costs Cost. At this
early stage of our work, we have no particular defini-
tion for costs and resources, but they will receive a great
deal of attention later on.

To refer to the element Id of a functionality f , we will
write Id f , and in a similar way we will write Pr f ,Po f ,I f ,
and O f .

4 Connections and Configurations
A connection between functionalities can be formed ei-
ther by an information link, or by a causal link. Connec-
tions are formed when one functionality satisfies an in-
formation input or a causal precondition with an infor-
mation output or a causal postcondition. Configurations
are formed by building connections between function-
alities. Figure 2 shows an example of a configuration.

Figure 2: Example of a Configuration. Thin lines are
information links. Thick lines are causal links.

4.1 Connections
A connection states a relationship between two func-
tionalities, that can either be defined in terms of an in-
formation link, or a causal link.

Information links state that the output k of a function-
ality a (Ok

a) satisfy the input j of functionality b (I j
b).

Causal links state that the effects k of functionality a
(Pok

a) into the world, satisfy condition j that functional-
ity b requires for execution (Pr j

b).
The type of link also states the relative execution time

of the functionalities in each connection: when two
functionalities are related by an information link, they
execute within the same interval of time (which we will
call time-step), but when they are related by a causal
link, the functionality that provides the postcondition
for the link executes in a time-step which precedes the
one of the functionality that requires such condition.
Please note that with time-step we mean a finite interval
of time, not a single time point.

In this work, we will use the definition of connections
in Equations 2 and 3.

Cxi = 〈destF,sourceF, infotype,rT 〉 (2)

Cxc = 〈destF,sourceF,Sv,SvV,rT d,rT s〉 (3)

Every connection contains a destination functionality
destF, a source functionality sourceF, and a relative ex-
ecution time rT . The relative execution time in the con-
nection, is used to represent orderings between execu-
tion times of the functionalities. Information links con-
tain the type of information required infotype, in which
the name of the state variable can be used to describe
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the piece of information that relates the functionalities
in the link. Causal links contain a state variable assign-
ment, where Sv is the name and SvV is the value of the
state variable.

For example, suppose we have a causal goal
for the system, of setting a slot of our free time
with a Doctor’s appointment; we have our schedule
and our contact list in the form of state variables,
functionalities Idf = getDoctor, Idf = getSchedule, and
Idf = assignDocDate. Functionality Idf = getDoctor
knows which number is associated to the Doctor and
has it as an output. Functionality Idf = getSchedule,
gets which slots are available in our schedule and has
them as an output. Functionality Idf = assignDocDate,
negotiates with the Doctor’s appointment system and,
as a postcondition, it sets a slot of our free time with the
value of a Doctor’s, given a number associated to our
Doctor and our available times as inputs.

In the case of building a configuration for the given
goal by using this elements, we will first have a causal
connection between Idf = assignDocDate as sourceF,
and the goal as destF. In this connection, which Sv and
SvV is a condition of setting a field of the schedule with
the value of a doctors appointment, and the execution
time of SourceF, happens before executing destF. In
the special case of a goal as a destination functionality,
the goal is artificially treated as another functionality;
this means that to have the effect we want in the
world, this functionality would need to be executed
first. We may also have to perform several information
connections, for example, connecting Idf = getDoctor
to Idf = assignDocDate and Idf = getSchedule to
Idf = assignDocDate; in this case, infotype would be
the piece of information provided in each connection,
which can be phone−nr(Doctor) for Idf = getDoctor
to Idf = assignDocDate and schedule(freeSpaces)
for Idf = getSchedule to Idf = assignDocDate, hav-
ing all of them a simultaneous execution, since
Idf = assignDocDate needed both pieces of informa-
tion to execute.

4.2 Configurations

A configuration is a set of connections between a sub-
set F of all functionalities in the world F, that satisfy a
Goal. In this work, we will use the definition of config-
uration in Equation 4.

c = 〈F, ICX ,CCX〉 (4)

Here, F is the set of functionalities used in the con-
figuration, ICX is the set of information links, and CCX
is the set of causal links in the configuration. Relative
execution times of functionalities are contained inside
each connection.

4.2.1 Admissibility

For a configuration to be admissible, it must not violate
constraints on costs, resources, information links and
causal links. A proper way to evaluate admissibility on
costs and resources will be devised later on in our work,
but for the approach presented in this paper, we checked
for information admissibility and causal admissibility.

To satisfy information admissibility in a configura-
tion, all inputs in each functionality instance should be
connected to the output of another functionality. To
satisfy causal admissibility, all Preconditions in a func-
tionality should be satisfied before the execution of the
functionality, and no Postconditions of the functional-
ities in the configuration should be in conflict with the
causal links of the configuration. The set of links should
be acyclic.

When both information and causal admissibility are
satisfied in a configuration, we can say that such config-
uration is admissible, and consider it a candidate config-
uration for the goal.

4.2.2 Goals

Since the definition of functionality implies both trans-
forming information and interacting with the physical
world, then is reasonable for the goal of a configuration
to reflect this. We defined two types of goals: informa-
tion goals and action goals, in Equations 5 and 6.

gi = 〈Stv〉 (5)

ga = 〈Stv,StvV 〉 (6)

Goals are defined in terms of state variables. Stv is a
state variable. If the goal is to obtain (or sense) the value
of Stv, then it is an information goal. For information
goals, the outputs of functionalities are examined to find
which one delivers the value of Stv. If the goal is to in-
teract with the world in such a way that we set the value
of state variable Stv to StvV , then it is an action goal.
For action goals, the postconditions of functionalities
are examined to find an effect in which the value of Stv
is set to StvV .
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For the planning in the algorithms in Section 5, the
Goal can be seen as a Goal Functionality, in which the
inputs of the functionality are the information goals,
and the preconditions are the action goals.

4.3 Configuration Planning Problem

In our Configuration Planning Problem, given a goal gi
or a goal ga, a set of available functionalities F and a
set of state variable assignments in the start state s, find
an admissible configuration c such that Fc ⊆ F, in such
a way that the goal is satisfied.

5 An Algorithm for Configuration
Planning

Our first approach to generating configurations with
both direct causal and information links between the
functionalities, is presented in Algorithms 1 and 2. We
have an implementation of this approach in C++, avail-
able for downloading in [4].

Algorithm 1 (ConAc) requires the assignments of
state variables in the start state s, a list of all function-
alities in the world F, and a goal g, and delivers a list L
of all admissible configurations. L is a global variable
for algorithms 1 and 2. ConAc builds a functionality
fg ∈ F, in which the inputs of the functionality are the
information goals of g, and the preconditions are the ac-
tion goals of g. Functionality fg is added to (currently
empty) partial configuration c, and into the list of func-
tionalities of c, Fc, and an initial state functionality ( fi)
is used to emulate the conditions of s in order to be able
to establish causal links to it, but no causal or informa-
tion connections have been performed so far, so ICXc
and CCXc are empty in this assignment. Then, ConAc
calls genConf with the goal functionality as the only
member of the partial configuration. Then, genConf re-
cursively aggregates all admissible configurations into
L. In the end, ConAc returns the list L of all admissible
configurations suitable for goal g.

Algorithm 2 (genConf ), requires a partial configura-
tion c, a list of all functionalities in the world F, and the
relative time of the last source functionality added into
the configuration RT . genConf modifies the list of all
admissible configurations L by adding admissible con-
figurations as it searches partial configurations. Please
note that after execution of Algorithm Algorithm 1, F
contains fg and fi.

Algorithm 1 ConAc. State variables in the start state s,
available functionalities F, goal g, list of all admissible
functionalities L
Require: s,F,g
Ensure: L

1: build goal functionality fg ∈ F using goal g
2: build initial functionality fi ∈ F using s
3: c← 〈{ fg, fi}, /0, /0〉
4: L← /0
5: genCon f (c,F,0) */ Algorithm 2 */
6: if L == /0 then
7: return failure
8: end if
9: return L

genConf first attempts to satisfy information admis-
sibility by checking on functionalities already existing
in the configuration, whose relative execution time does
not come after the functionality that we are trying to sat-
isfy. Then, it attempts to satisfy information admissibil-
ity with the rest of the functionalities in F. Functionali-
ties connected with information links are executed dur-
ing the same time step.

If information admissibility is satisfied in a con-
figuration, it stars checking for causal admissibility.
genConf first checks if causal admissibility can satis-
fied by fi. If it can be satisfied by fi, then causal links
are created. If there are still causal links to be satisfied,
we choose one targetcond in target ∈ Fc, executing in
timestep targetime, and we check if any functionality
in the current configuration has a postcondition that can
satisfy targetcond, as long as its execution time comes
before the targetime.

On every case where a new connection is created,
genCon f calls itself recursively with the partial config-
uration c′.

6 Explanatory Example: Locating
the Human

With this example, we intend to show two points. First,
we want to show that it is possible to build admissible
configurations just by interleaving the right information
and causal links between functionalities.

This will be done without the need of HTNs, and
without defining terminating functionalities. Second,
we want to show that it is possible to define the goal
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Algorithm 2 genCon f . Partial configuration c, available functionalities F
Require: c,F

1: if inf. admiss. not satisfied then
2: choose target ∈ Fc with unsat. in. targetIn, executing in targettime
3: for all f ∈ Fc : targetIn ∈ O f ∧ fexecutiontime == targettime do
4: c′← c
5: append(ICXc′ , link(target, f , targetIn, targettime))
6: genCon f (c′,F)
7: end for
8: for all f ∈ (F\Fc) : targetIn ∈ O f do
9: c′← c

10: append(ICXc′ , link(target, f , targetIn, targettime))
11: append(Fc′ , f )
12: genCon f (c′,F)
13: end for
14: else if causal admiss. not satisfied then
15: choose target ∈ Fc with unsat. prec. targetcond, executing in targettime
16: for all f ∈ Fc : targetcond ∈ Po f ∧ fexecutiontime ≺ targettime do
17: c′← c
18: append(CCXc′ , link(target, f , targetcond, targettime, fexecutiontime))
19: genCon f (c′,F)
20: end for
21: for all f ∈ (F\Fc) : targetcond ∈ Po f ∧noCon f lict(Po f ,CCXc) do
22: c′← c
23: append(CCXc′ , link(target, f , target, targettime, targettime+1))
24: append(Fc′ , f )
25: genCon f (c′,F)
26: end for
27: else
28: append(L,c)
29: return 0
30: end if

of a configuration not only as an action that needs to be
performed, but also as information that we want to get
from the world.

The state variables and functionalities available in the
world are described in Tables 1 and 2. Our world can be
described as the home of a person that needs some assis-
tance in the daily life, with matters like localizing med-
ications or health devices, tracking activities, or daily
chores.

In this example, an information goal is accomplished
with a configuration that contains direct information
and causal links. The goal is to provide a position of
the cell phone, which we bind to the position of the hu-
man. In the state variables, the position of the phone
is unknown or outdated, so we need to acquire it again.

Table 1: State Variables.

Name Value
bt ( phone ) off
position ( phone ) -
number ( phone ) 777

To get the position of the phone, Table 2 shows two
functionalities that can help, which are get−ph−GPS
and bt− tracker. Functionality get−ph−GPS obtains
the position of the phone as GPS coordinates, if it has
as an input the number of the phone. Functionality
bt− tracker obtains the position of the phone in terms
of how close the phone is to a certain bluetooth source,
if it has as an input the number of the phone, and if the
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Table 2: Available Functionalities.

Id Ins Outs Prec Post
get-ph-nr - number ( phone ) -
get-ph-GPS number ( phone ) position ( phone ) -
bt-tracker number ( phone ) position ( phone ) bt ( phone ) = on
turn-phbt-on number ( phone ) bt ( phone ) = on

bluetooth of the phone is on. In the case of generating
a configuration that uses bt− tracker, the phone blue-
tooth is off (Table 1). In order to satisfy causal admis-
sibility, a causal link needs to be used. Such link can be
done to functionality turn−phbt−on. This functional-
ity turns on the bluetooth in a phone whose number is
given as an input; turn−phbt−on can be implemented
by combining a program that runs in a local computer
and sends an SMS with a code to the desired phone, and
another program that when receiving the SMS with the
code, turns on the bluetooth in the phone. In each case,
the planner will call itself recursively until satisfying
all admissibility criteria, reaching a limit size, or after
recursively finding that there is no way to satisfy admis-
sibility in any partial configuration, and then a failure is
returned. For more details, see Section 5. In figure 3,
the configurations obtained by applying our approach in
this situation are summarized.

Execution monitoring is not part of this planner, but
it if we had a system that monitored when a failure was
found on applying a certain functionality, or a function-
ality is no longer available, then another program could
update the description of functionalities, and our plan-
ner could be launched again with that feedback. How-
ever, a better approach for execution monitoring can be
devised later on.

7 Conclusions and Future Work

In this paper, we have presented an algorithm for con-
figuration planning in which functionalities can connect
to each other directly by using either action or informa-
tion links, without the help of a hierarchy definition,
just by matching the information and causal needs of
every functionality that is added into the configuration.
Our planner can handle both causal goals and informa-
tion goals. The combination of this features allow the
execution of an action in order to fulfil an information
requirement, and the capture of an information piece in
order to execute an action.

Our current approach has a number of limitations that
we would like to overcome. However, we would like
to keep the idea of direct information and causal links
in a configuration and we would like keep the idea of
defining goals as interactions with the world or as in-
formation pieces to obtain. But we would like a more
expressive way of defining goals, and of defining how
information and causal requirements relate with the ex-
ecution time of the functionality; an example of the lat-
ter is being able to discern if a functionality changes a
state variable or gives an information output either dur-
ing its execution time, after execution, or from the start
of its execution. Also, the planning in the causal dimen-
sion in our proposed algorithm, is based on causal links
planning without any guidance of heuristics. In order
for our planner to scale up to more causally challenging
problems, this needs to be addressed.

For the application of our work in the Giraff+
Project, we want to handle limited resources, multi-
ple goals with preferences, and interactions with ac-
tivity recognition. More particularly, we are interested
on describing preferences for reliability, quality, perfor-
mance, use of resources and handling of undesired con-
sequences. We are interested on studying interactions
between multiple requests, requests that can not be ful-
filled because of a conflict or resource scarcity, and on
handling disjunctive requests. For challenges associ-
ated to real application domains, we are interested on
seamless ways of adding and removing functionalities
in the system, on handling failures and degradation of
performance in configurations, and on execution moni-
toring.

In order to address many of the previous matters, for
the near future we are defining a language for express-
ing goal preferences, as well as interactions of time
with causal and information requirements in functional-
ity definitions. We are also defining heuristics and will
use semiring soft constraints for guiding the construc-
tion of configurations in a smarter way.
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Figure 3: Configurations on Example ’Locating the Human’
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