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Abstract

This paper presents a new approach for solving an optimal control problem in a hy-
draulic system, using a variational calculus method. It uses a path tracking method
of two different states with different units and of different magnitude. To ensure the
uniqueness of the solution, two regularization terms were introduced, whose influence
is regulated by regularization parameters. The system of differential equations, ob-
tained from the Euler-Lagrange equations of the variational problem, was solved by a
mass matrix method and discretized with linear differential operators at the interstitial
points for numerical stability. This enabled the calculation of the control variables,
despite the stiffness of the numerical problem. The results obtained show an energy-
efficient performance and no oscillations. Finally, a Simulink model of the hydraulic
system was created in which the calculated control variables were inserted as feed-
forward inputs, to verify the results.
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1 Introduction
The theory of optimal control has existed for several centuries [1]. When applied to a hydraulic system, it dampens
all vibrations at the end of the motion and still achieves the desired values [2]. However, due to the extremely non-
linear dynamics its use in hydraulics is a challenge [3]. With the increasing demands for accuracy and performance
in mining, especially for tunnel boring machines, the demand for new methods is also increasing. In addition, these
new methods must deliver energy efficient control results and reduce the operating costs of the entire process. The
new state of the art independent metering valves, which are an essential part of these systems, offer very flexible
control strategies [4]. Since the valves move much faster than the natural frequency of the load system, the ODEs
to be solved become numerically very stiff [5]. For this reason these systems cannot be solved with conventional
solvers [6]. Rath in [5] shows that the use of exponential matrix results in unstable solutions for these type of
systems. In this paper, the mass matrix method and interstitial derivatives are used to compute a stable numerical
solution. Since tunnel boring machines have a given profile which has to be cut, optimal path tracking methods are
suitable for these types of systems. Compared to conventional methods, optimal path tracking is often used for the
navigation of mining equipment in mines. It increases efficiency and reduces working time, which in turn increases
the safety of the process [7] [8]. In most cases, there is a given path that the system must follow [9] [10]. One of
the methods that is frequently used is model predictive control (MPC) [11] [12] because it can take the constraints
of the system into account [13]. Wang in [14] improves the efficiency of the ant colony algorithm to find the
optimal path for barrier environments of varying complexity. Path tracking is also frequently used for control of
multi-dimensional hydraulic manipulators. In [15], the trajectory of a one-armed hydraulic manipulator is tracked
by a digital hydraulic system. Kalaiarassan also shows that the 5-bit digital flow control unit performs much better
than the 4-bit system. Rudolfsen [16] solves the kinematics of a crane for operation in the vertical plane. He
uses the inverse to compensate and identify the non-linearity of the static dead zone input signals. A global least
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283



squares method is used in [17] to determine the optimal control input for multi-dimensional path tracking of a
hydraulic crane driven by electric drives. In [18], a new control law based on the sliding perturbation observer
(SPO) is designed. Here the SPO is used to eliminate all disturbances that come from the environment, dynamic
uncertainties and modeling errors. Chin in [19] presents a new type of contour tracking control which uses the
force calculation for hydraulic parallel manipulators. Zhang in [20] uses the D-H (Denavit - Hartenberg) method
to set the coordinates for the path of a hydraulic excavator. On the other hand, Kang [21] uses a PD controller with
dead zone compensation to track the three-dimensional path. However, all of the above methods focus on tracking
one or more parameters which have the same unit and magnitude and, in most cases, the position of the given
system is tracked. Tunnel boring machines have very complex hydraulic circuits. In the case presented here, the
valve is equipped with pressure and flow controllers that actuate the system. Since the external forces are very high,
the set pressure value at the pressure controller is usually very high. This will increase the mechanical stiffness
of the hydraulic system which in turn increases the mechanical stiffness of the overall system. However, the PID
controllers normally used in these valves show a very oscillating behavior when the value of the pressure changes.
In [22] it is shown that different pressure values during a motion can lead to an improved energy performance of
these systems. The method proposed in this paper, which is based on the theory of optimal control, solves the
tracking problem as a boundary value problem by means of variational calculus. The method is then applied to a
simulated model of the actual system in order to show its potential.
The contributions of this paper are:

1. A novel linearized state space model for the system presented in fig. 1 is derived. For the first time the
embedded valve controllers (flow and pressure) and the position controller (responsible for the position of
the large mass) are included in the state space system.

2. A new method for multidimensional trajectory tracking of parameters with different units and magnitudes is
presented on the basis of calculus of variations.

3. The mass matrix method and interstitial derivatives are used to calculate a stable numerical solution for this
stiff numerical problem.

4. A simulation in Matlab Simulink is performed to verify the proposed control scheme.
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Figure 1: Simplified model of the hydraulic and mechanical system. The mechanical system is position controlled.
The hydraulic system consist of two independent metering valves which are flow controlled (piston side) and
pressure controlled (rod side). Auxiliary components, like pressure compensators and load sensing are not shown
in this figure.
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The results show that the system can always achieve the desired paths for position and pressure. Furthermore,
despite the pressure changes significantly, there are no oscillations present during the motion.

2 SYSTEM MODEL
2.1 Mechanical System

The mechanical system consists of a large mass rotating around a point O (fig. 1) with a lever of length L. The
hydraulic cylinder exerts the force F on a smaller lever of length l. If we assume that the system makes small
movements around the fulcrum O, the effective mass of the system is

m =

(
l
L

)2

M. (1)

If the position of the mass m in fig. 1 is labeled as y1, the equation of motion will have the form

mÿ1 = PAAA−PBAB−bẏ1. (2)

2.2 Hydraulic System

The hydraulic part of the system consists of a hydraulic pump, two independent metering valves and a hydraulic
actuator. In this system the friction consists of several components. The oil flow through the valve orifice depends
on the pressure which can cause damping. In addition, the movement of the load and the steel structure also
contribute to the overall friction. The hydraulic cylinder has a highly non-linear friction behavior. A complete
mathematical model of friction includes the Stribeck and stiction effect as well as Coulomb and viscous friction
[23]. In the actual machine however, the greatest contribution comes from the rotating load that performs a cutting
operation. Therefore, in eq. (2) the friction is assumed to be viscous with coefficient b.

2.3 Dynamics of the system

The displacement of the mechanical system is controlled by a position controller which actuates the two independ-
ent metering valves. The valves offer different operating modes for different load scenarios [4]. In this case it is
assumed that the load on the system is passive when the movement is positive. This means that the actuating side
of the system is flow controlled and the rear side is pressure controlled. The flows supplied by the valves are a
function of the spool movement xv and the pressures PA,PB [24],

QA =Cq1xv1 −Cp1PA, QB =Cq2xv2 +Cp2PB (3)

where Cq1,Cq2,Cp1,Cp2 are the valve linearization coefficients and xv1 ,xv2 are the valves’ spool positions. If eq. (3)
is combined with the equations for the flow through the cylinder [25] the pressure equations are obtained:

PA =
Cq1xv1 −AAv

VA
β s+Cp1

, PB =
ABv−Cq2xv2

VB
β s+Cp2

, (4)

where β is the bulk modulus of the oil, VA and VB the volumes and AA and AB the areas of the cylinder chambers.
After deriving the linearized equations for the valve actuator system eq. (4), the controllers of the system can be
applied. The independent metering valves presented in fig. 1 react much faster compared to the natural frequency
of the load system. For this reason, no flow controller is implemented into the system in fig. 2. Here kA and kB are
the proportional parts of the PID controllers for both sides. The system shown in fig. 2 is governed in state space
form with mass matrix Π by the following equations

Πẋ(t) = Ax(t)+Bu(t) (5)

where,

Π =




1
β 0 0 0
0 1

β 0 0
0 0 1 0
0 0 0 m


 ,x =




PA

PB

y1

v


 ,u =

[
yset

PBset

]
(6)
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Figure 2: State of the art block diagram for the system presented in fig. 1. The system is controlled on both sides,
where yset and PBset are the desired position and pressure values. Here kA and kB are the proportion parts of the
PID controllers for both sides accordingly.

A =




−Cp1
β

VA
0 −kACq1

β
VA
−AA

β
VA

0 −(kBCq2 +Cp2)
β

VB
0 −AB

β
VB

0 0 0 1
AA
m −AB

m 0 − b
m


 (7)

B =




kACq1
β

VA
0

0 −kBCq2
β

VB

0 0
0 0


 (8)

In eq. (6, eq. (7) and eq. (8) the value of the bulk modulus β and the mass m are on both sides of the equations. Since
β and m have very high values, a fraction of these values was stored in the mass matrix to ensure a numerically
stable solution.

3 Solution of the problem
The path tracking problem can be formulated as determining the input vector u, so that a desired output of the
system is achieved. This problem can be formulated in terms of variational calculus, as finding the optimal input
vector u for which the cost function

µ2
1

2

∫ t f

t0
(x2 (t)−ξ2 (t))

2 dt+
µ2

2
2

∫ t f

t0
(x3 (t)−ξ1 (t))

2 dt (9)

is minimized. Note that because of the way the vector u is defined, x2 tracks ξ2 and x3 tracks ξ1. The integrals
quantify the least-squares differences between the states x2 (t) ,x3 (t) and the desired paths ξ2 (t) ,ξ1 (t) respect-
ively. Since the states x2 (t) ,x3 (t) are measured in different units of different magnitude, Pa and m respectively, a
normalization of the least squares differences is necessary. This is done with the parameters µ1,µ2. The previous
equation can be rewritten as

µ2
1

2

∫ t f

t0

(
e2

Tx(t)−ξ2 (t)
)2

dt+
µ2

2
2

∫ t f

t0

(
e3

Tx(t)−ξ1 (t)
)2

dt, (10)

where e2 =
[
0 1 0 0

]T
and e3 =

[
0 0 1 0

]T
are coordinate unit vectors. In order to get a unique solution,

a regularization parameter is also necessary [26], which in the case discussed here looks as follows:

µ2
3

2

∫ t f

t0
u̇T (t) u̇(t)dt+

µ2
4

2

∫ t f

t0
üT (t) ü(t)dt. (11)
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Finally, the functional which needs to be minimized will have the following form:

J (x(t) ,u(t) ,λ (t)) =

µ2
1

2

∫ t f

t0

(
e2

Tx(t)−ξ2 (t)
)2

dt+
µ2

2
2

∫ t f

t0

(
e3

Tx(t)−ξ1 (t)
)2

dt

+
µ2

3
2

∫ t f

t0
u̇T (t) u̇(t)dt+

µ2
4

2

∫ t f

t0
üT (t) ü(t)dt

−
∫ t f

t0
λ T (t)(Πẋ(t)−Ax(t)−Bu(t))dt

(12)

In eq. (12) only the ratio µ1 : µ2 : µ3 : µ4 is relevant, thus one of the parameters can be set arbitrarily. That is why
µ1 is set to be 1. The Euler-Lagrange equations [27] for this variational problem are as follows:

e2e2
Tx− e2ξ2 +µ2

2 e3e3
Tx−µ2

2 e3ξ1 +ATλ +ΠTλ̇ = 0.

BTλ −µ2
3 ü+µ2

4 u(4) = 0

Πẋ(t)+Ax(t)+Bu(t) = 0.

(13)

From these three equations the following system of differential equations is derived:

ΠTλ̇ =−E23x+ e2ξ2 +µ2
2 e3ξ1−ATλ

u(4) =− 1
µ2

4
BTλ +

µ2
3

µ2
4

ü

Πẋ(t) = Ax(t)+Bu(t)

(14)

where
E23 = e2e2

T +µ2
2 e3e3

T. (15)

These equations can be written compactly in matrix form as:

Π1γ̇(t)−V γ(t)−Wξ (t) = 0 (16)

where

Π1 =




Π 0 0 0 0 0
0 ΠT 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 I



,γ (t) =




x(t)
λ (t)
u(t)
u̇(t)
ü(t)

u(3) (t)



,ξ =

[
ξ1

ξ2

]
,

V =




A 0 B 0 0 0
−E23 −AT 0 0 0 0

0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 I

0 − 1
µ2

4
BT 0 0 µ2

3
µ2

4
I 0




,W =




0 0
e2 µ2

2 e3

0 0
0 0
0 0
0 0



.

(17)

3.1 Numerical Solution

Transposing eq. (16) one gets,
γ̇T (t)Π1

T− γT (t)V T−ξ T (t)W T = 0 (18)

Now, for this system, the input vector is known (because it consists of the desired output) and can be solved
numerically by discretizing with the methods described in [28]. The methods can be described as follows: note
first that any state can be discretized directly as a vector,

γk =
[
γk (s0) γk (s1) . . . γk

(
s f
)]T

(19)
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287



or, if the discretization is done at the interstitial points (the points ti, between the samples si), one gets




γk (t1)
γk (t2)

...
γk
(
t f
)


= J0




γk (s0)

γk (s1)
...

γk
(
s f
)


 (20)

J0 =
1
16




5 15 −5 1 0 . . . 0 0 0 0
−1 9 9 −1 0 . . . 0 0 0 0
0 −1 9 9 −1 . . . 0 0 0 0
...

...
...

...
...

. . .
...

...
...

...
0 0 0 0 0 . . . −1 9 9 −1
0 0 0 0 0 . . . 1 −5 15 5




(21)

Using this, any vector of states γ can be discretized as a matrix in the following way

ΓT =




γ1
T

γ2
T

...
γn

T


=




γ1 (s0) γ1 (s1) . . . γ1
(
s f
)

γ2 (s0) γ2 (s1) . . . γ2
(
s f
)

...
...

. . .
...

γn (s0) γn (s1) . . . γn
(
s f
)


J0

T (22)

Additionally, the derivative of a state can be discretized as

γ̇k ≈ Dγk, (23)

where D is a differentiation matrix, with the following form

D =
1

24h




−23 21 3 −1 0 . . . 0 0 0 0
1 −27 27 −1 0 . . . 0 0 0 0
0 1 −27 27 −1 . . . 0 0 0 0
...

...
...

...
...

. . .
...

...
...

...
0 0 0 0 0 . . . 1 −27 27 −1
0 0 0 0 0 . . . 1 −3 −21 23




(24)

where it is assumed that the discretization is done uniformly with step size h. Hence, a vector of first derivatives
of states can be discretized as the following matrix

ΓT =




γ̇1
T

γ̇2
T

...
γ̇n

T


=




γ1 (s0) γ1 (s1) . . . γ1
(
s f
)

γ2 (s0) γ2 (s1) . . . γ2
(
s f
)

...
...

. . .
...

γn (s0) γn (s1) . . . γn
(
s f
)


DT (25)

Finally, the discretized form of eq. (18) is

DΓΠ1
T− J0ΓV T− J0ΞW T = 0. (26)

where Γ and Ξ are the matrices derived from the discretization of γ and ξ respectively. For more details, see [28,29].
Finally vectorizing the last equation, one gets

(Π1⊗D−V ⊗ J0)vec(Γ) = (W ⊗ J0)vec(Ξ) (27)

which is a linear system of equations and can be solved using standard methods for linear systems of equations,
along with appropriate constraints (SVD, QR decomposition). In order to get a unique solution, an appropriate
number of initial and final conditions need to be defined. From the system of 16 differential equations eq. (18), a
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total of 16 initial and boundary conditions are given. 1

γ1(t0) = 0

γ1(t f ) = 0

γ2(t0) = ξ2(t0)

γ2(t f ) = ξ2(t f )

γ3(t0) = ξ1(t0)

γ3(t f ) = ξ1(t f )

γ4−8(t0) = 0

γ4−8(t f ) = 0

γ9(t0) = ξ2(t0)

γ9(t f ) = ξ2(t f )

γ10(t0) = ξ1(t0)

γ10(t f ) = ξ1(t f )

γ11−16(t0) = 0

γ11−16(t f ) = 0

(28)

The values in eq. (28) represent the real physical values of the tracked paths.

4 COMPUTATION AND RESULTS
4.1 Computation

The results of the path tracking algorithm were computed for an effective mass of m = 4 · 105 kg, cylinder areas
AA = AB = 6 ·10−2 m2, friction parameter b = 1.4 ·107 NS

m and a bulk modulus of β = 1.4 ·109 Pa. The value for the
friction parameter b was identified during a cutting experiment. Furthermore, the values for the linearized terms
Cq1,Cq2,Cp1 and Cp2 were calculated for the supply pressure of 300 ·105 Pa and it is assumed that the initial values
for the pressures on the both sides will be 10 · 105 Pa. An oblique rectangular shape was chosen as the reference
path for the pressure. This increased the overall stiffness of the system during the motion. For the position we have
chosen a path that is followed by one of the cutting arms of the real machine. Due to the different dimensions and
magnitudes of the two tracked states, the values of the normalization parameter µ2 was assumed to be µ2 = 104.
The values of µ3 and µ4 were experimentally determined to be 5 · 10−5. The path tracking algorithm was firstly
computed in MATLAB , where the control variables u1 and u2 were calculated. Then the system presented in fig.

1
ms ∫¿

b

y1v

1

CP2+
V B
β s

AB

PBPBset Cq2kB x v2
AB+- +-

--+

1

CP1+
V A

β s
PAy set Cq1k A x v1
A A+- +-

A A

F
F A

FB

yactual

PBactual

1

CP2+
V B
β s

Cq2kB xv2 +

1

CP1+
V A

β s
Cq1k A x v1

+-

u1
u2

++

++

Feedforward

-

Figure 3: Implementation of the calculated control variables u1 and u2 into the simulation model of the system as
a feed-forward.

2 was simulated in MATLAB Simulink where the control variables were inserted as feed forward inputs to the
system (see fig. 3).

1Due to the fact that some of the conditions are on the Lagrangian multiplier λ , only the conditions for the control variables need to be
defined.
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4.2 Results

The system presented in fig. 1 was simulated for two different time intervals, namely for t ∈ [0,4]s and for
t ∈ [0,8]s. In fig. 4 it can be seen that the system is following the given trajectories smoothly and precisely. The

Desired path

Followed Path

Simulated Path

Desired P
B

Followed P
B

Simulated P
B

P
A

v

Figure 4: (Top and middle graph) - Results of the path tracking algorithm for time t ∈ [0,4]s. The states x3 and x2

(position and pressure respectively) are being tracked. The followed values and the simulated values deviate only
slightly from the desired values. (Bottom graphs) - The behavior of the remaining two states of the system.

maximum value of the pressure on the rod side is set to 20 · 105 Pa. This increases the mechanical stiffness of
the hydraulic system which will increase the mechanical stiffness of the overall system. Although the pressure

Error in Followed Path
Error in Simulated Path

(a) Error curves for the followed and simulated positions in fig. 4 .

Error in Followed P
B

Error in Simulated P
B

(b) Error curves for the followed and simulated pressures in fig. 4 .

Figure 5: Error curves for the followed and simulated positions (left graph) and pressures (right graph) in fig. 4
accordingly. The maximum offset for the path tracking method is smaller than 1 %.

changes frequently during the time interval, there are no oscillations in the solution. This is not the case when
using conventional controllers. The same applies for the position. The system reaches its maximum speed near the
middle point of the path, demonstrating the energy efficient performance of this method. To be able to observe the
accuracy of the new method, the error was observed for both the position and the pressure in fig. 5. It can be seen
that the maximum offset for the position and the pressure is smaller 0.01 % and 1 % accordingly. This shows that
the path tracking method has a very high accuracy. On the other hand in fig. 6, the system follows the same path
for position and pressure but in double the time. Accordingly, the pressure on the piston side and the velocity are
much smaller than in fig. 4. From fig. 7 it can be seen that the path tracking method shows even higher accuracy
for longer paths. The maximum errors are in the magnitude of 0.005 %.
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Desired path

Followed Path

Simulated Path

Desired P
B

Followed P
B

Simulated P
B

P
A

v

Figure 6: (Top and middle graph) - Results of the path tracking algorithm for time t ∈ [0,8]s. The states x3 and x2

(position and pressure respectively) are being tracked. (Bottom graphs) - The system is tracking the same distance
over a longer period of time, which results in smaller pressure values on the piston side and a decreased velocity.

Error in Followed Path
Error in Simulated Path

(a) Error curves for the followed and simulated positions in fig. 6

Error in Followed P
B

Error in Simulated P
B

(b) Error curves for the followed and simulated pressures in fig. 6

Figure 7: Error curves for the followed and simulated positions and pressures in fig. 6 accordingly. Here the path
tracking method shows maximum offset of 0.005 %.

5 CONCLUSIONS AND FUTURE WORKS
5.1 Conclusions

From the results obtained it can be concluded that the path tracking method can be used successfully to track states
in different units and of different magnitudes. The calculated control variables, which were later used as feed
forward inputs for the simulated system, provided paths with very small offset from the desired and the followed
ones. Furthermore, the behavior of the other two states shows that the method is energy efficient for both tested
scenarios.

5.2 Future Works

In this paper we use the mass matrix method and the interstitial derivatives to find stable numerical solution to
a stiff numerical problem. Further we have implemented only P (proportional part of PID) controllers on the
pressure and flow controlled side. In practice however, the valves have also I (integral part of PID) controllers.
The numerical solution of the integro-differential equations for these systems could be a question of future work.
Additionally, the further implementation of this method on the real system is of great interest.
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