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Abstract 

The sector of construction equipment is currently in change. The scarcity of fossil resources and 

raw materials as well as rising energy costs in the last years and new political and technical 

requirements has brought the industry to a massive rethinking. A reduction of energy 

consumption is one of the most important innovation topics in this industry branch. In order to 

fulfill high energy requirements in the near future, extensive concepts, new structures and 

innovative technical approaches increasing the total energy efficiency of the product are 

needed. Therefore the importance of life cycle based eco-efficiency analysis must be 

considered. Life Cycle Assessment (LCA) and Eco-efficiency assessment are powerful tools for 

achieving design for life cycle. An LCA examines all stages of a product’s life cycle and gives a 

quantitative assessment of its potential environmental impact. In addition, the results of an Eco-

efficiency assessment help to identify priority areas for ecological improvement which are 

economically worthwhile. This paper presents a comprehensive approach integrating technical 

analyses to recognize and evaluate possible improvement areas within the machine’s 

construction for doing a quantitative assessment of the environmental impact of the improved 

technical concepts. The paper describes how LCA and Eco-efficiency assessment can be 

applied for hydraulic and hybrid concepts and how it can be used to improve the environmental 

performance of a product in an early step of the life cycle. The approach is demonstrated on the 

example of a wheeled excavator. 

Keywords: Hydraulic and Hybrid Optimization, Eco-Efficiency Assessment, Life Cycle 

Assessment, Product Lifecycle Management, Modular Based Simulation.  

1 Introduction 

The awareness of limited resources availability, 

environmental problems and pollution, the increasing 

demand for goods, energy and materials, as well as the 

increase of costs of scarce resources, all are calling for a 

new paradigm of life, overcoming the obsolete consumerist 

model of modern societies. The reduction of energy 

consumption and successive use of renewable energy are 

one of the most important innovation topics in the 

automotive industry. New and further developments for 

reducing fuel consumption and CO2 emissions can be seen 

mainly in the passenger cars sector, where political 

requirements on technical developments are already very 

high. In the field of construction equipment, with well-

established hydraulic and hybrid systems, the further 

increase of energy costs, the need of sustainable production 

models and the growing competitive pressure will increase 

significantly because of energetic requirements, too. 

Therefore extensive concepts, new structures just as 

innovative and integrated technical approaches for 

increasing the total energy efficiency of construction 

equipment are needed [1][2]. This demand of high flexibility 

leads to complex systems which contain mechanic, 

hydraulic electric and even hybrid subsystems. The overall 

effect of energy and resource reduction of these new 

technical concepts is often hard to predict, especially within 

a life cycle view taken into account. Already promising 

technical concepts are in pre-commercial development, but 

their performance is frequently designed for the operation 

efficiency at a specific load scenario. Often, they are not 

tested within a total life cycle perspective. [3] This paper 

presents a comprehensive approach to estimate the life cycle 

based eco-efficiency for future hydraulic and hybrid 

concepts of construction equipment. The approach involves 

an implementation of Life Cycle Assessment (LCA) and 

Eco-efficiency assessment as fully integrated within the 

Product Lifecycle Management (PLM) supporting the 

engineering in terms of sharing relevant product data across 

modules and life cycle phases. The capabilities of the 

proactive Life Cycle Assessment and Eco-efficiency 

assessment solution for a sustainable management are 

examined and presented on the example of a wheeled 

excavator.  
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2 Sustainable Management 

Moreover, to be competitive on the global market in time of 

an increasing shortage of resources, companies have to 

develop not only good products but have to make them also 

more sustainable. Sustainable Development, conceptually 

founded on the three dimensions economical, ecological and 

social sustainability, is the main paradigm for future 

improvement of humankind in the 21st century [4]. One of 

the guiding principles for engineering design is to develop 

products that conform to the sustainability paradigm [5]. In 

the discourse on sustainable management, the potential of 

the product development process is currently inadequately 

treated [6] [7]. A sustainable product development aims at 

the real goods, but also on the assessment of environmental, 

ecological and social issues over its entire life cycle. 

Therefore, a total approach is necessary, accompanying the 

product from the initial idea, through the development and 

manufacturing phases, the usage and all end-of life 

treatments. Already in the early phases of the life cycle, the 

engineer defines key properties of a product, implicitly 

including the definition of the resulting life cycle costs as 

well as environmental and social effects: The product shape 

is clearly determined by the product development [5]. A 

central problem for those companies interested in 

sustainable management is to analyze, to optimize and to 

communicate its product portfolio with as low as possible 

effort. Therefore the process of creating a more sustainable 

product needs to be monitored and managed from the very 

first beginning, whether a new product is to be designed or 

an existing one is to be improved [8]. This is also of 

importance for companies producing construction 

equipment [3] [8]. To address a sustainable product 

development or engineering design process, appropriate 

methods and tools are required. Internationally standardized 

tools for the assessment of environmental-economical 

sustainability of a product system do already exist – Life 

Cycle Assessment [9] and Eco-efficiency assessment [10]. 

2.1 Regarding the Environmental Impact 

The ISO 14040 standardized Life Cycle Assessment (LCA) 

[9], as part of a sustainability assessment, provides a 

meaningful methodological framework for the ecological 

dimension [11]. The product related Life Cycle Assessment 

(LCA) with an emphasis on energy, resource and waste, first 

started back in the 1970s, in time of the famous report ´The 

Limits to Growth`, addressed to the Club of Rome and the 

first worldwide oil crisis, which brought awareness of the 

finiteness of oil and revealed the vulnerability of the global 

economic system. In the 1990s LCA was developed as 

method, mainly driven by the Society of Environmental 

Toxicology and Chemistry (SETAC), and standardized by 

the International Organization for Standardization (ISO). 

Later on, in 2006 the international series of LCA standards 

have been slightly revised to their current version of ISO 

14040 and ISO 14044 [12]. [13] The basic principles of any 

Life Cycle Assessment are the cradle-to-grave analysis and 

the use of functional unit. All mass and energy flows, 

resource and land use, and even the potential impacts and 

probable interventions are set in relation to the functional 

unit as quantitative measures of the benefit. Life Cycle 

Assessment is a method to analyze environmental 

parameters out of the environmental profile of a product 

system and across its life cycle. The environmental profile 

of a product system is thereby determined and dependence 

on five categories [14]: 

- Energy use 

- Material use 

- Emissions in air, water and soil 

- Toxic potential of used and released substances 

- Compliance to environmental laws and regulations 

Life Cycle Assessment can systematically identify key areas 

to improve environmental performance, even applied to the 

sector of construction equipment. The main characteristic of 

the standards ISO 14040 and ISO 14044 is the clear 

framework which consists in four components [9] [12]: 

- Goal and Scope Definition 

- Inventory analysis 

- Impact Analysis 

- Interpretation 

The definition of the goal and the scope of any LCA is 

crucial, since this is the phase of essential determinations. 

According to the aims and the insight interest, a survey 

framework is defined and demands on further phases are 

determined. This may concern the intensity of a survey, the 

necessary quality of data, a selection of the effect 

parameters with regard to the impact assessment, and the 

interpretive possibilities within the framework of an 

evaluation. In the inventory analysis, all material and energy 

flows are grasped and listed during their entire life cycle. In 

a first step, process structures are modeled in order to have a 

basis for assembling data. All material and energy flows are 

determined as input-/output-sizes for every partial process 

with regard to the system boundary. By connecting all 

partial processes, the relations between the modules and the 

environment are represented, and the mass/energy balance is 

drawn up as the inventory of the total system. All material 

and energy streams which pass the system borders are listed 

as quantities in physical units. The data refer to the 

functional unit. The task of the impact assessment is the 

evaluation of all material and energy flows raised in the 

inventory analysis according to certain environmental 

effects. Thus, an impact assessment serves the recognition, 

summarization, and quantification of the potential 

environmental effects of the examined systems and delivers 

essential information for the evaluation. [13] The following 

impact categories are usually included into a LCA [15]: 

- Global warming Potential (GWP) 

- Stratospheric ozone depletion (ODP) 

- Tropospheric photochemical ozone creation (POCP) 

- Acidification (AP) 

- Eutrophication (NP) 

- Human toxicity (HTP) 

- Ecotoxicity (ETP) and  

- Land use 
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The impact categories describe potential effects on human 

and environment. Among other things, they differ according 

to their spatial references (global, regional and local effects). 

In principle, every environmental effect can be included into 

the survey, as long as the necessary data and a suitable model 

for the description and parameterization of the effect are 

available. The task of the interpretation step is the analysis of 

the results as well as the explanation of the meaningfulness 

and the restrictions. The essential facts, based on the results 

of the inventory analysis and the impact assessment, are to be 

determined and checked with regard to their completeness, 

sensitivity, and consistency of the results. The assumptions 

made in the phase of the goal and scope definition have to be 

considered. Based on this, conclusions have to be drawn and 

recommendations are to be made. [13] The Life Cycle 

Assessment is an essential comparative method to estimate 

the environmental aspects of a product system. It explores 

environmental performance and potential environmental 

impacts across the product life cycle, from raw material 

extraction, across production, to reuse of recyclates and waste 

disposal. A LCA can assist engineers and decision-makers in 

industry by identifying opportunities to improve the 

environmental performance of product systems and providing 

them with a platform for observing the environmental 

product declarations and environmental compliance, thus 

support the design of more eco-efficient products. 

2.2 From LCA to Eco-Efficiency Assessment 

A first step towards an integrated sustainability assessment 

provides the link between economic and ecological issues 

and is represented in the international standard ISO 14045 - 

Eco-efficiency assessment of product systems: principles, 

requirements and guidelines, adopted in 2012 [10]. The 

principles relate to the ISO 14040 - 14044 for product 

systems, and are translated into specific objectives [16]: 

- Minimize energy intensity 

- Minimize material intensity of goods and services  

- Maximize the use of renewable resources 

- Minimize toxic dispersion 

- Extend product durability 

- Increase product efficiency  

- Promote recycling 

The objective of an Eco-efficiency assessment is to support 

the economical-ecological evaluation of different product 

systems by providing an overall life cycle view. 

2.3 Beyond an Eco-Assessment 

To arrange an LCA or an Eco-efficiency assessment, it is a 

very complex, time-intensive and cost-intensive task. This is 

based on the fact that an extensive data base of a product 

system with its processes is needed [17][18]. The practice of 

the standards ISO 14040-14044 and ISO 14045 is, due to a 

high complexity, often carried out with special software 

tools [17][19]. It becomes apparent that the analysis of an 

existing product system is retrospective. But especially for 

complex products, like for construction equipment, the 

application of Life Cycle Assessment and Eco-efficiency in 

product development is very interesting [20]. The product 

development determines all other phases in life cycle, like 

the manufacturing, the usage and the end-of-life [21] [22]. 

Decisions in this early phase play a key role in terms of 

economic-ecological product design. According to [29] up 

to 70% of the total cost of ownership is set in the early phase 

of product development. In the same extent according [23] 

the environmental impacts of the final product system are 

determined. With a proactive Life Cycle Assessment and 

Eco-efficiency solution, a company can identify priority 

areas for improvement and become preemptive in its 

sustainability initiatives. This was the trigger for the 

research project ERMA underlying the following case study.  

3 Improving the Environmental Performance 

of Construction Equipment 

In order to fulfill the pressing problems of a sustainable 

management within the product development of 

construction equipment, four institutes at University of 

Kaiserslautern initiated the research project ´Energy and 

Resource Efficient Mobile Working Machines (ERMA). [3] 

Main objectives are the further development and application 

of methods and tools to estimate and evaluate the overall 

eco-efficiency of a wheeled excavator [20][24][25][26][27]. 

The advancement of new concepts for less energy and 

resource using subsystems is directed to improve the chosen 

product system with this consideration. 

 

 Figure 1: Interdisciplinary Optimization Supported  

by Life Cycle Based Eco-Efficiency Analysis  

(adapted from [3]). 

In the first step, a modular simulation model of the wheeled 

excavator is created, followed by a verification of the full 

simulation model. The focus of the model is to calculate the 

energy consumption for specific load cycles, which can also 

be configured to specific customer usage profiles. Because 

of this, modular subsystems can easily be implemented in 

the model. This way the overall energy consumption of an 

improved technical system can be estimated as well. In a 

second step, the objective is to improve the current product 

system itself with respect to energy savings. Starting with 

the analysis and the minimization of friction losses of the 
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existing bearings and seals, more efficient hydraulic 

solutions are developed. New concepts of electric or hybrid 

subsystems will be developed and introduced to substitute 

parts of the current hydraulic system for reducing the energy 

consumption. Same time, new methods and a concept for an 

integrated product life cycle based proactive eco-efficiency 

assessment are developed, and will be tested and verified. 

The project structure is shown in Figure 1. The 

interdisciplinary tasks within ERMA cover both: the 

technical improvements of construction equipment and an 

eco-analysis of the improved concepts. Therefore the results 

of the technical evaluations are used in the eco-efficiency 

analysis to get an overall result of single concepts including 

customer usage profiles for specific life cycles.   

3.1 Technical Evaluation 

The technical evaluation of ERMA aims to estimate the 

energy consumption and the system behavior of concepts 

during operation. With this, different concepts are 

comparable concerning for example the reliability of the 

concept, the operability of the machine as well as variable 

costs due to fuel consumption. For the evaluation process 

many influences have to be considered like proper reference 

data or the customer usage profile. Due to cost reduction a 

simulation model was used to estimate the energy 

consumption. The excavator was modeled along the 

common V-Model [28]: The hydraulic structure was 

reproduced in the numeric Simulation tool AMESim and 

with the help of measurement data and data sheets, the 

important parameters were defined and valued. The 

verification and validation process confirms the correctness 

of the model (see Figure 2). After that, an overall model of 

the excavator in its current state exists. 

 

Figure 2: Technical Evaluation of new Hydraulic and 

Hybrid Concepts for a Wheeled Excavator. 

If a new concept is modeled and implemented in the overall 

model, inevitably the model will change and a new model of 

the excavator comes into existence. If this is done with 

many concepts and maybe different parameter variations, 

the amount of different simulation models of the excavator 

will increase and the maintenance effort due to 

synchronization issues will rise exponentially. This will 

make it difficult to compare different technical concepts. To 

avoid that, a modular structure was implemented in the 

model. If the modules are suitable designed, it is possible to 

exchange only one or two modules to implement a new 

technical concept. With this, the overall structure of the 

simulation model is unchanged and no new simulation 

model will come into existence. Also the maintenance effort 

is restricted to the single modules. This approach was 

published in [27]. For the technical evaluation of a concept, 

a customer-usage-profile has to be defined. This is normally 

done by reducing the usage of the machine to a certain 

amount of load-cycles in combination with a weighting 

according to the amount of time a certain user operates the 

machine the specific load cycles [30][31]. But often, the 

usage of the machine is not known or differs from customer 

to customer. Hence, it is hardly possible to make an exact 

statement if a technical concept is eco-efficient or not 

related to its whole work cycle or even life cycle. For 

example, if a wheeled excavator is used for mass 

excavation, a regeneration device for the swing will generate 

a much better result as if the wheeled excavator is only used 

for driving or trench digging. Because of this issue, for 

ERMA we decided to expand the approach and take a 

variable user-profile into account. For that, the technical 

evaluation only considers different load-cycles without a 

weighting. The weighting will follow after the eco-

efficiency analysis, see chapter 4. This procedure has the 

advantage that the design of the machine is related to its 

purpose and a customer can get the ideal machine for his 

individual usage. In summary, the result of this approach 

calculates the unweighted energy consumption of concepts 

with respect to the defined load-cycles. With the modular 

structure of the simulation model, a comparison of the 

results between the single technical concepts is possible. 

The results will be forwarded to the product life cycle 

management solution, where they are used in the eco-

efficiency analysis. 

3.2 Eco-Efficiency Analysis 

Complex products like construction equipment are 

characterized by a large number of constituent parts, 

complex processes and referring to the life cycle, high fuel 

consumption throughout a long life cycle [3][22]. Regarding 

the life cycle of a mobile working machine [8] or an 

agricultural machine [15] for example, an eco-efficiency 

analysis helps to identify environmental key factors and cost 

drivers within the use phase where CO2 emissions, resulting 

from fuel consumption, are very high. The operational eco-

efficiency analysis of ERMA demonstrates how much 

environmental impact is caused by a product and its 

processes and how different life cycle phases as well as 

product subsystems contribute to the total impact [22]. The 

eco evaluation concept shown in Figure 3 is in addition to it 

closely linked to a product life cycle management solution. 

It extends the product model as well as the process model by 

technical-economical attention of ecological parameters, 

thus it allows an aggregated evaluation of energy and 

resource efficiency of the product system over the entire life 

cycle. Energetically improved technical products will assert 

themselves in enterprise practice only if they are 

advantageous in economic regard. Hence, the deliberate 

design of eco-efficient products is as important as both, 

economic balance and Life Cycle Assessment. The approach 

deals with this and is outlined in a way, that it corresponds 

4



to a multidimensional, interdisciplinary and federated life 

cycle management. Integrated funds on a solution that 

handles the whole life cycle of the product system, starting 

with a first idea up to the end-of-life. Federated calls for an 

engineering collaboration in distributed enterprises as well 

as within suppliers, customers or even the whole supply 

chain, and Multidisciplinary refers to the cooperation of 

different disciplines or specialized divisions which are 

involved in the product development. [22]  

 

Figure 3: Eco Evaluation of new Technical Concepts  

for a Wheeled Excavator. 

To achieve best practice, all concerned parties have to 

cooperate and tap into the know-how of all phases of a 

product life cycle. This leads to the need for an entire 

system solution. 

4 Comprehensive Approach  

The prospective view within ERMA requires the application 

of an eco-efficiency analysis in a proactive view for product 

development as well as an analysis which has to be applied 

to a complex system. This paper considers Product Lifecycle 

Management (PLM) [21] as one key concept for the 

establishment of sustainable engineering design processes. 

Product Lifecycle Management is based on the idea of 

connecting knowledge. It represents a concept rather than a 

monolithic IT-system. [31][32] PLM is an integrated, 

information-driven approach to improve the product 

performance over the entire life cycle. It achieves efficiency 

by using a shared information core system that helps 

business to efficiently manage complexity in the product life 

cycle from design to end-of-life. [21][31][33] Thus, PLM 

does not provide innovative products, but it is a concept that 

can contribute engineering at the administrative level by 

providing the right information at the right time in the right 

context [18]. As a consequence, Product Lifecycle 

Management can help to improve the environmental and 

sustainability performance of a product [34] [35] [36] [37].  

4.1 Identifying Priority Areas for Eco-Efficiency 

Improvements 

Regarding the material flow and the information flow on the 

entire life cycle, the most pertinent issues and important 

elements of an eco-efficient product strategy are highlighted 

(see Figure 4): As shown the relevant material flow consists 

of the three phases: manufacturing, usage and end-of-life 

treatment. Within the manufacturing, sub phases like 

extraction of raw material and the production of 

intermediate products as well as the entire product system 

are included. The usage includes the operation and 

maintenance, in our case, of a wheeled excavator. Here, fuel 

consumption and emissions from machine operation as well 

as the replacement of spare parts, filters, oils and fluids are 

all relevant targets and are taken into account. The end of 

life phase involves all recycling and disposal activities. [22] 

Figure 4: The Early Phase of the Product Development Takes a Key Role (adapted from [22]). 
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As shown in the information flow, the impact of the 

manufacturing is determined by the design of the product 

system.  It is defined by the composition of the assembly 

and sub-assembly, even so hydraulic, electric and hybrid 

components as well as their production processes and the 

production process of the entire product system, to be exact. 

Relevant sub-processes within the phases of manufacturing, 

usage an end-of-life, such as transportation are included. 

The impact of usage is originated as shown in Figure 4 from 

operation and maintenance. Main driver with the most 

impact on eco-efficiency does have the operation. New 

hydraulic and hybrid technical concepts will make a 

contribution and help to improve the impact of fuel 

consumption as well as the associated impact of emissions 

of the whole product system. [22] Even strategies to reduce 

the energy demand are an essential factor for future 

construction equipment. The increasing diversification of 

alternative technical concepts offers a great potential for 

electric and hybrid solutions and also further improved 

hydraulic solutions. [38] The impact of end-of-life treatment 

includes the impacts of processing the end-of-life product 

system and processing all replacement parts and fluids 

consumed over the lifetime of the wheeled excavator [22]. 

Even for construction equipment, regarding the cumulated 

energy demand of different used materials and in relation to 

their mass, it turns out that in future the use of recyclates 

will play an essential role [38]. The known information 

about the life cycle including material the flow, it applies 

making it available for new product design and 

improvements for current product. In order to address these 

potentials for engineering design, appropriate methods and 

tools are required. Several software solutions to assist 

decision-makers in the product development phase 

regarding the environmental impact do already exist. The 

selection exemplifies the degree of integration depth: 

- GaBi Software  

Stand-alone software solution LCA  

at the product level.  

- SimaPro Software 

Stand-alone software solution LCA  

at the product level.  

- Sustainability Pro from Dassault Systèmes  

Software solution embedded into the CAD 

of SolidWorks 

- Teamcenter Sustainability and Environmental 

Compliance 

Semi-integrated in PLM solution. 

- Windchill Product Analytics  

Stand-alone software solution 

but in practice mainly semi-integrated  

in PLM solution. 

 

It lacks to a fully integrated eco-efficiency solution into the 

Product Lifecycle Management. Below, the argument of 

how eco-efficiency analysis is integrated into Product 

Lifecycle Management is presented with a comprehensive 

approach for ERMA. 

4.2 A Concept of an Eco-Efficiency Analysis as Part of 

Product Lifecycle Management 

Within the research project ERMA, the existing Product 

Lifecycle Management solution is extended by enabling the 

monitoring of a product life cycle already in the early phases 

of an engineering design process. The total concept is shown 

in Figure 5. The objective of the eco-efficiency analysis is 

to support the evaluation of different optimized technical 

concepts by providing an overall life cycle view. The 

approach refers to Eco-efficiency assessment and is linked 

to the Product Lifecycle Management [34] [39]. It extends 

the product model as well as the process model by technical-

economical attention of ecological parameters, thus it allows 

an aggregated evaluation of energy and resource efficiency 

of the product over the entire life cycle. Energetically 

improved technical products will assert themselves in 

enterprise practice only if they are advantageous in 

economic regard. Hence, the deliberate design of eco-

efficiency products is as important as both economic 

balance and life-cycle assessment. The concept deals with 

both and is outlined in a way, that it corresponds to a 

multidimensional, interdisciplinary and federated lifecycle 

management. Aim of the analysis made with the Product 

Lifecycle Management solution is to measure multiple 

dimensions of the product performance in two of the three 

sustainability areas – ecological and economical. The 

modules share common, scalable infrastructure and support 

multiple methods for supplier data acquisition. Bi-

directional integrations with multiple enterprise systems 

such as authoring systems and the PLM solution are also 

supported. The extended Product Lifecycle Management 

solution forecasts the eco-efficiency performance of the 

product system. Beside this, the solution audits the 

conformity to current environmental legislation. Just for the 

development of electric and hybrid solutions, this is of 

central importance. Environmental regulations influence 

companies to follow environmental procedures. They have 

to comply with governmental regulations or face immediate 

and serve consequences [33] [34]. The selection  shows a 

summary of some current environmental legislation [18]:  

- EuP 

Energy using Product  

- REACH 

Registration, Evaluation, and Authorization  

of Chemicals  

- RoHS 

Restriction of use of certain Hazardous Substances  

- WEEE 

Waste Electrical and Electronic Equipment  

- ELV 

End of Life Vehicle 
 

To reach the goal, the design of eco-efficient construction 

equipment not only the need to choose materials that are 

compliant with regulations is necessary, but also the need to 

move beyond basic eco-compliance with a sustainability 

strategy that phases out or replaces current hydraulic 

components with new electric and hybrid ones.  
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Figure 5: Concept of an Eco-Efficiency Analysis as Part of Product Lifecycle Management (adapted from [39])   

The introduced Product Analytics module (see Figure 6) 

uses a streamlined Life Cycle Assessment approach for 

qualifying the environmental impact over the entire life 

cycle of a product. This means that relies primarily on 

secondary existing life cycle impact data from the wheeled 

excavator and, but not necessarily, third party data such as 

the ecoinvent eco-balance data base, to produce quick, 

relatively robust information. It has the capabilities to model 

and analyze embodied environmental impacts throughout 

the life cycle utilizing supplier material disclosures for that, 

it can identify highest impact areas among products, parts, 

material, suppliers as well as the choice of hydraulic and 

hybrid options. It provides relevant eco-efficiency data in 

report dashboards, which are of help for design engineers in 

the evaluation of improvement opportunities. [20] 

 

Figure 6: Life Cycle Analysis Dashboard  

of the Product Lifecycle Management Solution  

(adapted from [39])   

The Environmental Compliance module (see Figure 7) is 

used to analyze and report compliance of company products 

or even chosen hydraulic and hybrid options of the 

intellectual product system to multiple standardized 

regulations and requirements such as EuP, REACH, RoHS, 

WEEE, and ELV using supplier material declarations as 

data source. It helps to measure and manage compliance risk 

early in the product development phase of next generation 

construction equipment. [20] 

 

Figure 7: Environmental Compliance Dashboard  

of the Product Lifecycle Management Solution  

(adapted from [39])   

The Lifecycle Cost Module (see Figure 8) enables users to 

easily estimate and display cost information for company or 

supplier parts or product systems based on different 

estimation model to maintain them as dynamical database. It 

supports cost breakdowns as well as cost confidence levels 

and gives an overview of the cost history of a part, 

assembly, product system or even chosen hydraulic and 

hybrid alternatives. [20] 
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Figure 8: Life Cycle Costing Dashboard  

of the Product Lifecycle Management Solution  

(adapted from [39])   

4.3 Dependent Opportunities for Reducing 

Environmental Impact 

In the following, range opportunities [22] for reducing the 

environmental impact referring construction equipment are 

investigated, and are proposed as potentials for ERMA: 

  

- Reduced fuel consumption rate 

- Reduced emission rates 

- Improved durability 

- Improved machine productivity 
 

- Reduced Idling 

- Use of biodiesel 

 

The first cluster of solutions relate to the product design 

while the second cluster relate to the usage behavior. Both 

directions are investigated for a customer related 

assessment.  

4.4 Integration of Technical Evaluation and Eco-

Efficiency Analysis based on Product Lifecycle 

Management 

As consequences of technical evaluations (shown in chapter 

3.1) and eco-efficiency analysis (shown in chapter 3.2) the 

comprehensive approach of ERMA includes integration, 

shown in Figure 9. Based on this, it becomes possible to 

analyze and optimize the current wheeled excavator 

focusing on new, innovative mechanical, hydraulic and 

electric/electronic as well as hybrid components and system 

solutions. The introduced Product Lifecycle Management 

solution is proposed as a guiding approach of the whole 

analysis and optimization process, with the aim of 

measuring multiple dimensions of the product performance 

in two of the three sustainability areas – ecological and 

economical as well as providing the data relevant for 

technical analysis to external software tool. Thereby existing 

PLM concepts will be extended by enabling the monitoring 

of a product life cycle already in the early phases of an 

engineering design process. On the technical side main topic 

is the analysis of hydraulic and hybrid optimizations with a 

digital simulation model in regard to energy loss and 

consumption, with consequent energy optimization of the 

wheeled excavator. The calculation of the energy 

consumption and the energy efficiency do have many 

versatile requirements. Here, the objective is to analyze the 

benefits of new technologies on the energy consumption. 

For the evaluation of different subsystem variants, a 

comprehensive system solution is required. It is necessary to 

evaluate the impact of different customer usage profiles on 

these subsystems with respect to the total energy 

consumption. To meet these demands, the numerical 

simulation model of the wheeled excavator is developed in a 

modular design. The model is structured in exchangeable 

modular sub-systems, where existing modules can be simply 

replaced by new ones with improved functions. In this way a 

direct comparison of the function, the dynamic behavior and 

the energy consumption of different technical solutions with 

respect to the used load-cycle can be accomplished. 

5 Conclusion 

The paper shows a first approach of an eco-efficiency 

analysis concerning economical attention of ecological 

parameters and technical evaluation of hydraulic and hybrid 

concepts for mobile working machines. New functions are 

developed to evaluate the technical behavior as well as the 

resources consumption using environmental databases. 

Hereby the main focus is on the structure of the system, 

interfaces of the functions and the implementation within a 

Product Lifecycle Management solution. Furthermore, a 

method is given, how to use a numerical simulation model 

for the technical evaluation of concepts. The topics are the 

modular structure of the simulation model and about how to 

deal with different customer usage profiles. The need for a 

linkage between the Product Lifecycle Management solution 

and the numerical simulation software is shown and by a 

comprehensive approach. The importance of lifecycle based 

energy and resource efficiency analysis in the sector of 

construction equipment is very high. A reduction of energy 

consumption is one of the most important innovation topics 

for construction equipment. In order to fulfill high energy 

requirements in the near future, extensive concepts, new 

structures and innovative technical approaches increasing 

the total energy efficiency of the product are needed. 

Therefore the importance of lifecycle based eco-efficiency 

analysis must be considered. Life cycle assessment (LCA) 

and Eco-efficiency assessment are powerful tools for 

achieving design for life cycle. An LCA examines all phases 

of the life cycle of a product system and gives a quantitative 

assessment of its potential environmental impact. In 

addition, the results of an eco-efficiency analysis help to 

identify priority areas for ecological improvement which are 

economically worthwhile. This paper presents an approach 

of eco-efficiency analysis as fully integrated into Product 

Lifecycle Management.  
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Figure 9: Integration of Technical Evaluation and Eco-Efficiency Analysis based on Product Lifecycle Management. 
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Abstract

This paper analyses the damping in pressure compensated closed centre mobile working hy-

draulic systems. Both rotational and linear loads are covered and the analysis applies to any

type of pump controller. Only the outlet orifice in the directional valve will provide damping

to a pressure compensated system. Design rules are proposed for how the system should be

dimensioned in order to obtain a high damping. The volumes on each side of the load have

a high impact on the damping. In case of a small volume on the inlet side, the damping be-

comes low. However, the most important thing is to design the outlet orifice area properly.

There exists an optimal orifice dimension for maximized damping; both smaller and larger

orifice areas give lower damping independently of the volumes. This paper presents a method

to dimension the outlet orifice area and the load volumes in order to obtain a desired system

damping. Experimental results, which confirm the theoretical expectations, are also presen-

ted. The conclusions are that it is possible to obtain a high damping contribution from the

outlet orifice if the system is dimensioned correctly. However, the energy efficiency needs to

be considered while improving the damping.

Keywords: Damping, compensator, outlet orifice, efficiency

1 Introduction

In most fluid power systems, directional valves control the

speed of the actuators. Two different types of valves are

commonly used in mobile machines; open centre and closed

centre. This paper addresses closed centre valves. Closed

centre valves are commonly used in systems where the pump

is actively controlled, for example in constant pressure and

load sensing systems [1] [2] [3].

Several loads often share one common pump in mobile ma-

chines. If the system pressure level is adapted to the highest

load and several functions are operated simultaneously, load

interference challenges will occur. This means that the pres-

sure level at the highest load will affect the velocity of the

lighter loads. In applications where velocity control is an im-

portant property, the valves are often equipped with pressure

compensators. The pressure drop across all directional valves

will then be constant and the flow will be proportional to the

opening area of the valve.

A drawback with pressure compensators is that the load will

be poorly damped [4]. To obtain damping from a valve, the

flow has to increase when the pressure drop across the valve

increases and vice versa. A pressure compensated valve en-

deavours to achieve low influence on the flow from the load

pressure. Except for secondary effects such as leakage, stiff-

ness of the compensator spring and load friction, only the out-

let orifice in the directional valve will provide damping to a

pressure compensated actuator. A hydraulic system with poor

damping has a tendency to oscillate, which has a negative im-

pact on both the productivity of the application and the com-

fort of the operator [5].

This paper analyses the damping in systems using pressure

compensated closed centre valves. Both rotational and linear

loads are covered. The pump controller can be of any type; it

does not affect the analysis. Design rules for how the system

should be dimensioned in order to obtain a high damping are

proposed. Experimental results, which confirm the theoretical

expectations, are also presented.

2 Damping

A valve will with contribute damping if the flow increases

when the pressure drop across the valve increases and vice

versa. An example of a hydraulic system with high damping

is the constant pressure system, see figure 1. The pump is

controlled to maintain a constant pressure before the valve.

If the load starts to oscillate, the pressure in the cylinder will

also oscillate. Increased cylinder pressure, which means an

accelerating force on the piston, results in decreased pressure

drop across the valve and consequently also decreased flow

through the valve. The acceleration will then be slowed down

and the oscillations will decrease, as shown in figure 1.

If the directional valve is complemented with a pressure com-

pensator, a constant flow valve is realized. The function of the

pressure compensator is to maintain a constant pressure drop

across the directional valve, regardless of pressure variations
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Figure 1: Simulation of a constant pressure system. The os-

cillations are decreased relatively fast which means that the

damping is high.

on the pump and load side. The flow through the valve will

then not change when the cylinder pressure oscillates. There-

fore, nothing will dampen the accelerating force. An ideal

pressure compensated hydraulic system with a closed centre

valve is therefore completely undamped, which means that

the oscillations will not decrease, see figure 2.
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Figure 2: Simulation of a system with a constant flow valve.

The pump controller can be of any type; it does not affect the

results. Ideally, the system is completely undamped.

The simulation model in figure 2 is simplified to a pressure

source, a constant flow valve, a cylinder and a load. The outlet

orifice in the directional valve is thus missing. If an outlet

orifice is included in the simulation, it is possible to obtain

a high damping, see the solid line in figure 3. However, a

bad system design results in a low damping according to the

dashed line in figure 3.

It is important to design the system correctly in order to ob-
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Figure 3: Simulation of a system with a constant flow valve

and an outlet orifice. A good system design results in a high

damping and a bad design results in a low damping.

tain a high damping from the outlet orifice. This paper will

systematically describe how to design the system and propose

design rules for how to achieve a high damping. Rotational

and linear loads will be discussed. The difference between

rotational and linear loads is that the volumes on the inlet and

outlet side of the load will change during the stroke in case of

a linear load. A rotational load has constant volumes. Experi-

mental verifications of the findings are presented in section 5.

3 Rotational Load

A system consisting of a constant flow valve, a rotational in-

ertia load and an outlet orifice, see figure 4, can be described

by equations (1)-(4). The viscous friction has been ignored to

simplify the analysis and the valve is considered to be much

faster than the rest of the system. The valve dynamics are

therefore ignored. The dynamics of pressure compensated

valves have been studied in, for example, [6] and [7].

qa

qbAb

Va,pa

Vb,pb

Dm

θm

JtTm

Figure 4: The system analysed in this section, a constant flow

valve, a rotational inertia load and an outlet orifice.
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qa −Dm

dθm

dt
=

Va

βe

d pa

dt
(1)

Jt

d2θm

dt2
= Dm(pa − pb)−Tm (2)

Dm

dθm

dt
−qb =

Vb

βe

d pb

dt
(3)

qb = qa =CqAb

√

2

ρ
pb (4)

Linearized and Laplace transforming equations (1)-(4) result

in equations (5)-(8). The derivation of the equations is shown

in [8].

Qa −Dmsθm =
Va

βe

sPa (5)

Jts
2θm = Dm(Pa −Pb)−Tm (6)

Dmsθm −Qb =
Vb

βe

sPb (7)

Qb = Kcb
Pb (8)

where

Kcb
=

∂qb

∂ pb

=
CqAb
√

2ρ pb

(9)

An expression for Kcb
where maximum damping is obtained

has been derived in [9] for a linear load. Substituting to a

rotational load gives the expression in equation (10).

Kcbopt
= Dm

√

Vb

βeJt (γ −1)
γ3/4 (10)

where

γ = 1+
Va

Vb

(11)

The maximum damping of the system can be calculated using

equation (12), also derived in [9].

δhmax
=

1

2
(
√

γ −1) (12)

The most common system design is that the volumes on each

side of the load are equal. In that case, the maximum damp-

ing of the system is δh = 0.21 according to equations (11)

and (12). To obtain the optimal damping, the required outlet

orifice area can be calculated using equations (4), (9) and (10),

resulting in equation (13).

Abopt
=

√

qaKcbopt
ρ

C2
q

(13)

The outlet orifice opening area should according to equa-

tion (13) increase with the square root of the inlet flow rate;

all other parameters are constant. Since the valve is assumed

to be pressure compensated, the inlet flow is directly propor-

tional to the inlet orifice opening area. The damping as a func-

tion of the outlet orifice area is shown in figure 5.
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Figure 5: The damping as a function of the opening area for

the outlet orifice. The volumes on each side of the load are

assumed to be equal.

It is possible to obtain a higher damping than δh = 0.21 by

changing the volumes on each side of the piston. To increase

the damping, the volume on the inlet side should be large

compare to the volume on the outlet side according to equa-

tions (11) and (12). As can be seen in figure 6, it is possible

to obtain a high damping contribution from the outlet orifice

by increasing the volume on the inlet side. For example, the

maximum damping becomes δh = 0.72 if the inlet volume is

five times larger than the outlet volume.
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Figure 6: A higher damping can be obtained if the inlet

volume is large compared to the outlet volume.

Increasing the inlet volume will increase the damping. How-

ever, there are drawbacks with this approach. In case of chan-

ging the flow direction, and thereby the direction of the ro-

tation, there will be a large volume at the outlet side instead.

Consequently, the damping will be low, see figure 7. If the

outlet volume is five times larger than the inlet volume, the

maximum damping is δh = 0.05.
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Figure 7: The damping will be low if the inlet volume is small

compared to the outlet volume. This will be the case if the

flow direction changes compared to figure 6.

To dimension the outlet orifice area in order to get a desired

damping, the load needs to be known, see equation (10).

In mobile hydraulic applications, the load situation varies

greatly over time in a typical working cycle. It is therefore im-

portant to consider the load when designing the outlet orifice

area. It is only possible to optimize the damping for a specific

load. The damping will no longer be optimal if the load situ-

ation alters. In figure 8, it is shown how a load change will in-

fluence the damping. It is assumed that the outlet orifice area

is dimensioned to obtain the highest possible damping for a

nominal load. It is then shown how an increased/decreased

load will affect the damping.
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Figure 8: The outlet orifice area is designed to obtain the

optimal damping for a nominal load. It is then shown how

the damping will change if the load situation alters.

As can be seen in figure 8, the damping will decrease if the

load changes. From an efficiency point of view, it is advant-

ageous to have as large opening area of the outlet orifice as

possible. The pressure drop across the valve can then be kept

small, resulting in low losses. It is therefore recommended to

design the opening area to be optimal for the minimum load.

By doing so, the damping will be optimal for that load and

then decrease for higher loads. Designing the opening area

optimally for the minimum load maximizes the optimal out-

let orifice area according to equations (10) and (13).

4 Linear Load

A system consisting of a constant flow valve, a linear load

with a gear ratio and an outlet orifice, see figure 9, can be de-

scribed by similar equations as the rotational load in section 3.

Equations (14)-(17) describe the linearized system. The vis-

cous friction in the cylinder has been ignored to simplify the

analysis.

pa

qa

Ac

Va

Vb

κ

qb

pb

m
L

U

Ab

xp

Figure 9: The system analysed in this section, a constant flow

valve, a linear load with a gear ratio and an outlet orifice.

Qa −AcsXp =
Va

βe

sPa (14)

U2m
L
s2Xp = AcPa −κAcPb −Fp (15)

κAcsXp −Qb =
Vb

βe

sPb (16)

Qb = Kcb
Pb (17)

The expression for Kcb
where maximum damping is obtained

is shown in equation (18) and the maximum damping is cal-

culated in the same ways as for a rotational load, see equa-

tion (12) [9].

Kcbopt
= κAc

√

Vb

βeU2m
L
(γ −1)

γ3/4 (18)

where

γ = 1+κ2 Va

Vb

(19)

The outlet orifice area where optimal damping is obtained is

derived according to equation (20).

Abopt
=

√

κqaKcbopt
ρ

C2
q

(20)
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The difference between rotational and linear loads is that the

volumes on the inlet and outlet side of the load will change

during the stroke in case of a linear load. In the following

example, a dead volume of 20% is assumed on each side of

the piston. While the piston moves upwards, the inlet volume

will increase and the outlet volume decrease. The damping

will therefore increase during the stroke. In figure 10, the

damping as a function of the outlet orifice opening area is

shown during a whole stroke.
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Figure 10: The damping will increase during the cylinder

stroke. A dead volume of 20% on each side of the piston is

assumed.

One design approach is to maximize the damping in the worst

case scenario. In that case, the outlet orifice area should be di-

mensioned optimally at the piston’s lower end position. The

damping will then increase while the piston moves upwards,

see the solid line in figure 11. It is possible to design the outlet

orifice area smaller if a higher damping is required. However,

drawbacks with that approach are slightly lower damping at

the piston’s lower end position, see the dashed line in fig-

ure 11, and higher losses across the orifice. A large opening

area will reduce the losses at the outlet orifice. This, however,

is at the expense of a lower damping, see the dashed-dotted

line in figure 11. There is no point in designing the opening

area to the left of the peaks in figure 10, since the damping

will then be low while the losses are large. In applications

where damping is important, it is appropriate to design the

outlet orifice somewhere between the optimal area at the pis-

ton’s lower end position and the optimal area at the piston’s

higher end position.

It is possible to obtain a higher damping than δh = 0.05 at the

piston’s lower end position by increasing the dead volumes in

the cylinder. For example, in case of 50% dead volume, the

optimal damping would increase to δh = 0.11 at the lower end

position, see figure 12. Drawbacks with this approach are that

the system response will decrease and that more space will be

required. By increasing the dead volumes further, the volume

change can eventually be ignored and the damping becomes

constant, similar to the rotational load in figure 5.
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Figure 11: Three different designs of the outlet orifice area.

The solid line shows an orifice area where the damping is

optimized at the piston’s lower end position, the dashed line

shows a smaller orifice area and the dashed-dotted line a lar-

ger orifice area. The losses will increase with a decreased

orifice area.

Similar to the rotational load case, the load needs to be taken

into consideration when designing the outlet orifice, see equa-

tion (18). It is shown how a load change affects the damping

in figure 13. The damping is assumed to be optimized for a

nominal load when the piston is at its lower end position. It

is then shown how an increased/decreased load will affect the

damping.

For the linear load case, it is not obvious to design the opening

area to be optimal for the minimum load. This is because the

optimal opening area will change while the piston moves up-

wards. Designing the opening area to be optimal for the min-

imum load will minimize the losses since the opening area can

be designed large, see equations (18) and (20). However, the

damping will become small in case of higher loads according

to figure 13. If the opening area is designed to be optimal

for a higher load, it is possible to obtain a higher damping

when the load decreases. It is, however, important to ensure

that the damping does not shift to the left of the peaks in fig-

ure 13 when the load decreases. Drawbacks with designing

the opening area optimally for a higher load are a larger pres-

sure drop across the outlet orifice and lower damping at the

piston’s lower end position. To obtain the highest possible

overall damping during the cylinder stroke, the outlet orifice

area should be designed to be optimal somewhere between

the minimum and maximum load.

5 Experimental Results

A test rig has been constructed to validate the damping contri-

bution of the outlet orifice. It consists of a traditional pressure

compensated valve on the inlet side, a cylinder with a mass

load and a servo valve on the outlet side, see figure 14. Differ-

ent designs of the outlet orifice can be achieved by controlling

the opening area of the servo valve. A constant pressure pump
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Figure 12: The damping in the worst case scenario can be

increased by increasing the dead volumes in the cylinder. A

dead volume of 50% on each side of the piston is assumed.

supplies the system. Pressure sensors are attached on the sup-

ply side and on both cylinder chambers. The cylinder and

the servo valve are equipped with position sensors. External

volumes are mounted on both sides of the piston. By using

either one, it is possible to manipulate the dead volumes on

either side of the piston.

In the experiments, a step is made in the flow by opening the

inlet valve. Oscillations in the cylinder velocity are then stud-

ied. The experimental results are presented in figures 15-18.

In tests (a) and (b), there is a large volume on the inlet side,

which means that a relatively high damping can be expected.

In test (a), the outlet orifice area is dimensioned close to the

maximized damping. As can be seen in figure 15, there are

almost no oscillations in the cylinder velocity. In test (b), the

outlet orifice area is larger than in test (a) and the damping

becomes lower, see figure 16.

In test (c), there is a large volume on the outlet side of the

cylinder, which means that the damping is expected to be low.

The outlet orifice area is dimensioned close to the maximized

damping. Nevertheless, the damping is still low according to

figure 17. This is consistent with the mathematical analysis

according to equations (12) and (19).

In test (d), the outlet orifice area is so large that it can be

equated with having no outlet orifice at all. Theoretically, the

hydraulic system will not contribute any damping without an

outlet orifice, as shown in figure 2. This is almost the case in

the measurements as can be seen in figure 18. The damping

that is still obtained is due to secondary effects ignored in the

mathematical analysis, such as friction and leakage.

6 Design Rules

This section summarizes the findings from sections 3 and 4

concerning how a pressure compensated hydraulic system

should be designed in order to obtain a high damping con-

tribution from the outlet orifice in the directional valve. Some
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Figure 13: The outlet orifice area is designed to give the

highest possible damping when the piston is at its lower end

position. It is then shown how the damping will change if the

load situation alters.

Figure 14: The experimental test stand. The pressure com-

pensated valve can be seen at the lower right and one of the

volumes to the left.

design rules are general and some are specific depending on

whether the load is rotational or linear.

Design the outlet orifice area correctly There exists an op-

timal orifice dimension; both smaller and larger orifice

areas give lower damping. The outlet orifice area which

gives the highest possible damping can be calculated

using equations (10) and (13) for a rotational load and

equations (18) and (20) for a linear load.

Consider the volumes on each side of the load The damp-

ing will be higher if the inlet volume is large compared

to the volume on the outlet side of the load. In case of a

linear load, the volumes will change during the cylinder

stroke. The outlet orifice can only be designed optim-

ally for a specific volume. It is appropriate to design the

outlet orifice optimally somewhere between the piston’s

lower and higher end positions.
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Figure 15: Test (a): A high damping is obtained when there is

a large volume on the inlet side of the cylinder and the outlet

orifice is designed close to its optimum.
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Figure 16: Test (b): The damping becomes lower when there

is a large volume on the inlet side and the outlet orifice area

is too large.
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Figure 17: Test (c): When there is a large volume on the out-

let side of the cylinder, the damping becomes low even if the

outlet orifice is designed close to its optimum.
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Figure 18: Test (d): Without an outlet orifice, only second-

ary effects such as friction and leakage will contribute to the

damping.
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Consider load changes The size of the load will affect the

optimal orifice area. For a rotational load, the orifice

should be designed optimally for the minimum load. For

a linear load, the orifice should be designed optimally

somewhere between the minimum and maximum load.

Consider the losses When improving the damping, it is im-

portant to consider the losses. The final valve design will

always be a compromise between high damping and low

losses.

7 Conclusions

A hydraulic system consisting of a pressure compensated

valve, a load and an outlet orifice has been studied in this pa-

per. Without the outlet orifice, the hydraulic system will not

contribute with any damping at all. Also with an outlet ori-

fice, the damping might become low. However, it is possible

to obtain a high damping contribution from the outlet orifice

in the directional valve if the system is designed correctly.

To obtain a high damping, the outlet orifice area should be

designed properly. There exists an optimal orifice dimension;

both smaller and larger orifice areas give lower damping. It

is also important to consider the volumes on each side of the

load. The damping will be higher if the volume on the inlet

side of the load is large compared to the outlet volume. It

is possible to obtain a high damping in one flow direction

by having a large inlet volume. However, the damping will

be low for the other flow direction since the outlet volume is

large in that case.

It is important to consider the losses while improving the

damping. Some combinations of system parameters might

give a high damping but also unrealistically high power

losses. This is a well-defined optimization problem which

will give different optimal system designs depending on the

penalty factors for the damping and the energy efficiency.
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Nomenclature

The quantities used in this paper are listed in the table. Cap-

ital letters are used for linearized and Laplace transformed

variables.

Quantity Description Unity

Ab Outlet orifice opening area m2

Abopt
Outlet orifice opening area m2

which gives the highest damping

Ac Cylinder area m2

Cq Flow coefficient -

Dm Hydraulic motor displacement m3/rad

Fp External force N

Jt Rotational inertia load kg m2

Kcb
Flow-pressure coefficient for m3/Pa s

the outlet orifice

Kcbopt
Kcb

which gives the highest m3/Pa s

damping

m
L

Load mass kg

pa Pressure on the inlet side of Pa

the load

pb Pressure on the outlet side of Pa

the load

qa Flow into the load m3/s

qb Flow out of the load m3/s

Tm External torque Nm

U Mechanical gear ratio -

Va Volume on the inlet side of m3

the load

Vb Volume on the outlet side of m3

the load

xp Piston position m

βe Bulk modulus Pa

γ Parameter -

δh Damping -

δhmax
Maximum damping -

θm Rotational angle rad

κ Cylinder area ratio -

ρ Density kg/m3
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Abstract

The concept of hybrid technologies for mobile working machines has gained increased atten-

tion in recent years. This paper deals with a parallel hybrid system for energy recuperation

based on a two-machine hydraulic transformer. The system can be connected hydraulically

to an existing hydraulic circuit as a complementary add-on system. The linear analysis of the

system visualises the control difficulties coming from a low inertia, slow control dynamics

of the machines and the non-linear stick-slip friction during low speeds. A control strategy

based on linear control methods is proposed and evaluated in a hardware test bench. It is

shown that an acceptable performance can be achieved even with fairly simple models. Ad-

ditionally, a start-up procedure is proposed to start the transformer from zero speed.

Keywords: Parallel hybrid, Energy recuperation, Hydraulic transformer

1 Introduction

If hydraulic power would let itself be transformed from

one pressure level to another as easy, cheap and efficient

as electric power does, a great roadblock for the future of

hydraulics would be out of the way. Within electrics the

transistor technology has revolutionised the switching trans-

formers in terms of size, efficiency and cost. In hydraulics,

the digital approach is still in its cradle and so far mainly

exists on an academic level. Some of the research carried

out in this field tries to mimic the behaviour of electric buck

and boost converters by applying fast switching valves taking

advantage of the fluid inertia effects to create oscillator cir-

cuits [1], [2]. In other research, inertial effects are added by

mechanical means [3], [4], e.g. a series connected hydraulic

machine driving a flywheel. Other work instead focus on

transformation through the mechanical domain, using either

rotary or linear digital controlled machines [5], [6]. The

linear transformer has the advantage of only two domain

transformations; from hydraulic to linear mechanic and back

to hydraulic. The rotary machine normally takes four steps

also counting the transformation between linear moving

pistons to rotary movement of the shaft and back again. On

the other hand, the linear transformer has a finite stroke and

requires continuous switching in direction.

The idea of transforming hydraulic energy via the me-

chanical domain is nothing new. Already in the early

80’s significant research was done on very similar con-

cepts [7], [8], but at that time using conventional variable

displacement machines rather than digital hydraulic machi-

nes. An interesting challenge here is controllability. Since

the machine has a free rotating axle with very low inertia, it

is highly sensitive to torque disturbances. To keep a stable

operation, good hardware as well as intelligent controls are

needed. Due to the finite number of pistons, torque ripple is

a problem making low speed operation a challenge. From

the late 90’s up until today much research was done on

alternative transformer principles where one machine may be

used instead of two in an endeavour to make the component

easier to control, more energy efficient and commercially

viable, see [9]. However, less research is found on how

modern control theories may be applied to overcome the

known hurdles in control of these transformers.

From the hydraulic system point of view the hydraulic

transformer may be applied in several different ways. Some

examples can be found in [10], [11] and [12]. One way is

to use one transformer per function, where each transformer

controls the flow to one actuator, see fig. 1. Alternatively, the

transformer may be used as a load-sensing pump supplying

flow to a load-sensing control valve. Another option is to

place the transformer in parallel to a conventional circuit, as

shown in fig. 2. This allows energy to be recuperated and

stored when possible and energy reused when needed. In this

paper, the ”parallel” transformer concept is targeted, even

though the presented control theories also applies to the other

two concepts with minor modifications. The transformer is

built up by two variable displacement machines, as previously

described in [13]. With standard hydraulic machines, this

configuration gives a rather poor round-trip efficiency, which

limits its use for energy recuperation. With new technology
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and high-efficient hydraulic machines, however, this may

change. Another important contribution of an add-on energy

storage system might be that it can allow for downsizing

of the engine. This paper analyses the described system

dynamically and suggests a control strategy based on linear

techniques. A control algorithm is tested and evaluated both

in simulation and in hardware tests.

CPR

LS Valve

PT PT PT

Figure 1: One possible configuration of a transformer based

system. A common pressure rail (CPR) supports the applica-

tions with pressure. The flow to each actuator and the load

sensing (LS) valve control system is controlled by separate

pressure transformers (PT).

Figure 2: Examples of how the transformer-based system

can be connected to standard hydraulic systems in a paral-

lel structure, from [13].

2 Modelling

The model of the system is used both in the proposed model-

based controller and also to evaluate the proposed control ap-

proach. The model is kept relatively simple to achieve a ro-

bust and reliable controller. The suggested level of detail ser-

ves this purpose, although additional modelling effort would

of course increase the precision. The system is modelled as

a rotating mass with inertia J, connected to the two displa-

cement machines according to fig. 3. The shaft torque on

the transformer is generated from the pressure on the load

and accumulator side, pL and pA, in reference to the low side

pressure pT . The relative displacement of the displacement

machines are determined by the control signals εA and εL. The

losses in flow and torque has been modelled with separate ef-

ficiency models (ηA,ηL) for the two displacement machines.

The dynamic equations for the system are shown in eq. (1).

The net torque (ideal torque minus torque losses) affects the

acceleration of the transformers inertial load. The control dy-

namics of the the displacement machines are modelled with

pA pLqA qL

pT

εA εL

ηA ηLJ

Figure 3: Transformer model.

a first order system with time constants τL and τA. The load

side flow is dependent on the rotational speed and the load

side displacement.

Jω̇ = TL,ideal −TA,ideal −Tloss(ε , p,ω) (1a)

ε̇L =−
εL

τL

+
εL,re f

τL

(1b)

ε̇A =−
εA

τA

+
εA,re f

τA

(1c)

qL = εLDLω ±qloss(εL,ω) (1d)

where

Ti,ideal =
εiDi

2π
∆pi, for i = L, A (2a)

∆pi = pi − pT , for i = L, A (2b)

2.1 Loss modelling

The loss modelling of the displacement machines are quite

critical to the performance of the controller, since both tor-

que and flow losses are dependent on the surrounding ope-

rating conditions. Different modelling approaches have been

suggested over the years with different level of complexity

and accuracy [14]. Rydberg [15] suggested a physical model

of the torque and flow losses of axial piston machines. The

proposed models in this paper is based on Rydberg’s models,

with modifications to reduce the complexity of the expres-

sions.

2.1.1 Flow losses

The flow losses on the load side has been modelled with a two

parameter model according to eq. (3). The model consists of

one constant term and one term depending on the relative dis-

placement. No bias is assumed for zero speeds. This model

is able to capture the flow losses in the limited operating area

that has been tested in this paper. To increase the quality of

the model in a larger operating area, additional terms are ne-

cessary.

qloss = a0εLDLω +a1ε2
LDLω (3)

2.1.2 Torque losses

The torque losses for the complete transformer are modelled

as a function of relative displacement, pressure and rotational
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speed, according to eq. (4).

Tloss = (b0 +b1εL)
DL
2π ∆pL +(c0 + c1εA)

DA
2π ∆pA+

(Cd1εL +Cd2εA)ω +TC

(4)

The temperature is also an important parameter affecting the

friction of the transformer. To reduce the degrees of freedom,

the system is evaluated for a fixed temperature.

3 Control Approach

The control strategy for the system is a feed forward link ba-

sed on the non-linear system model in section 2. The control

signals of the transformer are calculated to get the requested

flow, qL,re f (see fig. 4). To compensate for model errors, the

measured and estimated states are used in a feedback link that

compensates the control signal. Since the flow cannot be me-

asured directly, it is estimated through an observer that uses

the modelled flow losses. Previous research of the system can

be found in [13], where a similar control strategy was evalu-

ated for the accumulator side displacement machine, together

with a fixed value for the load side displacement.

u f f

−L

∑

∑
qL,re f qL

y
u f b

x⋆

x̂
Observer

SystemModel

−1

Figure 4: Overview of the control strategy for the system. The

model of the system calculates the desired states and inputs.

Feedback of state error is used to compensate for model er-

rors. The flow cannot be measured directly and is estimated

by an observer.

3.1 Feed forward

The feed forward link used two separate control loops to con-

trol the relative displacement on each displacement machine

(see fig. 5). An inner control loop uses the reference flow

to control the relative displacement on the load side, εL, f f .

The goal is to choose a displacement that gives a suitable ro-

tational speed, ωre f , of the transformer. Due to the limited

conversion range of the transformer it is not always possible

to run at the requested angular velocity for all reference flows.

Based on the load side control signal from the inner control

loop, a secondary loop uses the non-linear torque loss model

to control the relative displacement on the accumulator side,

εA, f f .

3.2 Feedback

To compensate for model errors, the controller uses the mea-

sured and estimated states to compensate the control signals

ωre f

qL,re f F1

F2

εL, f f

εA, f f

Figure 5: Overview of the control loops for the feed forward

link. The control block F1 controls the relative displacement

on the load side and F2 controls the relative displacement on

the accumulator side.

on both displacement machines. This is done by applying a

feedback gain matrix, L, on the controlled state which results

in a control signal that is added as input to the system. The

static feedback gain cannot fully compensate for stationary

errors. For this reason, an additional, integrated state can be

introduced (see [16]). For this system, the integrated state

feedback is activated within a finite area around the requested

flow so that it will not affect the behaviour during transients

in the flow.

3.3 Extra degree of freedom

The inner control loop for the load side displacement provi-

des an extra degree of freedom, where the working speed of

the transformer can be controlled. Working at a low rotatio-

nal speed can minimize the torque losses but also compromi-

ses the performance since the stick-slip effect are prominent

for low speeds. Working at higher speeds reduces these ef-

fect and improves the performance, but may lead to larger

torque losses. Additional studies of this control aspect can

be found in [10] where the transformer speed and load side

flow of a two-machine transformer are controlled by separate

PI-controllers.

4 Linear analysis

To investigate the properties of the system in different parts

of its operating area, the non-linear model of the system is

linearised in different operating points and analysed. For each

operating point, a state space model of the system is created.

ẋ = Ax+Bu

y =Cx
(5)

where

x = [∆qL,∆εL,∆εA,∆ω]T (6a)

u = [∆εL,re f ,∆εA,re f ]
T (6b)

Using the friction model previously described in section 2.1.2,

the mathematical equations are used to form the state space

matrices. The dynamics of the pressures are assumed to be

small enough for the pressures to be treated as constants at

each operating point. The performance for different feedback

gains has been investigated by forming the state space model

of the closed loop system. With feedback, the input to the

system is a function of the state, as in eq. (7).

u =−Lx (7)
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This results in the closed loop system in eq. (8).

ẋ = (A−BL)x
y =Cx

(8)

Depending on the design of the matrix L it is possible to

control the impact of each state on the control signals. In this

paper, the feedback link is designed to compensate both the

load side and the accumulator side displacement based on the

estimated flow. By letting both displacement machines be

affected instead of just one, the performance is increased.

To find a suitable value for the gain, the pole placement

with respect to the feedback gain is analysed. Figure 6 shows

the placement of the poles for an increasing feedback gain.

The system has four poles. Two of them are placed on the
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Figure 6: The poles of the closed loop system in a common

operating point for different values of feedback gain. The

dashed lines indicates the area in which the poles should be

placed to avoid large oscillations.

real axis and the other two are complex-conjugated with

both a real and an imaginary part. An increased feedback

gain pushes the complex-conjugated pair of poles along the

positive real axis and increases the imaginary part. This

leads to increased oscillations for the system and ultimately

instability when the poles reaches the right half plane.

The dashed lines represents a damping of 0.7. A common

demand is to keep the poles within this area to prevent to

large oscillations in the system. It is clear that the poles for

the closed loop system are quickly moved out of this area

even for small values of feedback gain. Since the load side

pressure source on the hardware test bench is based on a flow

source and a pressure control valve, it is extra sensitive to

oscillations in the system. The oscillations cause pressure

disturbances which can lead to instability if they are too

large.

4.1 Variance between operating points

The sensitivity of feedback gain is different between opera-

ting points. Figure 7 and 8 shows the effect of an increased
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Figure 7: Increasing load pressure.
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Figure 8: Increasing accumulator pressure.

load and accumulator pressure on the closed loop system.An

increased load side pressure moves three of the poles along

the negative real axis with a small effect on the imaginary

part of the poles. This causes faster dynamics for the sy-

stem. Increasing accumulator pressure pushes two of the po-

les along the imaginary axis which leads to larger oscillations

in the system. The behaviour of the closed loop system in

different operating points can be optimised by changing the

feedback gain based on the the current operating point. This

will be discussed briefly in section 5.

4.2 Dynamics of the control units

The performance of the closed loop system is highly depen-

dent on the dynamics of the control units which control the re-

lative displacements of the transformer. The low inertia of the

transformer shaft makes the system sensitive to disturbances

which immediately impacts the performance. To compensate
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for these disturbances, fast respone time is needed from the

displacement machines. Figure 9 and 10 shows the normali-

zed frequency response between the relative displacement on

load and accumulator side respectively and the load side flow

for different dynamics. The time constants for the swash plate

servo is varied from 0.05 to 0.5 seconds. The frequency re-
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Figure 9: The frequency response between εL and qL for dif-

ferent dynamics in the swash plate setting.
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Figure 10: The frequency response between εA and qL for

different dynamics in the swash plate setting.

sponse from the control signals to the load side flow is directly

affected by the dynamics of the control unit. The required re-

sponse times of the machines are of course coupled to the

inertia of the transformer.

4.3 Dynamics for an increased inertia

As previously discussed, the small inertia of the system is pro-

blematic since it leads to quick changes in the rotational speed

while the control dynamics are comparatively slow. For this

reason, a study of the pole placement is made for an increa-

sing inertia on the transformer, with the inertia increased 2, 5

and 10 times the original value. This is shown in fig. 11. As

expected, an increased inertia decreases the imaginary part of

the poles which reduces the oscillations in the system. At the

same time, it pushes the poles closer to the origin which le-

ads to slower dynamics. It is clear that while a high inertia
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Figure 11: The pole placement of the closed loop system for

an increasing inertia. Starting with the original value of J the

inertia is then increased 2, 5 and 10 times.

could allow for an increased feedback gain and less sensiti-

vity to disturbances, it will slow down the response time for

the system as well.

5 Gain scheduling

To compensate for the varying feedback sensitivity between

operating points, the feedback gain can be implemented as a

function of the variables in the system. This makes it possible

to achieve optimal performance for the feedback link in the

full operating area of the transformer. One way to accomplish

this is to scale the feedback gain matrix L, with an operating

point dependent function Kgain. For this system, the function

is chosen as a function of accumulator and load side pressure,

according to the analysis in section 4.1.

Kgain = f (pA, pL) (9)

6 Start-up procedure

Achieving a requested load flow from zero-speed operation is

problematic due to large stick-slip effects on the transformer

for low speed operations [17]. Figure 12 shows the magni-

tude of the friction torque on the transformer as a function of

the rotational speed. For zero speed, a large torque is needed

to overcome the stiction torque, Tst . Once the transformer is

in motion, the stick-slip effects still have great influence on

the torque losses for lower speeds but are reduced for higher

speeds where the Coulomb friction (Tc) and viscous friction

is dominating. To compensate for the stiction torque it is ne-

cessary to create an overshoot in the torque on the displace-

ment machines, that sets the transformer into motion. Once

the transformer is running, the stick-slip effects are reduced

and the overshoot torque is no longer necessary. One way to

implement this overshoot is to add a term, ustart−up, to the ori-

ginal feed forward control signal, u f f 0 (see [17]). This results
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Tst

Tc

ω

T

Figure 12: Principle of the stiction torque acting on the trans-

former. During low speed operations, the transformer is sub-

ject to large stick-slip effects. These are reduced for higher

speeds.

in the feed forward control signal described by eq. (10).

u f f = ustart−up +u f f 0 (10)

The term ustart−up creates a peak in the control signals while

the transformer speed is zero, which rapidly declines after the

transformer starts to rotate. For the system described in this

paper, such a peak will be used as the control signal on one

side of the transformer while the control signal on the other

side is set to zero. The peak is generated by eq. (11).

ustart−up =±K
−

ω
ω0 (11)

The sign of the function is depending on the direction of

the requested flow. For zero speed, the control signal is

ustart−up =−1, when a negative flow is requested. This value

moves quickly towards zero for increasing rotational speeds.

The fix value ω0 is a speed where the stick-slip effects are

assumed to no longer affect the transformer. At this speed,

the control signal is − 1
K

and declines further towards zero for

increasing speeds. Figure 13 shows the output from this fun-

ction as a function of the rotational speed.

ustart−up

ω
ω0

−1

−
1
K

Figure 13: The extra control signal used to set the transfor-

mer into motion.

7 Hardware

A hardware test bench has previously been developed (see

[13] and [18] ) to evaluate the system concept and control

strategy. The test bench is shown in fig. 14 and consists

of two Bosch Rexroth (A4VG) displacement machines con-

nected via a mechanical shaft. The relative displacement and

pressure at each machine is measurable as well as the rotatio-

nal speed of the shaft. Figure 15 shows the schematic over-

view of the test bench. Further details can be found in the

above referenced documents.

Figure 14: The hardware test bench used to evaluate the con-

troller.

EM
EM

Figure 15: Schematic overview of the test bench. The pressu-

res on the load side and the low-pressure side of the trans-

former are controlled by two separate pump systems and

pressure relief valves. The flow sensors are used for valida-

tion and not for controlling.

8 Results and Discussions

The performance of the controller has been evaluated on

both a simulation model and the hardware test bench. The

simulation model is implemented in the modelling soft-

ware AMESim. The standard library components have been

modified according to the above described system model.
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The evaluation is performed through cosimulation between

MATLAB Simulink and AMESim [19].

8.1 Reference tracking

The controllers ability to follow a reference flow has been

evaluated on the simulation model as well as the hardware

test bench. Figure 16a shows the simulation results with the

corresponding displacement shown in fig. 16b. The control-
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Figure 16: Reference tracking experiment on the simulation

model.

ler causes both displacement machines to react to steps in the

load side flow. The feedback link adjusts the control signal

on both sides which provides for superior compensation for

model errors. This does, however, lead to a small overshoot

in the flow before the stationary value is reached. Figure 17

shows an equivalent evaluation on the hardware test bench.

The feed forward link is highly dependent on an accurate mo-

del of the torque losses, which are harder to estimate in the

hardware experiments. Unmodelled non-linearities and tem-

perature dependency cause stationary errors which are partly

compensated by the feedback link.
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Figure 17: Reference tracking experiment on the hardware

test bench.

8.2 Suppression of load disturbances

Another important aspect of the controller is the ability to

compensate for disturbances in the load side pressure. Fi-

gure 18 shows a hardware test result of a 10% step in load

side pressure in each direction. The feed forward link is able

to compensate for the pressure disturbances by adjusting the

relative displacement on the accumulator side. However, the

relatively slow dynamics of the displacement machines cause

an unsatisfactory high flow disturbance. In a real application,

e.g. with the transformer connected to a hydraulic crane, the

force from the lift load would create pressure oscillations that

need to be suppressed. The problem with slow displacement
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Figure 18: Hardware experiment where a step in the load side

pressure of 10% is made in each direction.

machines is also treated in [10], where a crane arm is control-

led by a similar system.

8.3 Start-up procedure

An evaluation of the start-up procedure on the test bench is

shown in fig. 19. Both the reference and actual flow is pre-

sented, as well as the relative displacement on each side. A

step in reference flow is made from 0 l/min to -15 l/min at

a point where the transformer speed is zero. To overcome

the stiction torque, an overshoot in the relative displacement

is given until the transformer starts to rotate. This leads to

an overshoot in the load flow before the flow is controlled to

the requested value. The transformer shaft is accelerated to

a high speed before the system is able to react and adjust the

control signal. Certain delays in the measurement equipment

also contributes to the magnitude of the overshoot.
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Figure 19: Evaluation of the start-up procedure on the hard-

ware test bench.

9 Conclusion

A control strategy for a transformer-based energy recupera-

tion system has been proposed and evaluated. The control

strategy is based on a non-linear feed forward link and a

state feedback link that compensates for model-errors and

disturbances. The implementation of separate control loops

for each displacement machine reduces the control problem

to a single input single output system. This simplifies the

control algorithm and provides the possibility to affect

the working speed of the transformer as well. The model

based feed forward control signal allows for good reference

tracking, but it is highly dependent on correct estimations of

the torque losses. Due to strong non-linearities in the friction

between operating points, this is a major issue in the control

problem. Another issue is the small inertia and slow control

dynamics, which cause challenges for the start-up process
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and difficulties when compensating for disturbances.

The fundamental properties of the system has been in-

vestigated through linear methods. The problem with low

inertia and slow control dynamics is visualised by the

frequency response and the pole placement of the closed loop

system. The ability to react to changes in the load flow is

directly affected by the response time for the control units.

The small margin for feedback gain is another consequence,

where oscillations and instability follows an increasing

feedback gain.

Nomenclature

Quantities

Designation Denotation Unit

p Pressure [Pa]

q Flow [m3/s]

ε Relative displacement [-]

ω Rotational velocity [rev/s]

J Moment of inertia [kgm2]

T Torque [Nm]

TC Coulomb torque [Nm]

Tst Stiction torque [Nm]

η Efficiency [-]

τ Time constant [s]

Subscripts

Designation Denotation

T Low pressure (Tank) side

L Load side

A Accumulator side

loss Machine losses

re f Reference value

f f Feed forward

f b Feedback
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Abstract 

A displacement-controlled (DC) prototype mini-excavator built at the Maha Fluid Power 

Research Center at Purdue University, had previously demonstrated 40% fuel savings over a 

standard mini-excavator with load-sensing architecture, in independent side-by-side testing. A 

DC series-parallel (DC S-P) hydraulic hybrid architecture has since been conceptualized where 

the braking energy of the swing can be stored in an accumulator. This architecture promises 

further efficiency gains over the DC architecture by taking advantage of four–quadrant 

operation enabled by DC actuation, swing kinetic energy storage capability, and enables 50% 

reduced engine power, through load-leveling and power management, while exploiting the 

cyclical nature of excavator work cycles. In simulation, feasibility studies for the DC S-P hybrid 

excavator with reduced engine power, showed 51% fuel savings over the standard excavator 

without loss of performance for an expert truck-loading cycle. Conservative power management 

was used for these studies, with the downsized engine operated efficiently at a single point 

(maximum governed speed and torque).  

This work will focus on: a) the high-fidelity co-simulation model used to model dynamic 

behavior and evaluate various power management strategies, b) working hydraulic schematics 

for the series-hybrid swing drive, c) the controller in use on the prototype, and d) measurements 

for proof-of-concept. 

Keywords: DC actuation, hydraulic hybrid, multi-actuator machines, engine management and 

downsizing, secondary-controlled swing motor. 

1 Background 

Rising fuel costs, more stringent emission restrictions and 

increasing use of electronic controls and sensors have 

recently accelerated research and development of efficient 

hydraulic actuation technologies. In multi-actuator 

machines, DC actuation is a relatively recent technology that 

eliminates the use of throttling valves that are used in the 

current standard valve-controlled versions of these 

machines.  

In DC actuation, one variable displacement over-center 

hydraulic unit is used for each actuator to control the 

actuator motion ([1]). For differential cylinders, pilot-

operated check valves are used to ensure balancing the 

unequal cylinder flow. The DC prototype mini-excavator (5-

t) built at the Maha Fluid Power Research Center at Purdue 

University uses four variable displacement pumps to power 

the four main actuators of the excavator, the boom, arm, 

bucket and swing drive. Switching valves allow switching of 

all four pumps to power the remaining four actuators, also 

utilizing the efficient displacement controlled actuation 

concept.  

Simulations were performed using detailed, dynamic co-

simulation models of both the standard, load-sensing (LS) 

architecture as well as the DC architecture for the 5-t 

excavator system [2], [3]). It was found that throttling losses 

accounted for 50% of the energy consumption in the LS 

machine, and that the DC system could provide 40% fuel 

savings over the LS system. A prototype DC excavator was 

built at the Maha Fluid Power Research Center, and this 

validated the prediction made using simulations, during 

independent, side-by-side testing with an LS excavator ([4], 

[5]) at a Caterpillar testing facility.  

A novel hybrid hydraulic architecture ([6]) builds on the 

success of the DC prototype excavator, by enabling storage 

(and reuse) of braking energy of the cabin in a high-pressure 

hydraulic accumulator, via a series hybrid swing drive as 

shown in Figure 1.1. 

The DC S-P architecture retains the circuits for the linear 

actuators in the prototype DC excavator. The DC S-P hybrid 

enables 50% engine downsizing through appropriate power 
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management, relying on typical cyclical operation of 

excavators, and in the process further fuel savings over the 

DC prototype excavator in simulation. This was 

 

Figure 1.1 : DC S-P Hybrid Excavator 

demonstrated previously in [6], for an aggressive, expert-

operated truck-loading cycle, by using a conservative power 

management strategy that forces the downsized engine to 

operate at its maximum governed speed and maximum 

power (near its maximum efficiency). Appropriate control 

of the primary unit (1) in the series-hybrid swing actuation 

system is necessary in order to allow charging of the 

accumulator with excess engine power and discharging the 

accumulator when power requested by the actuators is 

greater than the peak engine power. 

In Section 2, the dynamic model that has been extensively 

used to simulate the dynamic behavior and fuel consumption 

of the DC S-P hybrid architecture will be briefly described. 

Further, an implementable power management strategy that 

exploits all available system degrees of freedom as well as 

achieving near-optimal behavior (in terms of replicating the 

optimal system state trajectories and control histories) is 

presented. This sheds light on what is possible with the DC 

S-P hybrid architecture with reduced engine power, when 

used with the appropriate power management strategy.  

The transition from the non-hybrid DC demonstrator 

machine to the DC S-P hybrid demonstrator machine has 

been completed and will be reported in this paper.  Section 3 

will outline the transition, with particular focus on the 

working hydraulic schematic and the controller in use for 

the excavator. Preliminary measurements on the excavator 

are presented in Section 4. Future work planned on the 

prototype hybrid excavator is also outlined.  

 

2 Simulation of the DC S-P Hybrid 

 

Figure 2.1: Simulation Model Structure  

A co-simulation model (Figure 2.1) has been used to model 

the system dynamics, including both hydraulic and 

mechanical behavior, for both the non-hybrid and hybrid 

excavator architectures. The model accurately estimates 

energy and fuel consumption and was the basis for 

prediction of the fuel savings with the non-hybrid DC 

prototype. This model will be used to evaluate the energy 

consumption of the hybrid excavator as well, before 

measurements are made. 

The simulation model is built to ensure tracking of a given 

excavator cycle, by providing inputs such as measured 

actuator positions (xref) and loads (Fext). The user of the 

model must also input reference velocities, vref, for the 

actuators (which are generated from measured joystick 

signals).  

The first level of the ‘Controller’ in the simulation model is 

shown in Figure 2.2. Here, supervisory power management 
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schemes are implemented. The outputs are commands for 

engine speed (nPM,CE) and the various units, βPM,i. These are 

interpreted as a speed command for the swing motor and 

flow commands for the DC actuators (boom, stick and 

bucket).  

 

Figure 2.2 : Supervisory Level Power Management Control 

For the linear actuators, these are processed in a feed-

forward manner ([9], not shown) by the low-level controller, 

together with a correction for transient pressure feedback. 

For the swing motor, the low-level control structure 

generates swash-plate commands based on error in speed of 

swing motor. The errors between the final unit displacement 

and engine speed commands (outputs of the lower-level 

controller) and  the measured unit displacements and engine 

speed, are processed and sent as voltage commands to 

hardware, which is modeled in the ‘hydraulic system’ 

model, ‘engine dynamics’ and ‘mechanical system’ modules 

of the simulation model.  

2.1 Rule-Based ‘Minimum-Speed’ Power Management Strategy 

This implementable strategy was designed to replicate optimal state trajectories and control histories obtained from dynamic 

programming. From analysis of the optimal results for an expert truck-loading cycle (Fig. 2.3), it was found that for most part 

of the cycle, the engine stayed at minimum allowable speeds to meet flow requirements at the DC (linear) actuators.  

I. PDC < 0 II. PCE,max ≥ PDC ≥ 0 III. PCE,max < PDC 

nPM,CE = nCE,min 

PCE = min{Pref , M1 ωCE + Pload} 

M1 = M1,max 

nPM,CE = nCE,min 

PCE = Pref 

M1 = (PCE – Pload)/ωCE 

nPM,CE = nCE,min 

PCE = PCE,max 

M1 = (PCE – Pload)/ωCE 

Table 2.1: Rules Used in Minimum-Speed Strategy 

The terms, PDC and Pload – respectively, the total power requirement purely from DC units and the total power requirement 

from the engine shaft (DC power plus power required to accelerate engine) at any instant, are given by Eq. 2.1.  
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Eq. 2.1 

The engine was commanded to be at nCE,min, the minimum allowable engine speed based on flow requirements at all instants in 

time (Eq. 2.2).  
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Eq. 2.2 

At moderate DC loads, the engine was kept at a reference power Pref (= 18kW), which was in a high-efficiency area of the 

engine (but below the peak engine power), whereas for high loads above the peak engine power, the engine was kept at peak 

power (20.7 kW). For aiding loads (PDC < 0), unit 1 was kept at 100% to charge the accumulator up as fast as possible, whereas 

the engine was operated at a power which was the lower among the reference power or the power required to simply meet the 

total load as well as the storage pump torque.  
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The rules presented in Table 2.1 replicate the optimal control results reasonably well, as can be seen from Figure 2.3. 

 

Figure 2.3: Replication of Optimal Accumulator Pressure and Engine Speed by Rule-Based Strategy 

The accumulator steps in to meet peak actuator power requirements (where the engine could not meet them by itself, such as 

during the dig-phase or the ‘dump’ phase), and is charged during the ‘return-to-dig phase’, where the power requirement is 

moderate throughout and toward the end swing comes to rest and the boom is lowered (aiding DC load). The rule-base leads to 

slightly more aggressive charging of the accumulator than in the optimal case.  

The controls, βi, i = 2,3,4,5 are plotted in Figure 2.4. The DC pump displacements (i = 3,4,5) rise and fall with the 

corresponding flow requirements. There is a disagreement between the rule-based and optimal displacements in the digging 

phase – the rule-base enforces the engine speed to be at the minimum allowable speed (and thus both stick and bucket are at 

100%), whereas the optimal power management raises the engine speed a little and keeps the stick and bucket displacements 

just below 100%.  

The unit 2 displacement β2, is adjusted to match the torque requirement at the swing motor and matches the optimal 

displacement reasonably well.  

 

Figure 2.4: Replication of Optimal DC Pump and Unit 2 Displacements by Minimum-Speed Strategy 

A comparison of the fuel consumption results is also provided between the DC non-hybrid with a constant speed strategy, and 

the DC hybrid, using both the minimum-speed strategy as well as the optimal power management results.  

34



Expert-Truck Loading 

Cycle Results 

DC Non-Hybrid 

(Constant Speed) 

DC Hybrid 

(Min. Speed) 

DC Hybrid 

(Optimal) 

Fuel Consumed (g) 42 34.5 33.8 

% Improvement (Baseline) +17.9% +19.5%
*
 

Table 2.2 : Fuel Consumption Comparison

3 DC S-P Hybrid Excavator Prototype  

The detailed circuit for the swing drive is explained in this section, including all the logic valves that are necessary for 

operation. The units 3, 4, 5 (Figure 1.1) are also shared by the auxiliary actuators (offset, left and right travel motors 

respectively), not shown here. Unit 1 is also used to provide flow to the blade.  

3.1 Series-Hybrid Swing Drive: Detailed Circuit Configurations

Apart from the components shown in the simplified schematic of the DC S-P hybrid the detailed working hydraulic circuit of 

the series-hybrid swing drive is shown in Figure 3.1. There is an electrically-operated shut-off valve SF to isolate unit 2 from 

the accumulator as desired. An integrated safety block has also been added which contains - a manually-operated ball valve 

‘NO’ that is always open (to connect accumulator to either of the units), another ball valve NC that is normally closed and used 

only to bleed off HP after operation, and a high-pressure relief valve RV HP. The two valves CV2 and ACV together perform 

the function of anti-cavitation of unit 2 when ACV is energized (during swing motor operation) and the function of load-

holding (swing motor is stationary) when ACV is de-energized.  The secondary controlled displacement unit (2) uses a high 

pressure swash plate control system.   

 

The on-off valves A1, A2, B1 and B2 are responsible for switching unit 1 to provide flow either to the blade or to the series-

hybrid swing drive. The pilot-operated check valves (PO CV-A, PO CV-B) are responsible for balancing flow when unit 1 is 

used for operation of the blade (which uses a differential cylinder), and the relief valves RV-A and RV-B limit pressures to 

acceptable levels. 

 

Figure 3.1: Closed-Circuit Series-Hybrid Swing Drive-Option A
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Two different circuits are proposed here for the hybrid swing drive, although Option A (Figure 3.1) has been implemented on 

the prototype. They differ in their location of the shut-off valve SF. Option B allows that the high pressure accumulator HP can 

be isolated from either of the units allowing to switch operation of the swing actuator from secondary control to hydrostatic 

mode.  

 

Open-circuit versions and versions without use of over-center motors (unit 2) of this architecture are also possible, although 

not shown here. 

 
Figure 3.2: Closed-Circuit Series-Hybrid Swing Drive – Option B 

3.2 System Sizing & Integration 

A study [10] evaluating various system designs 

(combinations of component sizes in the series-hybrid swing 

drive) on an even keel was performed previously. The sizing 

of the components on the prototype hybrid excavator was 

guided by this study, and components that were closest to 

these sizes were selected. The study ranked various designs 

according to their minimum fuel consumption (computed 

using dynamic programming) over an expert truck-loading 

cycle.  

Vi, i = 1,3,4,5 (cc/rev) V2 (cc/rev) V0 (L) p0,hp (bar) 

18.3 40 5.7 225 

Table 3.1: Component Sizes On Prototype Excavator 

Thus each design was evaluated independent of power 

management. Available components that were closest in size 

to individual component sizes in the theoretically optimal 

design were chosen for integration on to the prototype.  

Shown in Figure 3.3 are the main components necessary for 

transition from the DC prototype excavator to the S-P DC 

hybrid prototype. A 6 liter high pressure accumulator is 

used, rated to 350 bar. A 40cc variable displacement, over-

center swashplate type axial piston unit serves as the 

secondary controlled swing motor (unit 2). A new gearbox 

with an overall reduction ratio of 147.6 between the swing 

motor and cab, enables the new swing motor to operate at 

speeds between 0 to 1500 rpm. Previously, on the non-

hybrid DC prototype excavator, a fixed displacement radial 

piston motor (820 cc) was used, with a reduction ratio of 

5.35 between motor and cab.  
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Figure 3.3:  System Integration with Hybrid Components 

The prototype excavator has been instrumented with 

appropriate sensors for motion control of the various 

actuators (Figure 3.4) and to advanced power management 

strategies. 

 
Figure 3.4: Sensors Instrumented on Prototype Excavator 

Angle sensors are used to measure swashplate angles of all 

units. A rate gyroscope measuring cabin speed is used for 

closed-loop speed-control of unit 2 during motion. A Hall-

effect angle sensor measuring unit 2 shaft position 

(converted online to cab position) is used for closed-loop 

position control of the cabin, when no motion is commanded 

by the operator. The prototype has also been instrumented 

with pressure sensors to measure HP and LP accumulator 

pressures, as well as pressures at both ports of each unit (1, 

3, 4 and 5) on the engine shaft. These are all diaphragm-type 

strain gages. Linear position sensors are integrated with the 

cylinders, and are necessary when no motion is commanded 

by the operator, to hold position. A linear motor (or ‘engine 

speed actuator’) that is directly linked to the diesel engine 

governor, is moved to change engine speed. A particular 

position of the linear actuator corresponds to a particular 

speed at which the governor cuts off fuel to the combustion 

chamber. Thus, an engine speed sensor and a position sensor 

for the engine speed actuator, are required to ensure speed 

control of the engine. Appropriate signal amplification 

hardware has also been incorporated to amplify controller 

output signals to the servo-valves (in swashplate control 

systems) and linear motor.  

National Instruments’ (NI) cRio control hardware is 

currently in use on the excavator to deploy the controller as 

well as for data acquisition. Controller development is done 

in Matlab Simulink and the NI Veristand software provides 

the user-interface for online controller tuning and signal 

monitoring.  

 

 

 

 

3.3 Excavator Controller

The overall structure of the excavator controller is summarized in Figure 3.5. The controller takes in the operator inputs (such 

as the joystick and lever positions), interprets them in terms of physical quantities (engines speed and % displacement 

commands for the units) and also needs various measured quantities (pump displacements, accumulator pressure, engine speed, 

swing motor speed) as inputs. The final outputs of the controller are electrical signals (voltages or currents) that are directly 

applied to the hardware (servovalves in the swashplate control systems and engine actuator commands).  

The swing motor is closed-loop speed-controlled, meaning that the joystick signal is interpreted as a speed command for the 

swing motor. The linear actuators (boom, stick and bucket and auxiliary functions) are open-loop, flow-controlled during 

motion meaning that respective joystick sginals are interpreted as flow commands (swashplate angle) for the corresponding 

unit (3, 4, 5). Position control will be used to keep the actuators at rest when no motion is commanded.  

 

HP Accumulator New Gearbox 

40cc A4V Swing Motor 

Swashplate sensor 

servo-valve 
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Figure 3.5: Structure of Controller on Prototype Excavator

The two controls, βPM,1 (unit 1 displacement command) and engine speed nCE,cmd are determined by the power management 

routine. The other controls (βcmd,i, i = 2,3,4,5) are manipulated to meet actuator requirements – i.e. βcmd,2 should be high enough 

to swing motor torque requirement at the current accumulator (HP) pressure, and βcmd,3, βcmd,4, βcmd,5 to meet cylinder velocity 

requirements at the current engine speed.  

3.3.1 Power Management Control 

In our first study which is reported in this paper, the engine is simply operated at a constant speed of 2500 rpm (the maximum 

governed speed of this engine). Unit 1 is controlled in order to maintain a constant, desired accumulator pressure during 

operation – it is held at a constant value (40%) when HP accumulator pressure is between 190 bar and 220 bar, and de-stroked 

close to zero as it nears 225 bar.  

3.3.2 Actuator Control 

The actuator controller is responsible for translating the various operator inputs to swashplate angle commands for the 

respective units (2, 3, 4, 5). As was explained before and evident from Figure 3.6, unit 2 (swing motor) is closed-loop speed 

controlled when motion is commanded and closed-loop position controlled when there is no joystick command. The joystick 

input is interpreted as a speed command when it is not zero.  

 

When the operator commands motion, a combination of feed-forward and feedback control is used. A feed-forward term that 

accounts for accumulator pressure is also present, which computes the desired displacement required to meet a particular 

acceleration (using a nominal inertia term) at the measured accumulator pressure. This is added to a feedback term – which is 

the result of a PI controller acting on the error in speed. The sum of these two terms determines the final unit 2 displacement 

command, βcmd,2. 

Figure 3.6: Actuator Control for Unit 2 
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Figure 3.7 summarizes the results of simulation of the closed-loop speed control of the swing motor. The swing motor is 

commanded to follow speed profiles expected in a typical digging cycle in the first 10 seconds. The swing is at rest in the first 

3 seconds (the ‘dig’ phase of the cycle), following which it accelerates gradually (and then cruises) toward the truck, from t = 3 

to 6.5 s (this phase is slow due to the high inertia of rotation due to an extended arm and a loaded bucket). Braking is fast and 

short (from t = 6.5s to t = 7 s), followed by a short phase at rest wherein the bucket is emptied in the truck. Following this, the 

cab accelerates rapidly back toward the digging trench (from t = 7.2s to t = 8.1s), cruises at maximum speed and brakes 

(slower compared to braking before emptying of accumulator). It can be seen that the simulated swing motor speed follows the 

commanded swing motor speed very well throughout the first 10 seconds.  

 

Figure 3.7: Simulated Results of Swing Motor Closed-Loop Speed Control 

When the boom, stick or bucket are to be moved, they are done so in an open-loop or flow-controlled manner (Figure 3.8). The 

joystick command translates directly to a swashplate command (with some regulation using pressure-feedback to avoid un-

commanded actuator oscillations) for the corresponding unit. There is no velocity or position feedback, during motion. Once 

the joystick is centered, it is desired that the corresponding actuator hold its position.  

 
Figure 3.8: Actuator Control for DC Units (supplying boom, stick, bucket) 

The position controller currently being used for all linear actuators (when no motion is commanded) is the limited semi-

integrator (Berg, 1999). The velocity control for the swing motor is simply a PID controller at this stage, although a more 

sophisticated controller will be required once better power management strategies are implemented (accumulator pressure will 

not be constant).  

3.3.3 Unit Displacement Control 

Swash-plate commands (βcmd,i, i = 1,2,3,4,5) from the actuator controller are inputs to the swashplate controller. The swashplate 

controller acts on the error between the commanded and measured displacements, to provide an output current or voltage 

signal for the servo-valve. These are the final outputs of the excavator controller. PI controllers are used as the swashplate 

control law.  

 

0 2 4 6 8 10 12
-1500

-1000

-500

0

500

1000

1500

Time (s)

V
e

lo
c
it
y
 (

R
P

M
)

Swing Motor Velocity

 

 

Simulated

Commanded

39



Discrete PI controllers are also used for the engine controller, which generates a command for the linear motor (or engine 

speed actuator) based on the error in commanded and actual engine speeds.  An aspect of the excavator controller that has not 

been shown here is the anti-stall controller. Here the displacement commands for the units on the engine shaft (1,3,4,5) are 

reduced if the engine speed is significantly below the engine speed command.  

4 Preliminary Measurements on Prototype 

A video of the prototype hybrid DC excavator being operated in a 90-degree digging cycle (Fig. 4.1) can be found at the 

following website: https://engineering.purdue.edu/Maha/ccefp/.  

 
Figure 4.1: DC S-P Hybrid Excavator Prototype in a Digging Operation 

Measurement results during an artificial digging maneuver (about two scoops or cycles) are plotted in Figure 4.2, Figure 4.3 

and Figure 4.4. In Figure 4.2, commanded and measured pump displacement (%) are plotted. These plots show the 

effectiveness of the pump displacement controller being used. 

Figure 4.2: Unit Swashplate Angle Commands and Measurements during Artificial Dig Maneuver 
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Analyzed together with Figure 4.3, it can be seen that a change in the position of the actuators (boom, stick and bucket only) 

occurs when the displacements of the corresponding units are non-zero. Also, the actuator positions (especially the boom) do 

not change in an exactly cyclical fashion since this artificial dig cycle was performed by a novice operator.  

 
Figure 4.3: Actuator Positions during Artificial Dig Maneuver 

Engine speed and pressure (of the accumulator HP) are plotted in Figure 4.4. The engine speed is commanded to stay near 

1900 rpm while unit 1 is commanded to ensure that the accumulator pressure stays at 225 bar. It can be seen that when the 

cabin accelerates, HP is drained slightly (to 220 bar) from t= 48s to 50s, whereas during deceleration of the swing (from t = 

50s to 52s), there is a slight increase in accumulator pressure above 225 bar. Once at rest (t = 52 s to 54 s) the pressure drops 

back to 225 bar. 

 
Figure 4.4: Engine Speed and Accumulator Pressure During Artificial Dig Maneuver (with Preliminary Power Management)

5 Conclusions and Future Work 

A prototype DC S-P hybrid excavator has been realized at 

the Maha Fluid Power Research Center at Purdue University 

and instrumented with electronic equipment necessary for 

implementation of actuator motion control and advanced 

power management schemes. Closed-loop speed control has 

been demonstrated for the secondary-controlled swing 

motor on the prototype, and working open-loop flow control 

demonstrated for the other actuators as well. 

Based on a high-fidelity dynamic co-simulation model, the 

novel hydraulic hybrid architecture is predicted to have 

substantially higher energy efficiency than state-of-the-art 

valve-controlled excavators, as well as to show a significant 

improvement over the non-hybrid prototype DC excavator, 
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while enabling up to 50% engine downsizing. The 

simulation model has also been utilized to demonstrate the 

ability of a rule-based power management strategy to 

replicate optimal control results.  

In the future, the single-point power management strategy 

([4], [6]) will be implemented on the excavator to 

demonstrate the feasibility of using reduced engine power 

and productivity measurements will be made for an expert 

truck-loading cycle. Just as in the case of the non-hybrid DC 

prototype, these will be made following system simulations 

of the DC S-P hybrid concept (actual engine downsizing is 

not planned on the prototype). Implementation of advanced 

power management strategies will also be performed, to 

investigate power management schemes that yield near-

optimal results independent of duty cycle.  

Nomenclature 

Designation Denotation Unit 

βjoy,i i
th

 joystick command (%) 

βPM,i displacement command for i
th

 unit (%) 

βi measured displacement of i
th

 unit (%) 

nCE Engine speed [rpm] 

nCE,cmd Commanded engine speed [rpm] 

ni Speed of i
th

 hydraulic unit [rpm] 

Δpi Pressure difference across i
th

 unit [bar] 

M1,des Storage pump torque [N.m] 

Mcp Charge pump torque [N.m] 

Mdes Desired engine output torque [N.m] 

Vd,i Displacement of i
th

 hydraulic unit [cc/rev] 
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Abstract 

The paper presents the basic principles of hybrid systems. It gives a rough approximation of 
factors that can affect the efficiency of a hybrid system. A Short comparison between hydraulic, 
mechanic and electric energy storing system is presented.  

In a mobile working machine, there are mainly three possible sources for energy storage or 
recovery which are: energy of the combustion engine, when it is working on part load, braking 
energy of a vehicles kinetic energy and its hydraulic system. 

A novel hydraulic system is introduced that is capable to store and recover energy from all 
energy sources of mobile working machine. The power peaks during the working cycles of the 
machine can be covered with energy stored in the hydraulic accumulator and so the size of the 
combustion engine can be reduced and dimensioned according to the average power. It also 
reduces the energy conversion losses. Simple and cost effective design makes it an attractive 
alternative for many applications.  

Keywords: Hydraulic hybrid

1 Introduction 

In mobile working machines the loading of the combustion 
engine is often not constant during the working cycle. 
Maximum power is in many cases needed only for short 
periods. Normally the combustion engine must be 
dimensioned according to the maximum peak power, which 
leads to oversized engines compared to the average power 
during the working cycle and to low efficiency, because the 
engine is running most of the time on part load. In the past it 
has not been a problem to increase the engine size, but the 
tightening of engine exhaust regulations like Euro/TIER and 
increased fuel cost will force the equipment manufacturer to 
search for new solutions. 

During movements kinetic energy is charged in the vehicle 
and it is normally extinguished and wasted in the brakes, 
causing wear and thermal loading. More sophisticated 
transmissions, like Continuously Variable Transmissions 
(CVT) [1], hydrostatic, or electrical transmissions are able 
to transmit the braking energy back to the combustion 
engine. Unfortunately the braking capacity of the new low 
emission diesel engines is limited. In some applications, like 
in city busses or package delivery or garbage vehicles, in 
which the amount of braking energy is sufficient; energy 
recuperation systems have been tested and are in use. 

By lifting of a load, potential energy is accumulated in the 
own mass of the lifting equipment. In a traditional hydraulic 

system, when the equipment is lowered, this energy is lost in 
the return notch of the control valve. Balancing systems can 
be used to compensate the dead weight. There are also 
proposals how the returning energy could be recovered.  

In most of the studies only one of these three possible 
energy storing sources has been considered and the energy 
recuperation systems have been individually developed. 

2 Hybrid systems 

In the past years a lot of effort has been focused to the 
development of hybrid drives. Car industry has already 
taken hybrid solutions in mass production, in order to reduce 
fuel consumption. 

In the branch of mobile working machines many studies and 
investigations have been carried out, regarding the 
possibility to use hybrid technology. 

By side of energy saving one interesting chance for mobile 
working machines is the possibility to reduce the engine 
size.  

Traditionally the engine has to be dimensioned according to 
the peak power of the machine. In many mobile machines 
there is a big difference between required average and peak 
power. Figure 1 show the so called Y-working cycle for a 

45



wheel loader, for filling a lorry C from a pile B. And figure 
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On the other hand electric energy transfer can be dangerous 
in mobile machines which are working in rough 
environment. For example 60 kW means 600 V and 100 A 
or 100 V and 600 A. Cable breaks or damaged cable 
isolations can cause far bigger problems than hydraulic hose 
breaks. 

Hydraulic accumulators have been used several decades in 
mobile working machines. Security standards have been 
developed on a high level and security devices are well 
known and available. 

In mobile working machines the required power is typically 
changing extremely during the working cycles and those are 
typically short. Due to the good power density hydraulic 
accumulators are suitable to compensate rapid power peaks. 

3.2 The energy storing capacity of a hydraulic 
accumulator 

The Energy capacity of a hydraulic accumulator for an ideal 
gas can be defined as [5]: 

� � ��� !"# $"$�� %
&'

�() *1 � +��� ��,-.
&/'
' 0   (4) 

 

Where; 

E is the energy capacity of the accumulator, 

V0 is the volume of the accumulator, 

pmin is the minimum pressure 

pmax is the maximum pressure 

p0 is the pre charge pressure of the accumulator 

K is the adiabatic constant for nitrogen. 

The figure 8 shows the energy capacity for a 10 Liter 
accumulator, with a maximum pressure of 350 bar as a 
function of Pmin, when the pre charge pressure is 0.9 * Pmin. 

 

Figure 8: Theoretical energy storing capacity of a 10 L 
accumulator   

In practice the accumulator has to operate on wide 
temperature range, which limits the theoretical power 
charging capacity. Hydac’s ASP Accumulator Simulation 
Program is an excellent tool for dimensioning accumulators 
for hybrid solutions. It is based to real gas characteristics an 
thermo dynamical processes during loading and unloading.  

In praxis a 50 L accumulator with operating pressure range 
maximum 330 bar and minimum 100 bar is able to store 
about 360 kJ energy. Figure 9 shows that with 360 kJ energy 
can be loaded, when a vehicle with weight of 10 ton is 
braked from a velocity of 36 km/h to 19 km/h. With this 
stored energy it is possible to lift a load of 3,6 ton in a height 
of 10 m. 

 

Figure 9: Practical energy capacity of a 50L accumulator 

4 Conventional hydraulic energy storing 
systems 

In the following some known hydraulic hybrid systems are 
shown. 

4.1 Adding an accumulator to a hydraulic system 

The easiest possibility to store energy is to add an 
accumulator to the hydraulic system as shown in figure 10. 
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Figure 10: Simple energy storing system 

This kind of system is used in a forestry machine application 
by the company HSM. Where energy is stored in the 
accumulator and used to accelerate the feeding rolls in a 
harvester head [6] see figure 11. According to HSM it was 
possible to reduce 20% fuel consumption with this system. 

 

Figure 11: Serial hybrid system [6] 

The main disadvantage for the general use of this kind of 
system is that the energy from the accumulator can only be 
used, when the pressure in the accumulator is higher than 
the load pressure, see figure 12. The preloading and the 
minimum operating pressure of the accumulator can of 
course be chosen so that the accumulator pressure is always 
higher than the maximum load pressure, but also then the 
accumulator energy capacity is limited. Also the pressure 
difference between accumulator and system pressure is lost. 

 Figure 12: Usable energy capacity in a simple system, 
marked as blue 

4.2 Using an extra pump 

Figure 13 shows a hydraulic system, where an extra pump is 
used to charge and discharge the accumulator. The pump is 
mechanically driven from the engine and the transmission. It 
is then able to store braking energy and also energy from the 
engine, when the engine is not fully loaded. 

 

Figure 13: Additional pump/motor unit with accumulator as 
energy storing unit 

This kind of energy storing system has been proposed by the 
Purdue university research team for the Multi-Actuator 
Hydraulic Hybrid Machine Systems [6] see figure 14. 
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Figure 13: Additional pump/motor unit with accumulator as 
energy storing unit in 
Machine System
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The amount of the stored energy is controlled with the 
displacement control of the pump/motor unit. 

5.3.1 Energy storing from the engine 

When during the working cycles of the machine, there are 
periods, when the engine power is not fully used, the 
remaining energy can be stored to the accumulator. 

The amount of stored power can be controlled with the 
displacement control of the pump/motor unit. 

5.3.2 Braking energy 

Modern driveline designs, like hydrostatic transmissions, or 
CVT are able to transmit the braking energy from the drive 
wheels back to the diesel engine. The braking capacity of 
modern diesel engines is limited, and the braking energy 
cannot be stored. 

With the proposed system the braking energy from the 
driveline can be stored to the accumulator.  

The braking force and power can be controlled by the 
displacement control of the pump/motor unit.  

One big advantage of the braking energy storing system is 
that the wear and the heating of the vehicle brakes can be 
reduced. 

5.3.3 Energy storing from the hydraulic system       

If the hydraulic system is capable to return pressurized flow 
from the working hydraulic system, the returning oil flow 
from the main valve block can be restored to the 
accumulator.               

5.4 Re-use of stored energy 

Stored energy can be used for the working hydraulics. 

The pressure level of the hydraulic system is controller with 
the Load Sensing pressure. With the displacement control of 
the pump/motor unit the amount of oil that is taken from the 
accumulator or from the LS-pump can be controlled. 

The flow from the accumulator is used via the pump/motor 
unit to the main hydraulic system.  

The motor/pump unit transforms the pressure between 
system and accumulator pressure. When the pressure in the 
system is higher, than that in the accumulator the closed 
loop unit works as pump and takes the needed extra power 
from the engine. When the system pressure is lower, than 
the one in the accumulator the closed loop unit works as 
motor and releases energy to the engine, driveline or 
auxiliary devices. 

The whole accumulator capacity can then be utilized.      

Figure 16 shows the usability of the stored energy of a 50 
liter accumulator, with a total energy storage capacity of 350 
kJ.     

 

Figure 16: Energy usability in the proposed hydraulic 
hybrid system 

If the LS-pump is a unit that can work as a motor (mooring 
unit) the stored energy can be used for boosting the drive 
line or for auxiliary units. 

5.5 Power losses and efficiency 

The power losses of the proposed system can be defined as 
follows: 

	
 � 	��
���,�� � ���� � ���,   (5) 

where: 

Pl is power loss 

Pidle(p,n)  is constant power loss, depending of the pressure 
and rotation speed. 

Q is flow to (or from) the accumulator, 

ps is system pressure and 

pa is accumulator pressure. 

 The main power loss: 

���� � ���, 
depends only on the flow, which is stored or taken out of the 
accumulator and the pressure difference between 
accumulator and system pressure. 

This offers a remarkable advantage compared with 
traditional serial or parallel hybrid systems. 

5.6 Benefits 

The size of the engine can be reduced, because it only needs 
to deliver the average power, not the max peak power during 
the working cycle. 
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The hydraulic system can be designed as a normal Load 
Sensing system, where the main pump pressure is controlled 
by the LS pressure.  

The flow from the accumulator is used via the pump/motor 
unit to the hydraulic system. The LS pump size can then be 
chosen smaller or the working speed of the machine can be 
increased. 

The motor/pump unit controls the flow rate that is stored or 
taken out from the accumulator. 

The main advantages of the system are listed as follows: 
• Simple system design 
• Universally usable for restoring energy 
• No pressure losses, as in a valve controlled system 
• Min. energy transformation loses 
• Flow from the accumulator can be directly used for 

the working hydraulics: 
• Smaller main pump can be used 
• Reduced tank flow: smaller tank can be used 
• The accumulator energy storing capacity can be 

used on a wide pressure variation range and the full 
energy storage capacity of the accumulator can be 
used. 

6 Outlook and conclusions 

Hydraulic hybrid is a good alternative to improve total 
efficiency and to reduce the size of the engine in a mobile 
working machine. 

In the design of hybrid systems, it is important to reduce 
energy transforming losses to the minimum. 

The proposed new hydraulic hybrid system can fulfill all 
requirements regarding energy storing from different 
restorable sources. It is also capable to use the full 
accumulator capacity. And can minimize energy 
transformation loses.  

The novel system design has only been shown on a principle 
level. For real system some kind of power management 
system is needed to control the charging and the discharging 
functions. 
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Abstract 

This paper presents the results of a study focused on mathematical modeling of an 
excavator hydraulic system, composed by: the pump gray box model, the kinematics 
model and the valve white box model. The kinematics model  has been realized using the 
planar mechanical library of AMESim® and is composed by the front excavation tool: the 
arm, the boom and the bucket. The valve section white box model has been validate with 
the comparison between the numerical and experimental result obtained during the 
laboratory tests. The excavator is equipped by a full flow sharing valve, that is very useful 
in this kind of machinery when during a digging cycle all the valve sections are used at the 
same time. In this paper the excavator mathematical model system will be composed by 
the pump, the kinematics and two valve sections. The new system will be validated with 
the comparison between the experimental results, obtained with two sections working at 
the same time, and the numerical results provided by the simulation. The experimental 
results will be obtained in two different working conditions: standard operation condition 
and flow saturation condition. This will show the mathematical model capability in the 
study of the interaction between all the system components and could be useful in the 
study of alternative control strategies towards energy efficient systems and new control 
system designs.  

Keywords: Hydraulic Excavator, Load Sensing, Mathematical Model, Energy Saving.

1 Introduction 

In the last years, the simulation of the kinematics and 
dynamics of multi-body systems is a topic of 
increasing importance in many industrial branches, 
due to its potential for providing insight into inherent 
effects governing the systems’ behavior and for 
reducing manufacturing costs. Furthermore with the 
continuous petrol price rising the higher interest in 
energy saving is rising as well. Lots of researchers 
have been studying for years these topics. 
Focusing on mobile machineries, one of the primary 
needs is that of consume the less energy possible to 
complete a working cycle, like a standard digging 
cycle[1]. In other words one of the principal target 
being that of achieving more efficient machinery. Due 
to this, one of the first goals for machinery producers 

is the energy saving toward the optimization of their 
products, the system components interaction, and also 
with the introduction of energy recovery systems. 
Study such a complex system (like an excavator) 
require time, know-how and lot of money. Thus 
mathematical models are always more used. 
Typically, mobile machineries hydraulic system are 
composed by a variable displacement axial piston 
pump [2] and proportional directional valves [3]. The 
hydraulic system controls the kinematics movements, 
under user needs. 
An excavator system is a very complex nonlinear plant, 
and for this reason a suitable mathematical model is 
needed as well as a good simulation tool. 
Many qualities are required from mathematical models, 
including accuracy, predictability for the simulated 
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6 Conclusion 

This paper has presented the analysis of an excavator 
system. A nonlinear mathematical model of an 
excavator has been developed using the AMESim® 
modeling environment to replicate real operating 
conditions. The model is described by hydraulic model 
comprising of a load sensing pump, a flow sharing 
valve model and a 2D kinematic model to simulate the 
excavator front excavation tool. This approach has 
enabled the study of the dynamic behavior and 
interaction of the pump and valve with a completely 
developed kinematic model of the excavator. The 
detailed hydraulic model described regard a load 
sensing flow sharing valve block, composed by two 
valve sections model working at the same time. The 
mathematical model of the valve has been validated 
against experimental results in different conditions: 
standard operating without flow saturation and flow 
sharing condition, i.e. with flow saturation. The pump 
and valve models and their verification, as represented 
in this paper, offer a great deal of confidence in the 
individual models capabilities of recreating the 
functioning of an excavator. The last section of the 
paper provides an overall view of the hydraulic model 
capability coupled with the kinematics of the system, 
with the simulation of an arm-bucket movement. The  
results presented show the paramount of advantages 
that this model possess in aiding a pump and valve 
designers in analyzing/assessing the behavior of the 
components as a part of a complex system. 
The mathematical model of the excavator could be 
useful in future study of both new control system and 
new energy saving solutions. 
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Nomenclature 

A flow area [m2] 
Cd discharge coefficient - 

i volume index - ሶ݉ mass flow rate [kg/s ] 

p pressure [bar] 

V volume [m3] 

t time [s] 

Greek Letters 

β bulk modulus [Pa] 

ρ density [kg/m3] 

Acronyms

FC Flow compensator 
PC Pressure compensator 

PS System Pressure 

PLS Load Sensed Pressure 
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Abstract 

PTFE-based materials are widely applied for seals and are chemically compatible with almost 

all media and tolerate a wide temperature range. The weaknesses of virgin PTFE are the wear 

and deformational properties, which however can be improved significantly by incorporating 

suitable fillers. A range of PTFE-based seal materials exists on the market today, each with 

their strengths and short-comings. The idea of a universally applicable seal material is probably 

unrealistic. However, this paper reports the outcome of a project aimed at developing a new 

PTFE-based material (Turcon
®
 M12), which covers a significantly wider range of applications 

compared to existing PTFE materials. Shown results compare this new material with traditional 

PTFE seal materials using different types of hydraulic test-rigs, operating conditions and media. 

The results show that the new PTFE material matches the good extrusion, wear and 

deformational properties of PTFE/Bronze while being able to cope with conditions of starved 

lubrication without damaging the counter surface.  

Keywords: hydraulic seals, PTFE materials, test-benches, friction, wear, abrasiveness 

1 Introduction 

PTFE-based materials as a group are a well known standard 

for seal materials, which are applied in various hydraulic 

equipment [1-2]. PTFE is superior with respect to chemical 

and thermal resistance as well as low friction. Thus, PTFE is 

chemically compatible with almost all media and can 

operate in a wide temperature range [3]. The weaknesses of 

virgin PTFE are the wear and deformational properties. 

However, these properties can be improved dramatically by 

incorporating suitable fillers, which makes it possible to 

develop PTFE-based sealing materials with overall excellent 

properties.  

Glass and bronze are widely applied as fillers for PTFE 

under well-lubricated conditions. PTFE/Glass fiber 

materials have high seal efficiency but moderate extrusion 

strength, and require a hard counter surface in order to avoid 

hardware damage due to the abrasiveness of glass fibers. 

PTFE/Bronze materials combine high extrusion resistance, 

high wear resistance and high seal efficiency, but in critical 

applications scratches can in principle be created in two 

different ways: 1) bronze is a relatively soft material but in 

demanding applications, a high contact temperature may 

lead to tribo-oxidation generating hard abrasive particles 

(sulphides and oxides) and 2) bronze particles may offer a 

good substrate for hard particles to attach to thereby 

increasing their grinding action. 

Carbon/graphite particles and carbon fibers are widely 

applied fillers for PTFE under poorly lubricated conditions. 

Carbon/graphite is mild against the counter surface, and 

depending on the specific filler type, a good extrusion 

resistance can be achieved. However, Carbon/graphite tends 

to suffer from a low wear resistance. PTFE/Carbon fiber 

materials typically have a good wear resistance but a lower 

extrusion resistance relative to PTFE/Bronze. PTFE/Carbon 

fibers maintain a porous surface in service, giving good 

lubrication of the contact area but also somewhat reduced 

seal efficiency. 

In short, the typical fillers mentioned above all have their 

specific strengths and short-comings. Why, one might ask, 

should a new PTFE-based material be introduced to the 

market when a line of materials are available, which covers 

a wide range of applications? The answer: One sealing 

material, which combines the specific advantages of several 

existing materials, can bring a range of substantial 

advantages. 

The task presented to R&D was to develop a PTFE-based 

material for linear seals and scrapers, that would combine 

high seal efficiency with low friction, low wear on seal and 

hardware, as well as high extrusion resistance. On top of this 

it should not contain bronze, and be price-wise competitive. 

Needless to say this was no easy task, and it took years of 

analysis, testing and evaluation to develop the final 

candidate for field testing.  

This paper shows several seal test results obtained with this 

new material Turcon
®
 M12. The results are obtained using 

different types of test-rigs, which makes it possible to 

compare the performance with traditional seal materials 
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based on the following parameters: friction, wear, 

deformation, extrusion, seal ability and hardware damage 

under well-lubricated and poorly lubricated conditions, 

respectively. 

2 Experimental 

Turcon
®
 M12 consists of a complex blend of reinforcing, 

wear-reducing and non-abrasive mineral fibers together with 

friction reducing additives. The nature of the fillers, the 

particle distribution of the applied fillers and the finial 

composition are carefully adjusted with the aim of obtaining 

the best balance between properties such as wear resistance, 

extrusion strength, seal efficiency, low friction, low 

abrasiveness and fatigue resistance. Specific fillers are 

typically capable of improving certain of the mentioned 

properties but at the expense of others. The same also 

applies to particle distributions and the degree of filling. 

Thus, the challenge has been to find a balance between these 

adjustable parameters in order to obtain the best overall 

performance.  

Turcon
®
 M12 is compared with traditional PTFE-based seal 

materials, which are shown in the table 1.  

 

Table 1: traditional seal materials included for reference 

Material Degree of filling Abbreviations 

PTFE added pigment Very low PTFE/pigment 

PTFE filled with 
carbon fibers Medium PTFE/CF 

PTFE filled with glass 
fibers Medium PTFE/GF 

PTFE filled with 
bronze Medium PTFE/bronze 

PTFE filled with 
carbon particles High PTFE/carbon 

 

The data presented in this paper are obtained using four 

different test-rigs, which will be briefly introduced in the 

following. 

2.1 Standard Rod-Seal Test 

 

 

 

 

 

 

 

Figure 1: illustration of the applied Rod-Seal Test-Rig 

 

Table 2: parameters applied for the standard rod-seal 

testing. Note, the A-side works as a rod seal normally 

operates 

Test parameters: 

Pressure cycle (A-side) : p (out) = < 0.5 MPa 

                               p (in) = 30MPa                             

Pressure cycle (B-side)  :p (out) = 30 MPa 

       p (in) = < 0.5 MPa               

Stroke length   : 280 mm                                

Velocity   : 0.20 m/s                                

Rod   : ø50 mm hard chrome plated 

Medium no. 1  : HV 46, Mineral oil, Equivis ZS  

Medium no. 2  : HEES 46, Ester oil, Biohydran  

Temperature  : 55 °C                                 

Duration   : 200,000 cycles (112 km)        

Test specimen   : Rod seal, Turcon
®
 Stepseal

®
 2K 

 

2.2 Rod Seal Short Stroke / High Frequency Test 

 

Figure 2: picture of the Hydro-Pulse (short stroke/high 

frequency) Test-Rig 

 

Table 3: Parameters applied for the Hydro-Pulse (short 

stroke/high frequency) test 

Test parameters: 

Pressure  :15 MPa (constant)                                           

Stroke length : 5 mm                                          

Frequency :15 Hz                                            

Temperature  :60 °C                                               

Duration  :24 h (1.3 million cycles)                     

Medium  :HLP 46, zinc free mineral oil, 46 cSt.              

Test specimen :Rod seal, special Turcon
®
 Twinseal                    

Rod  :ø50 mm hard chrome plated steel 
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2.3 Rod Seal Wear and Endurance Test 

 

 

 

Figure 3: illustration (top) and picture (bottom) of the 

rod seal wear and endurance tester 

Table 4: parameters applied for the rod seal wear and 

endurance tester 

Test parameters: 

Pressure  : 20 MPa (constant)                            

Stroke length  : 10 mm                                           

Velocity  : 1 Hz                                                      

Rod  : ø50 mm hard chrome plated steel 

Medium  : HLP 46, zinc free mineral oil, 46 cSt. 

Temperature : 80 °C                                            

Duration  : 1,000,000 Cycles                                

Test specimens : Pri. rod seal Turcon
®
 Stepseal

®
 V 

  : Sec. rod sealTurcon
®
 Stepseal

®
 2K    

 

2.4 Side-Load Wear Ring Test 

 

Figure 4: illustration of the side-load test-rig 

 

Table 5: parameters applied for the side-load test 

Test parameters: 

Pressure  : 2.5 MPa (constant)                            

Side-Load : 8 N/mm
2  

(on the wear rings)                                                                 

Stroke length  : 250 mm                                        

Velocity  : 0.20 m/s                                               

Rod  : ø50 mm hard chrome plated steel 

Medium  :HV 46, Mineral oil, Equivis ZS, 46 cSt.        

Temperature : 50 °C (fluid temperature)            

Duration  : 100,000 Cycles (50 km)                      

Test specimen :Wear rings,  Slydring
®
  

3 Results 

3.1 Friction during Standard Rod-Seal Testing 

The friction data shown in this section is obtained using the 

standard rod seal test described in section 2.1. The friction 

values are for two rod seals at 30 MPa and are shown as a 

function of the number of cycles completed. 

 

Figure 5: friction for two Stepseal
®

 2K rod seals placed 

opposite each other in the same test-chamber. The 

hydraulic fluid is traditional mineral oil. Data is 

collected on the rod-seal test-rig described in section 2.1 

 

Figure 6: friction for two Stepseal
®

 2K rod seals placed 

opposite each other in the same test-chamber. The 

hydraulic fluid is a bio degradable synthetic ester fluid. 

Data is collected on the rod-seal test-rig described in 

section 2.1 

Side-load 

Drive-

cylinder 
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Addition of fillers to PTFE typically increases friction, 

which is also seen in figure 5 when comparing the very low 

filled PTFE/pigment material with PTFE/CF, PTFE/GF and 

PTFE/bronze. Note that Turcon
®
 M12 has the same low 

friction as PTFE/pigment, which demonstrates the ability of 

the incorporated fillers to maintain a low level of friction. 

The friction of PTFE/carbon drops to a surprisingly low 

level after about 100,000 cycles, which is explained by a 

rapid increase in leak rate observed midway through the test. 

The Stepseal
®
 2K rod seal test is repeated for some of the 

materials using a biodegradable fluid as medium instead of 

mineral oil, cf. figure 6. Turcon
®
 M12 has lower friction 

than PTFE/carbon, which is normally recommended for 

fluids with reduced lubricity, and is on level with, but more 

stable than PTFE/bronze. PTFE/CF shows the highest 

friction, which was also the case when operating in mineral 

oil. 

3.2 Friction of Wear Rings 

Table 6 shows measured coefficients of friction when 

testing wear rings as described in section 2.4. 

Table 6: coefficients of friction measured for Slydring
®
 

wear rings after 100 and 100,000 cycles, respectively. 

Data is collected on the side-load test-rig described in 

section 2.4 

Material 100 cycles 100,000 cycles 

Turcon
®
M12  = 0.13  = 0.14 

PTFE/carbon  = 0.11  = 0.18 

PTFE/CF  = 0.08  = 0.23 

PTFE/bronze  = 0.15  = 0.20 

 

PTFE/CF shows the lowest run-in friction of the four tested 

materials. The coefficient of friction for Turcon
®
 M12 has 

the same low value after 100,000 cycles as it had during 

run-in, whereas the friction for all the other materials 

increased significantly at the end of test.  

 

3.3 Leakage during Standard Rod-Seal Testing 

Rod seals are typically installed as systems rather than as 

single elements. At high system pressures the back-pumping 

ability of a single rod-seal may be hampered. Therefore, a 

secondary rod seal or a double-acting scraper is often 

installed behind the primary seal. This secondary seal 

operate at a lower pressure and will assist in maintaining 

hydrodynamic back-pumping and thus good seal-ability. 

Figure 7 shows the leakage behaviour for the two materials 

Turcon
®
 M12 and PTFE/Bronze when installed as a system 

consisting of two identical rod seals acting as a primary and 

a secondary seal, respectively. 

 

Figure 7: accumulated leakage versus the number of 

cycles completed for a seal system consisting of two 

Stepseal
®
 2K rod seals acting as a primary and a 

secondary seal, respectively. Data is collected on the 

rod-seal test-rig described in section 2.1 

It is seen that the Turcon
®
 M12 seal system is completely 

tight during the 200,000 cycles at 30 MPa. The 

PTFE/Bronze system also shows a good performance 

despite a small amount of leakage at the end of the test. 

3.4 Wear and Deformation of Wear Rings 

The reduction in w-measure (thickness) of wear rings after 

testing shows the combined effect of deformation and wear, 

cf. figure 8. It is seen that Turcon
®
 M12 has the lowest wear 

of the tested materials. The remaining (plastic) deformation 

is on the same level for Turcon
®
 M12, PTFE/bronze and 

PTFE/CF. The higher filled PTFE/carbon material has the 

lowest deformation but the wear is high, which is a 

frequently occurring weakness of this type of material.  

 

Figure 8: wear and deformation of Slydring
®

 wear rings. 

In order to separate the contribution from wear and 

deformation, respectively, the tested wear rings have 

been resintered. During resintering the reduced 

thickness caused by deformation is recovered and the 

remaining reduction in thickness is due to wear. Data is 

collected on the side-load test-rig described in section 

2.4 

3.5 Deformation and Wear of Rod-Seals 

Figure 9 shows the reduction of radial height of the seal 

profile (W) after testing, which is caused by deformation 

Turcon
®
 M12 

PTFE/Bronze 
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and wear. The lowest measured value is seen for Turcon
®
 

M12 both in mineral oil and in biodegradable oil. This result 

agrees well with the Slydring
®
 test shown in figure 8. In 

biodegradable oil the normally very wear resistant 

PTFE/bronze material clearly shows the highest w- 

reduction. This high level is due to wear of the seals and 

indicates that the applied fluid does not have as high a 

lubricity as the applied mineral hydraulic oil. 

 

Figure 9: reduction of radial height of the seal profile, 

W (a combination of deformation and wear) after testing 

in mineral oil and biodegradable oil, respectively. Data 

is collected on the rod-seal test-rig described in section 

2.1 

3.6 Wear and endurance test of a rod seal system 

Figure 10 shows cross-sections and seal faces of the 

examined rod seal system after the wear and endurance test 

described in section 2.3. Furthermore, the roughnesses of the 

countersurface before and after testing are shown in figure 

11. The short stroke movement combined with zinc free oil 

is considered especially critical from a lubrication and wear 

point of view. However, despite of this, the turning grooves 

from production of the seals can still be seen after one 

million cycles indicating a very low level of wear. The seal 

profiles look almost as new without any signs of extrusion. 

Furthermore, the roughness of the counter surface is 

basically unchanged. This shows a stable and constant tribo-

system with long lasting potential.   

3.7 Extrusion of Rod-Seals  

The level of seal extrusion measured after the standard rod 

seal test (described in section 2.1) is shown in figure 12. In 

mineral oil, Turcon
®
 M12 and PTFE/bronze have an equal 

performance, while PTFE/GF and PTFE/CF show higher 

extrusion. The lowest value is seen for the high filled 

PTFE/carbon.  In biodegradable oil, the lowest extrusion is 

seen for PTFE/bronze but the fact that it also has the highest 

wear rate in this fluid may interfere with the result. Material 

at the contact surface, which could have extruded may be 

worn away. The extrusion of Turcon
®
 M12 is close to the 

level seen for the high filled PTFE/carbon and significantly 

lower compared to PTFE/CF. 

 

Figure 10: seal profiles (top) and seal faces (bottom) 

after wear and endurance testing shown for the primary 

and the secondary seal, respectively. Data is collected 

on the rod seal wear and endurance tester described in 

section 2.3 

 

 

Figure 11: roughness of the hard chrome surface before 

and after wear and endurance testing 

3.8 Hardware Scratching - Hydro Pulse Test 

In order to compare the tendency of PTFE/bronze and 

Turcon
®
 M12 to scratch the counter surface under poorly 

lubricated conditions, a test is conducted using short strokes, 

high frequency and Zinc free oil, cf. figure 13. In the case of 

PTFE/bronze, there are relatively heavy axial scratches at 

the complete seal contact area. This may be initiated by hard 

metal particles either released from the rod or present in the 

system, which subsequently get caught by bronze in the seal 

material and thereby accelerate wear on the rod. Tribo-

oxidation may also play a role due to frictional heating. In 

the case of Turcon
®
 M12, a completely different result is 

obtained. Micro-scratching did not occur, and the grinding 

pattern from the manufacturing process of the rod is still 

visible even after 1.3 million strokes. Only a slight polishing 

of the metal surface has taken place.  
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Figure 12: extrusion of Stepseal
®

 2K rod seals in mineral 

oil and biodegradable oil, respectively. Data is collected on 

the rod-seal test-rig described in section 2.1 

 

    

   

Figure 13: evaluation of micro-scratching after testing 

with short strokes and high frequency in Zinc free oil. 

Illustration (top) and picture (bottom) of the steel 

surface after testing: A) PTFE/bronze and B) Turcon
®
 

M12. Data is collected using the Hydro-Pulse test-rig 

described in section 2.2 

 

4 Conclusions 

The aim with this new PTFE-based material, Turcon
®

 M12, 

has been to develop a material, which covers a significantly 

wider range of applications compared to existing PTFE 

materials. The results given in this paper show that Turcon
®
 

M12 matches the good extrusion, wear and deformational 

properties of medium filled bronze materials. The latter have 

limitations under conditions of starved lubrication or in 

media with reduced lubricity. Turcon
®
 M12 is significantly 

better suited to cope with such conditions due to excellent 

wear properties and its ability to prevent damage to the 

counter surface. Furthermore, Turcon
®
 M12 out-performs 

materials such as PTFE/carbon and PTFE/CF, normally 

recommended for fluids with reduced lubricity, on a number 

of parameters. Finally, both the wear ring test and the rod 

seal test shows that Turcon
®
 M12 is among the PTFE 

materials running with lowest friction. 
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Abstract 

A Cut-To-Length (CTL) forest harvester is used for felling, delimbing and bucking of the tree 

stems as forwarder is used to forward the logs cut to length to roadside landing for highway 

transport to the refining facilities like saw- and pulp & paper mills. Fuel consumption of forest 

harvesting operation is becoming a more and more important cost factor as the fuel prices are 

raising constantly. 

A number of studies exist on various hybrid systems related to on- & off-highway vehicles and 

work machines. This paper deals with technological possibilities and potential to cut down fuel 

consumption of a CTL harvester by implementation of a hydraulic hybrid system that is mainly 

designed to take care of the highest power demands. In order to be successful in this aim, a 

detailed analysis of the work cycle and present power management and transmission systems 

are needed. Engine load data together with relevant Arcnet and CAN bus messages as well as 

needed hydraulic system parameters are logged during actual work in order to understand the 

actual nature of the application in terms of work cycle.  

This study is focusing on a hydraulic hybrid system, as it seems to be an applicable solution to 

mobile work machinery in question. However – a background review of other hybrid solutions 

is also given. Some of the relevant advantages of a hydraulic hybrid system in forest machine 

application are also explained in this paper. 

Based on the prestudy and analysis on the work cycle – a promising potential for hydraulic 

hybrid system can be seen in a CTL harvester. Future work to be done is proposed to include 

simulations to make a more detailed dimensioning of the components and design of the system 

possible already before building an actual test setup. 

Keywords: Hydraulic hybrid, forest machinery, cut-to-length harvester

1 Introduction 

Steadily growing percentage of industrial wood raw 

material is harvested mechanically and increasingly carried 

out with modern Cut-To-Length (CTL) machines. Typical 

CTL forestry operation is carried out with two principal 

machine units, a harvester and a forwarder. A CTL 

harvester is used for mechanized felling, delimbing and 

bucking of the tree stems whereas forwarder is used to 

forward the logs already cut-to-length to roadside landing 

for highway transport to the forest industry facilities like 

saw- and pulp/paper mills. In the competing TL method a 

larger number and variety of equipment is typically needed 

on one site and often four individual machine types are 

used[14]: feller-buncher, skidder, loader and processor. 

Despite of the fact that CTL machinery is often considered 

more fuel efficient than Tree-Length (TL) method and 

machinery used - the fuel consumption of CTL machinery 

is also becoming a more and more important cost factor. 

Fuel prices are supposed to continue rising globally which 

is coming into a conflict with the forest industry’s objective 

of still lowering the harvesting cost per timber cubic meter 

in the future. 

2 Review on the recent development on hybrid 

systems – both in industry and research 

A brief review on the development of various hybrid 

solutions in both on- and off-highway vehicles and mobile 

work machines is given. Many of the discussed hybrid 

systems are still in prototype or demonstration phase but 

some of them already in serial production. In this study the 

term hybrid is widely understood as a system with more 

than one power source – even though only a single primary 

power source typically exist in vehicles and mobile work 

machines. 

 

2.1 On-highway vehicle hybrids 

During the last decade, a number of electric hybrid driven 

on-highway vehicles have entered serial production. In 

these vehicles the fuel economy has typically been 
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improved by accompanying an internal combustion engine 

(ICE) with one or more suitable assisting electric motors 

that are connected to the energy storage system like 

Lithium-ion battery pack. Typically a suitable battery 

management system (BMS) is also needed. This way the 

ICE can be dimensioned for lower peak load in a more 

optimal way to suit the average drive conditions. Of course 

the other approach is to use the stored hybrid power as a 

hybrid-boost functionality, often both functionalities can be 

incorporated into the same system. Brake energy can also 

effectively be recovered into the energy storage of the 

system. The electric motor can take care of the highest 

power demands and on the other hand make it possible to 

use start/stop functionality which is very useful in stop-and-

go urban traffic. Remarkable fuel savings and CO2 emission 

reduction have been proven especially in urban driving – 

also some all-electric range can be provided with large 

enough energy storage. 

Both series and parallel hybrid designs exist in passenger 

car segment and all the time more models will be available. 

Earlier the ICE of electric hybrid passenger cars was 

typically chosen to be petrol driven, but more recently some 

European car manufacturers have started to turn towards 

diesel-electric hybrids also in passenger cars [13]. 

Mercedes-Benz is also introducing a new functionality 

named “sailing” in this E300 Bluetec Hybrid model which 

means that diesel engine is automatically shut down and 

disengaged from the powertrain also on higher speeds up to 

160 km/h when the electric drive is able to maintain the 

constant speed. In other words on flat gradient or decline, 

like motorway conditions an all electric drive is used as 

long as there is stored energy available or the driver wants 

to take over. 

Hydraulic hybrids in on-highway applications have so far 

been mainly tested and used in heavier commercial vehicles 

that typically drive in urban conditions and a remarkable 

amount of acceleration and braking of the vehicle – with 

relatively heavy vehicle gross weight is included in the 

daily work cycle. In this kind of application the payback 

time for a hybrid drive system can easier be short enough to 

make it also commercially viable. As an example garbage 

and delivery trucks have been the most potential application 

environments for this kind of technology. A well known 

commercial hydraulic launch assist (HLA) system is 

delivered by Eaton Corporation. This system is claimed to 

deliver 15 to 30% better fuel economy and simultaneously 

more than four times longer brake life [21]. These numbers 

have obviously convinced a number of large logistics 

companies and the HLA system is already in use in 

commercial vehicles. 

Interestingly - more attention is given on hydraulic hybrids 

also on small passenger cars as the cost level hydraulic 

hybrid seems to be very competitive yet an excellent fuel 

efficiency can expected. PSA Peugeot Citroen launched 

recently a hydraulic hybrid platform called Hybrid Air and 

states that it will be available on B and C segment 

passenger cars as well as some commercial vehicles [20]. 

This platform including hydraulic hybrid components like 

high and low pressure accumulators as well as hydraulic 

pump and motor with the needed hydraulic lines can be 

seen in fig 1. 

 

Figure 1. “Hybrid Air” petrol full-hybrid – by PSA Peugeot 

Citroen. A hydraulic hybrid shows great potential in 

passenger cars as well. [20] 

The manufacturer of Hybrid Air is claiming that the 

technology will be affordable and provide up to 45% fuel 

savings in city traffic when compared to conventional 

engines with the same power rating. Furthermore it is 

emphasized that the environmental footprint is significantly 

reduced and the materials used throughout the power 

system are plentiful and easily recyclable for a lower 

overall impact on the environment. In contrast to hydraulic 

hybrid this is not the case with e.g. rare-earth elements 

typically used in modern high power electric energy storage 

systems. It is also stated that hydraulic hybrid technology is 

viable in all markets and climates regardless of the extent of 

the service network, which is a great advantage. According 

to the manufacturer more than 80 patent applications have 

been filed related to this technology [20]. 

In fig 2 vehicle power systems price is compared with CO2 

emissions. Manufacturer is claiming that the trade-off 

between CO2 and power system price is simply unmatched 

by any of the current other hybrid technologies. 

 

Figure 2. Price vs. CO2 emission comparison by PSA 

Peugeot Citroen. [20] 
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Furthermore an interesting electro hydraulic hybrid has 

been proposed to be used in a commuter car in a study by 

Innas BV [18]. The vehicle driveline concept is based on a 

serial hydraulic hybrid replacing the mechanical drive 

transmission. Studied driveline is based on a hydraulic grid 

which makes the implementation of an electric power 

source easy. The concept is said to combine the optimal 

capabilities of both hydraulic and electric driveline and 

energy storage. These capabilities include reasonably long 

all-electric operating range of up to 25 km that gets very 

useful in urban zero emission traffic, and on the other hand 

performance characteristics comparable with reference car 

thanks to the  hydraulic hybrid system which works as the 

backbone of the drive system. Fuel consumption as well as 

CO2 emission were stated to be more than 30% lower than 

the values with respective reference car – even with the 

hydraulic driving in use only. 

 

2.2 Off-highway vehicle and work machine hybrids 

Various hybrid systems are also entering mobile work 

machine business and the most popular application for the 

hybrid drive seems to be a hydraulic excavator with 

rotatable upper structure. This design can generally be 

taken as a machine type with a high production volume in 

the industry and where the fuel saving potential is thus 

remarkable. Typically in the hybrid excavators the swing 

function of the upper structure is driven with an electric 

motor and this way swing function braking energy can be 

recovered to energy storage system like ultra capacitor or 

battery pack or their combination. A large number of 

patents publications exist related to electrical hybrid 

systems and especially control of such systems [4]. The 

hybrid system usually also includes a power generation 

electric motor that is typically mounted on the pump divider 

gear connected to the main drive train. This way also 

parallel hybrid functionality can be added to the machine in 

a feasible way and extra power is available to all or most of 

the power train of the machine if needed. 

In fig 3 below the working principle of a Komatsu hybrid 

excavator is explained. 

 

Figure 3.Working principle of the electric hybrid system of a 

Komatsu hybrid excavator.[9] 

Mobile work machine manufacturer Komatsu Ltd. [9] 

claims that their PC200-8 Hybrid excavator achieves 25% 

fuel savings on average use. Fuel saving potential is 

however strongly linked to the actual work cycle of such an 

excavator and as the manufacturer is stating, savings can 

also be remarkably higher if upper structure swing function 

has a more important role in the work cycle. This is quite 

natural as swing function is the only function with energy 

recovery functionality. This is emphasized in fig 4. 

 

Figure 4. Claimed fuel consumption reductions of a 

Komatsu PC200-8 Hybrid Excavator.[9] 

Electric hybrid systems are tested also in recent CTL forest 

machinery, for example a Swedish manufacturer El-Forest 

Ab has already for a number of years tested and developed 

forwarder with electric hybrid system for both drive 

transmission [3] in serial hybrid design as well as boom 

system with parallel hybrid functionality. El-Forest B12 

forwarder is stated [10] to provide 25% lower fuel 

consumption than respective machine with traditional 

power transmission. A little later this same electric hybrid 

technology by El-Forest Ab has also been fitted to a CTL 

harvester manufactured by a Finnish company ProSilva Plc. 

In this harvester application the electric hybrid system is 

only driven in parallel mode, assisting the diesel engine 

serving as the prime mover of the hydraulic systems of the 

machine. ProSilva is claiming [11] that in their 910EH 

harvester the diesel engine was downsized from 155kW 6-

cylinder engine to a 60kW 4-cylinder unit without 

compromising the harvesting power. If this is taken as a 

matter of fact it can be concluded that a remarkable 

downsizing potential really exists. 

A simple hydraulic hybrid solution for a CTL harvester was 

studied and tested by a German company HSM GmbH [5]. 

In this machine a hydraulic accumulator with volume of 60 

liters was connected in parallel with the variable 

displacement pump in order to feed the same harvester head 

hydraulic circuit. Hydraulic accumulator was connected to 

the standard hydraulic system via safety valve block and 

2/2 charge and discharge on/off valves as seen in fig 5 [5]. 
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Figure 5. Hydraulic diagram of HSM 405H2 harvester with 

the studied energy storage system. [5]  

The following aims were addressed for the studied system: 

more even engine load, higher delimbing power, better 

dynamics for delimbing feed start, lower pressure peaks 

during deceleration of delimbing and finally the shifting of 

the engine operation point to best efficiency area. The 

energy storage capacity of the used hydraulic accumulator, 

ca. 360 kJ was in the study used for a hybrid boost which 

was roughly calculated to be able to increase the available 

power from 175 kW diesel engine ca. 50% say 90kW for a 

maximum period of four seconds. On the other hand it 

would have been possible to do downsizing on diesel 

engine as well as on the hydraulic pump maximum 

displacement and achieve e.g. fuel savings that way. 

However, even with the studied hybrid boost functionality, 

up to 20% fuel efficiency improvement was observed as the 

fuel consumption was measured in liters per harvested 

cubic meter of timber. In other words also increased 

production possibly had an effect on the fuel consumption 

comparison. The main drawback of such a simple energy 

storage system is however that not all of the energy storage 

capacity can be effectively used in the application, because 

as the accumulator pressure is lowered to the same level or 

under the actual circuit pressure – the stored energy is no 

more really useful. In mobile work machines as well as in 

vehicles in general it is not easy or economical to oversize 

the energy storage but on the contrary the installed capacity 

should be exploited in its entirety. This problem needs to be 

addressed with a more advantageous connection of the 

hydraulic accumulator to the hydraulic system. In a good 

solution most of the energy storage capacity of a hydraulic 

accumulator can be used in parallel also with the full 

system pressure in the work hydraulics.  

Research related to hydraulic hybrids is often concentrating 

to vehicle propulsion and drive transmission systems as 

industrial production volumes and on the other hand also 

braking energy recovery possibilities there are remarkable. 

Rydberg is comparing electric and hydraulic hybrids, 

especially in the field of vehicle propulsion in his study 

[12] and states that hydraulic hybrid systems create a 

unique opportunity to optimize the engine loading at all 

speeds. Furthermore hydraulic machines are told to have 

around five times higher power density than electric 

machines, which is a great advantage when manufacturers 

are packing the components to limited space in the vehicles. 

Often the situation is also that the same machine layout 

should be possible to deliver with the hybrid solution as 

well as with the more traditional power train and this means 

that possibly needed extra room for hybrid system 

components can be hard to find. Higher power density is 

also stated to give the opportunity to use direct hydraulic 

drive and leave out mechanical gearing that is typically 

needed in electric hybrid systems. Interestingly, the round-

trip efficiency of a hydraulic accumulator is known to be 

higher than for the electric battery, especially in 

applications with frequent acceleration and braking. On the 

other hand it is quite obvious that an ultra-capacitor (UC) or 

a combination of batteries and UC would most likely make 

a better alternative to serve as energy storage of a highly 

dynamic electric hybrid application. However the cost level 

of ultra-capacitors is known to be relatively high. 

One recent and interesting commercial activity on the 

narrow area of work machine hydraulic hybrids seems to be 

Caterpillar Inc. releasing its new 336E H Hydraulic hybrid 

excavator [19]. In this machine weighing 37.200 kg and 

having installed engine power of 230 kW, the upper 

structure swing brake energy is stored to hydraulic 

accumulators and reused at the time of next swing 

acceleration. Not much technical facts are unfortunately 

available at the moment, but the manufacturer claims fuel 

savings as high as 25% compared to a respective machine 

unit with traditional hydraulic system. The improved fuel 

efficiency is said to give return on investment in as short 

time as one year, more typically in 18 months. Caterpillar is 

also stating that more than 300 patent applications were 

filed for the technology developed in the 336E H. 

Also a number of other studies to improve the energy 

efficiency of hydraulically driven mobile work machines 

have been carried out earlier. Many of them have concerned 

various hydraulic energy recovery or boom balancing [5, 8] 

solutions that aim to increase hydraulic system efficiency 

by directly reusing potential or kinetic energy to other 

functions or storing the energy for later use. However these 

studies have been earlier discussed as boom dead weight 

balancing systems or potential energy recovery or reuse 

systems – more than hydraulic hybrid systems. 
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3 Power transmission system of a CTL 

harvester  

In a typical CTL harvester the harvester head is supported 

and moved with a purpose built hydraulic boom system in 

order to reach the trees to be felled and processed. Actually 

almost all power transmission in the machine is 

implemented by a hydraulic system and its actuators. In case 

of PONSSE Ergo harvester that can be seen in fig 6 - two 

independent open circuit hydraulic systems are used, one for 

the boom and another for the harvester head. The harvester 

head circuit is being fed by a 190 cm
3
 variable displacement 

pump with electrical maximum displacement control, the 

pressure level also being electrically adjustable in order to 

match these parameters accurately for each work phase and 

function. This way excess system flow and pressure can be 

satisfactorily avoided in most cases. By adjusting the 

maximum pump displacement the actuator speed can be 

controlled in a more efficient way than using throttling in 

proportional directional valves. One example of this is that 

the maximum feed speed of the log is limited with pump 

displacement and valve control is only used for more 

accurate positioning when approaching the desired cutting 

position on the tree stem. 

 

Figure 6. A Cut-To-Length harvester felling a tree on a full 

boom reach. Functions of crane and harvester head are 

often activated simultaneously and this creates high 

intermittent power demand. Photo: Ponsse Plc. 

An embedded Arcnet / CAN bus based control system is 

managing these pressure and volume flow settings as well as 

reading the operator input and controlling the actuators of 

the system and the diesel engine that serves as the prime 

mover of the whole machine. 

Variable displacement pump driving the boom system has a 

maximum displacement of 145 cm
3
 and is controlled with a 

Load Sensing (LS) governor as very typically in mobile 

work machine boom systems like this in order to achieve 

state of the art efficiency. 

The hydraulic pumps of these circuits are driven with an 

Euromot Stage 3B compliant diesel engine with nominal 

power of 210 kW (@2200RPM) and torque of 1120 Nm (@ 

1200 to 1600 RPM) via a pump divider gear with two 

parallel outputs. 

These two main hydraulic systems of a CTL harvester can 

generate remarkable power demand to the diesel engine 

especially when both boom and harvester head functions are 

utilized simultaneously during harvesting work. Other 

hydraulic circuits and functions are as well present within 

the machine, including hydrostatic drive transmission for 

example as well as hydraulic fluid filtration & cooling 

circuits. More rarely also drive transmission can be used at 

the same time with harvester head and boom functions. The 

main hydraulic systems and their pump placement on the 

pump divider gear are generally shown in the fig. 7. 

 

 

 

Figure 7. The main hydraulic system of a PONSSE Ergo 

harvester. Schematic figure by Ponsse Plc.  

3.1 Power demand and how to manage it 

The power demand from the prime mover is typically highly 

dynamic in a CTL harvester and for this reason the diesel 

engines typically need to be dimensioned for remarkably 

higher maximum power than the average harvesting work 

load. Furthermore diesel engines typically have their most 

fuel efficient working point in lower RPM range, in case of 

PONSSE Ergo between 1200 to 1400 RPM where the 

highest nominal power is not available and thus even more 

oversizing may be needed. 

As the challenges caused by the harvester work cycle have 

been around for a while - there are a number of different 

approaches to manage these high-power, but typically short-

duration power peaks, some of which being the following: 

 dimensioning of the primary mover, typically 

diesel engine simply for the highest possible 

intermittent power demand 

 use of power limiting governor and/or control 

approach on one or more of the variable 

displacement hydraulic pumps 

75



 forecasting and estimation of foreseeable power 

demand changes based on the knowledge on a 

typical work cycle and controlling the engine in 

beforehand and taking the advantage of the 

hydraulic system delays [6] 

 Power demand estimation based on measured 

signals like tree stem diameter indirectly describing 

the needed power level for each individual tree to 

be processed [7] 

However, measurements and experience has shown that the 

maximum power needed can be easily over twice the 

average power in a Cut-To-Length harvesters work cycle. In 

other words the present solution can not be the optimal one 

in terms of fuel efficacy or component dimensioning. 

In history when engine exhaust emission regulations were 

not as strict as today, one way to improve engine dynamics 

in front of high step-like loads was to choose as heavy 

flywheel option for the engine as possible. This way the 

engine could a little easier go over rapid load transients. The 

drawback of this approach was of course excess weight and 

the fact that that engine RPM recovery was inconveniently 

slow if the engine was stalling after a little longer power 

demand. The prevailing diesel engine exhaust emission 

regulations [1] are however making the use of this approach 

practically impossible. 

It is also possible to use power limiting governors on 

variable displacement pumps, but this is typically 

compromising the productivity and ruining the smooth and 

fast operation of a hydraulic boom system with expected 

high dynamic performance. On the other hand especially in 

harvester head circuit high intermittent power is simply 

needed in order to be able to cut through the thick tree 

branches with delimbing knives. This dynamical 

requirement of delimbing process and especially the 

acceleration phase at the start of the function are also 

depicted in the study by company HSM [2]. Also cross 

cutting process is very critical in terms of time and 

maximum power available as if the cut starting from the 

upper side of a log is too slow, the log will have too much 

time to be bent and this will damage the valuable sawmill 

logs with longitudinal splitting, so called end checks [15] 

that are known to be specially harmful problem for sawmill 

and veneer industry. 

Also different ways to more intelligently control the engine 

of a forest machine exist on the market. Modern diesel 

engines with electronic engine control units (ECU) can be 

controlled with reasonably quick response. This way it may 

be advantageous to deliver a short extra RPM or fuel 

injection request to the engine as soon as it is clear that 

increase in engine load will take place soon. Typically in a 

harvester for example it takes some hundred milliseconds 

for the system pressure level to rise in harvester head circuit 

– after the feed or saw function is activated by the operator 

or an automatic control sequence. This delay gives the 

control system a possibility to tell the engine shortly 

beforehand that a load peak will be coming soon and the 

engine can prepare for that event with a more dynamic 

response [6]. 

Another proposed system is to measure the tree diameter 

when the harvester head grabs the tree to be processed [7]. 

Tree diameter value and possibly operator entered tree 

species could for example be the basis for engine control 

which basically could ask for more engine RPM or torque if 

the tree to be processed is bigger and thus most likely 

heavier to process than the earlier ones.  

It is quite obvious that a suitable parallel hybrid system 

could be very useful in tackling these problems in an 

intelligent way. Therefore - parallel hybrid systems capable 

of evening out the power peaks of the work cycle are of 

great interest among forest machine manufacturers. 

4 Motivation 

As fuel prices have been rising remarkably, the fuel cost of a 

Cut-To-Length harvesting operation have already reached a 

level that can be compared to other factors of production in 

the harvesting process, for example operator labor cost on at 

least some market areas. Therefore more and more interest 

to novel solutions reducing the fuel consumption is brought 

to discussion. For example a Cut-to-length harvester can 

yearly run 1500 to 7000 work hours in the forest with a 

average fuel consumption of 10 to 15 liters per hour which 

will mean yearly fuel consumption of 15.000 to 105.000 

liters. With diesel fuel prices exceeding of 1 Euro for liter, 

this clearly has a remarkable effect on the operating costs of 

such piece of work machinery. 

Also in forestry sector - hybrid solutions are found attractive 

at seen at least from two different points of view, them 

being the one of an end user of the machinery as well as the 

one of the original equipment manufacturer (OEM). 

4.1 Motivation of engine downsizing for the forestry 

contractor and machine owner 

A machine with downsized engine and a hybrid system 

taking care of the short-duration, high-power peaks - will 

most likely be able to deliver better fuel economy of the 

logging operation. It is also possible that the engine 

response and dynamics can be even better than with a 

traditional solution – as hybrid system can provide high 

power to the system for the needed short times. This would 

help the operators to achieve higher productivity and in 

some cases also higher work quality. Especially cross-

cutting and delimbing quality is often compromised if the 

needed power and dynamics is not available during the 

work. 

Furthermore - the use of a downsized engine will possibly 

result to more compact machine layout and for example 

better visibility and agility of the machinery as well as 

lowered noise and vibration levels at the operator’s station. 

Typically - downsizing from a 6-cylinder diesel engine to 4-

cylinder engine cuts already 200…300 mm of the engine 

length which actually could have an effect on the engine 
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hood that is typically compromising the visibility as well as 

affecting the maneuverability of the machine.  

Service and maintenance cost can also be lower for 

downsized smaller diesel engine which works assisted by a 

hybrid system evening out the heaviest loads. 

4.2 Motivation for the forestry equipment OEM 

Especially with the diesel engines meeting the latest exhaust 

regulations it has been noticed that not only the engine itself 

causes costs related to the power generation system. Also 

cooling system, exhaust after treatment (EGR, SCR, DPF 

etc.) systems etc. cause remarkable costs and require lot of 

room on the machine layout. These costs and component 

dimensions seem to be in relation in the first place to the 

engine displacement and on the other hand to the engine 

nominal power rating. 

In other words a possibility to replace a 6-cylinder engine 

with a shorter, say 4-cylinder unit would not only free up the 

room right next to the engine, but also from other parts of 

the engine bay as engine cooler and exhaust systems will be 

smaller on the machine. With the right hybrid system design 

a small diesel engine combined with a hybrid system could 

perform as good as a larger displacement diesel engine 

without hybrid. Hybrid solution can also be attractive in 

terms of component and manufacturing costs but this is 

more case specific. 

On the other hand a hybrid system could of course be used 

to provide power boost functionality to a present solution 

and make a higher productivity and performance possible 

without the need to increase the engine displacement and 

dimensions. 

5 Work cycle of a CTL harvester 

In order to evaluate the potential of a hybrid system in a 

harvester it is very important to know the work cycle in as 

many detail as possible. Therefore a set of measurements in 

actual harvesting work were carried out. Some details of the 

measurements are presented in the following. 

 

5.1 Work cycle measurements 

A large number of Arcnet/CAN bus signals were logged via 

the machine control system. Also some separately 

instrumented flow and pressure measurements were 

collected. An overview of over 60 signals altogether, logged 

or measured can be seen below: 

 

 all operator entered input signals to the machine 

control system (boom control lever and harvester 

head function key signals, drive direction, drive 

speed etc.) 

 

 a number of CANbus messages from the diesel 

engine (RPM, engine load percent, intermittent and 

cumulative fuel consumption data) 

 

 system pressure and volume flow data (boom 

circuit volume flow, LS pressure and circuit 

pressure, harvester head circuit volume flow and 

pressure) 

 

Measured work cycles were also captured on video in the 

same time domain in order to be able to trace each measured 

work phase also on the video for checking the actual work 

done with the machine. 

Measured harvesting work included harvesting of different 

size trees in actual harvesting work. Diameter and length of 

each tree and log among other operator input data (log 

assortments, tree species etc.) was measured and 

automatically saved for each tree in a .stm file per StanForD 

standard (Standard for Forest machine Data and 

Communication) [17] with the harvester measurement 

system. 

 

5.2 Work cycle analysis 

It is well known that the work cycle of a CTL harvester 

typically consists of rather short duration duty cycles - that 

are - quite naturally linked to short phases of the actual 

harvesting work. This means processing the trees with the 

crane and the harvester head, in more detail including the 

following sub cycles: 

 if needed - driving the machine to the next working 

position on the logging site 

 moving the harvester head with the crane to the 

next tree and grabbing it 

 felling the tree by cutting it with the high speed 

chain saw an directing the tree to fall to the desired 

direction 

 feeding the tree trunk through the harvester head 

with the feed rollers and at the same time 

 delimbing the tree with the delimbing knives 

 as well as measuring and bucking the tree in 

desired dimensions with the cutting saw 

 dropping the tree top to the ground by opening the 

feed rollers and delimbing knives and tilting the 

harvester head into the upright position 

 moving the harvester head with the crane to the 

next tree and grabbing it 

This work cycle related to processing of one tree is then 

normally repeated hundreds or thousands of times a day or 

during each work shift. 

In fig 8 it can be seen how ten different main functions of a 

harvester machine are used during processing of two 

consecutive trees. 
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Figure 8. Processing of two consecutive trees with a Ponsse 

Ergo harvester. Activation of 10 different harvester 

functions shown as a Gantt chart.  

For example slightly longer cutting saw activations 

(function 10) are needed when the tree is being felled. These 

moments can be seen on the t[s] axis at ~ 12 seconds and ~ 

47 seconds. The cross-cuts and feeding of the tree (function 

9) are then taking turns as long as the whole tree is 

processed. In this case tree 1 obviously comprised of four 

logs and tree 2 of three logs. It can be seen that during 

cutting and feeding also boom functions are used. 

Sometimes several functions simultaneously. 

Of course the CTL harvester machine needs to be moved a 

short distance between work positions once in a while – but 

this propel function implemented with a hydrostatic-

mechanical drive transmission is not really important in 

typical work cycle of the machine type in terms of power 

demand or lifecycle fuel consumption. Thus the drive 

transmission is so far excluded in the study even if 

transmission data was also logged. On the other hand 

propelling of the machine is typically not used 

simultaneously with the tree processing functions – even if it 

is actually possible with some limitations. 

It is clear that harvester head cutting saw as well as tree 

feeding roller rotation functions are the most important 

power consumers in a CTL harvester, also crane functions 

having a remarkable power need. Especially when two or 

more of these functions are activated at the same time – high 

power peaks can be observed in the hydraulic system as well 

as high torque values at the diesel engine. 

Very typically these loads can be almost step-like load 

transients, which are difficult to handle for a diesel engine 

without compromising the exhaust emission levels. 

Especially the latest diesel engine exhaust emission 

regulations like the Euromot Stage 3A and 3B [1] have 

caused that the fact that engines have to be dimensioned to 

remarkably higher power level than the average power 

demand in a CTL harvester application. 

Of course the actual power demand depends on the trees and 

the forest to be cut and processed but typical average power 

demand from PONSSE Ergo harvester can be lower than 

100 kW even on a regeneration harvesting site – despite of 

which the engine is dimensioned to 210kW in order to be 

able to handle the highest power peaks without 

compromising the productivity or processing quality. Also 

work methods of the operator and operator set system 

settings can have a remarkable influence on this power 

demand 

In fig. 9 a measured typical power demand curve for 

harvesting work is shown. The maximum peak power 

demand level at this harvesting site seems to stay mainly 

below 180 kW level as the average power level is slightly 

over 80 kW. Power peaks exceeding the average power are 

coded with red colour and power levels below average 

power is coded with blue colour.  In other words the 210 kW 

engine is pretty much required to take care of these loads 

even if it is heavily oversized when compared to the average 

load. On the other hand tree size during the measurements 

was not the absolute maximum for this machine and the 

power demand will still be higher when working with larger 

timber. 

 

Figure 9. Actual power demand from the 210 kW diesel 

engine of a PONSSE Ergo harvester during 300 seconds of 

harvesting. 

On the other hand if a constant output power of 

approximately 80 kW is taken from the diesel engine, the 

excess power needs to be taken care with the secondary 

power source, the hybrid system and its energy storage. 

In fig. 10 a shorter seven second long section of the 

harvesting work zoomed in. It can be seen that power peaks 

typically last only short time, typically 1 to 2 seconds a 

couple at the time and then the power level comes down – 

which would give us a chance of engine downsizing with 

reasonable energy storage dimensioning. 
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Figure 10. Actual power demand in kW from the 210kW 

diesel engine of a PONSSE Ergo harvester during seven 

seconds of harvesting. 

The energy / work of a single power peak can be determined 

as an area between the given constant (here average) power 

level and actual power curve. In other words by integrating 

the power curve over time from point a to b as shown in 

equation 1. 

 

         

 

 

 

 

(1) 

Trivially - the basic principle to dimension a hybrid system 

to take care of the power peaks is to dimension its energy 

storage capacity as well as power transforming means to be 

able to handle the energy flows in an adequate manner. 

Based on the measurements done in this study, a typical 

amount of energy needed from the hybrid system for a 

single power peak is typically around 100 kJ, when 

calculated based on the average power. In this rough 

estimation hybrid system component losses are not 

considered. However in some parts of the work cycle there 

is not enough time available to keep the energy balance on 

the positive side with energy storage capacity of 100 kJ, but 

more energy storage capacity is needed. 

Energy balance of the energy storage and the hybrid system 

in general is discussed in fig. 11 which shows the calculated 

cumulative energy needed from the energy storage during 

the measured harvesting work cycle. This curve is calculated 

based on the assumption that the diesel engine only provides 

a constant power of 84,2 kW and all power exceeding this 

level is taken from the energy storage. From the curve in fig. 

11 it can be seen that there are periods when the energy 

demand stays high for extended period of time. For example 

the part of the work cycle between moments t[s] ~ 470 

seconds and ~ 620 seconds seems to require almost 1200 kJ 

of energy. 

 

Figure 11. Theoretical cumulative energy needed from the 

energy storage during measured harvesting work cycle – 

based on the assumption that diesel engine provides 

constant power of 84,2 kW and everything exceeding that is 

taken from the energy storage. 

On the other hand if the aim is to look for engine 

downsizing from the starting point of 210 kW 6-cylinder 

engine, we can choose for example 145 kW or 129 kW 4-

cylinder engine and still take away two cylinders as well as 

downsize engine displacement dependent add-on systems 

like cooling system and exhaust gas after treatment. 

Anyhow - this extra power margin over the average power 

level allows the engine load to be higher also for little longer 

times – and still keep the energy balance of the hybrid drive 

on the positive side. It may also be a good idea to think 

about allowing the diesel engine to operate on variable or 

adaptive power level depending on the actual work 

conditions. Also different kind of hybrid operation modes 

can possibly be taken into implementation – for example 

one setting or mode could aim for lowest fuel consumption 

but as a drawback, performance would be possibly more or 

less limited. Respectively another setting could aim for 

maximum performance or “power boost” functionality, but 

most likely compromising the fuel efficiency. 

However a rough estimate for the needed energy storage 

capacity for engine downsized PONSSE Ergo hybrid 

harvester could be about 300kJ to 500 kJ, which is still 

reasonable to implement also with hydraulic accumulators 

as well as with electric energy storage systems. 
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6 Choosing the hybrid system 

Choosing the right hybrid solution for a CTL forest machine 

needs to be done based on the work cycle. First of all in this 

study a harvester machine is only considered as it seems to 

be the more interesting machine type in terms of load cycle. 

In other words harvester load cycle is thought to be more 

difficult and dynamic than the one of a forwarder and thus 

the potential for hybrid system payback would be better. 

Then choosing between electric and hydraulic hybrids is the 

next question. Hydraulic hybrid seems to have a number of 

clear advantages compared to electric hybrids. Some facts 

that stand for hydraulic hybrid in CTL harvester application 

are discussed hereinafter. 

Naturally it is a good idea to avoid all unnecessary energy 

conversions if possible, because every conversion causes 

losses. Almost all of the functions in a CTL harvester are 

implemented hydraulically and with hydraulic actuators 

mainly because of the high power to size & weight ratio. If 

an electric hybrid system would be chosen that would 

naturally mean more energy conversions between electric 

and hydraulic energy which should be avoided. Possibly 

some of the forest machine functions could be direct electric 

drive, but not the majority. For example replacement of 

hydraulics in forest machine boom systems and especially in 

the harvester head simply does not seem to be realistic in the 

near future.  

On the other hand forest machinery manufacturers as well as 

their dealer and service network are familiar with hydraulic 

power transmission and also energy storing into hydraulic 

accumulators as on the opposite – high current and voltage 

electric hybrid drives are often totally unknown technology 

in the business. This would mean very high requirements on 

service people training and most likely demand for officially 

qualified electricians in the service organization. 

On the other hand it is a fact that forest machines rarely 

work close to infrastructure like power grid – where 

electrical energy could be available to introduce plug-in 

functionality. This possibility for example by charging 

energy storage from grid could be an interesting topic for 

mining, earthmoving or material handling machinery that 

may operate extended times close to energy available from 

the electric grid and sufficient energy storage capacity could 

be mounted on board. 

Forest machines also work in really harsh circumstances and 

also service often has to be possible on site in the forest. A 

special requirement for all forest machine systems is that 

they need to be performing in both cold and hot ambient 

temperatures, say from -40°C to +40°C. On the northern 

hemisphere the most important logging season is during the 

mid winter when ground frost makes the access to thinning 

sites and wetlands possible. On the other hand fast growing 

eucalypt plantations are typically located in the southern 

hemisphere where high ambient temperatures ask for the 

maximum cooling capacity from the machine. Cold start 

does not need to be possible in the coldest weather but as the 

machine have been started the continuation of the –logging 

operation has to be possible. Concerning hybrid systems - 

especially electric battery system performance seem to be a 

problem in cold temperatures.  Also a hydraulic accumulator 

needs to be assembled with the right materials and taken 

into use the right way in cold start – but these problems 

seem to be a little easier to overcome. 

Finally the cost factors also seem to be advantageous for 

hydraulic hybrid – at least in harvester application where the 

nature of hybrid system is power peak management with 

reasonably small energy storage capacity needed. The costs 

between electric and hydraulic hybrids have been compared 

in a number of studies and typically hydraulic hybrid is 

considered to be remarkably more economical. According to 

hydraulic accumulator manufacturers cost effectiveness is 

better on hydraulic energy storage as seen in fig 12. Also 

other main characteristics seem to be positive. 

 

Figure 12. Comparison of energy storage devices by Hydac. 

[16] 

The main drawback of a hydraulic hybrid seems to be the 

somewhat limited energy storage capacity of hydraulic 

accumulators. Possibly also controlling of the hydraulic 

energy flow between the work hydraulic system and the 

energy storage, especially in highly dynamic operation can 

be more challenging than in electric hybrid systems. Both 

these drawbacks are however much related to the actual 

application. For example a somewhat limited energy storage 

capacity is not a crucial problem if full hybrid driving is not 

needed at all which is the case in this study. 

The energy storage capacity of a hydraulic accumulator is 

demonstrated in fig 13 [16]. The size of the hydraulic 

accumulator in this example could roughly provide the 

energy storage capacity needed in the CTL harvester 

discussed in this paper. The energy capacity of 360 kJ can 

be used in 6 seconds at constant power of 60 kW. On the 

other hand this 50L accumulator can provide a power of 100 

kW for 3,6 seconds – which should be long enough time to 

handle most of the power peaks in the measured harvesting 

work cycle. 
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Figure 13. Demonstration of energy storage capacity of a 

hydraulic accumulator of volume 50L and maximum 

pressure of 400 bar. [16] 

The charge – discharge rate of the energy storage will be an 

important issue as we know the load cycle being very 

dynamic. From fig 9 we could see that a typical charge – 

discharge cycle of a CTL harvester only lasts about two 

seconds. With electrical energy storage this kind of 

dynamics seems to be achievable only with ultra capacitor at 

least as a part of the energy storage system. A comparison of 

various energy storage systems is telling that different 

designs of hydraulic accumulators are very competitive with 

electrical ultra capacitors in terms of charge – discharge 

rate. Electrical batteries are told to have a cycle time starting 

from one minute so they can not be a good solution, 

definitely not as the only energy storage. Also round trip 

efficiency of an electric battery is stated to be lower than the 

one of a hydraulic accumulator [5]. 

In other words hydraulic accumulator should be well able to 

cope with the dynamical requirements set by the short cycle 

time of this CTL harvester application under the study. 

6.1 Proposed hydraulic hybrid system 

Finally a very simple hydraulic hybrid system for a Cut-To-

Length harvester is proposed in fig. 14. The hybrid system 

pump-motor 2 is added on the same driveline as present 

pump 1 serving the harvester work hydraulics. A separate 

over-center controllable closed circuit pump-motor 2 is 

needed to control the oil and energy flow between the 

hydraulic system and the energy storage that is a pressure 

accumulator or set of them. 

 

Figure 14. A simplified hydraulic hybrid system of a CTL 

harvester. 

During low power demand of the actual work cycle the 

pump-motor 2 is delivering the hydraulic energy into a 

higher pressure to the hydraulic accumulator and during 

high power demand - respectively feeding the power from 

the hydraulic accumulator into the harvester work hydraulics 

through the pump-motor 2. 

Pump-motor 2 could also be connected directly to the tank 

from the work hydraulics side with e.g. a 2/3 directional 

valve 3 for example - and this way stored energy could 

simply be used to feed assist torque and power to drive 

pump 1 and the diesel engine as well as any other pumps 

and devices on the same mechanical drive train. 

The proposed system is expected to be able to effectively 

use the installed energy storage capacity thanks to the 

variable displacement pump-motor 2 used also as a pressure 

converter unit. Furthermore this same unit, principally a 

standard pump more typically used in closed loop 

hydrostatic drive transmissions, has good possibilities to 

control the charge-discharge process accurately without 

needed extra valves. However the dynamics of the pump-

motor 2 as a component as well as its control approach will 

possibly pose challenges as the cycle time in a CTL 

harvester application is rather short, presumably less than 

two seconds. If the dynamic properties of pump-motor turn 

out to be inadequate - one possibility also worth studying 

could be to look for direct discharge or boost valve directly 

from the pressure accumulator to the system - bypassing 

pump-motor 2.  

As downsizing is discussed - in addition to the diesel engine 

downsizing - also the original variable displacement pump 1 

should be downsized as volume flow demand in the 

proposed system is divided for two pumps in place of earlier 

single pump. 

Energy recovery functionality from different subsystems of 

the CTL harvester can also be discussed in the future as 

remarkable energy storage capacity is installed on the 

machine. 
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7 Conclusions 

There seems to be promising possibilities for a hydraulic 

hybrid system to help the machine manufacturers with the 

power management of a CTL harvester machine. 

Hydraulic accumulator seems to be a suitable energy storage 

for CTL harvester application because the overall nature of 

power peaks in the work cycle seem to be short-duration and 

high-power. 

The dimensioning as well as control principle of the 

hydraulic hybrid system needs to be discussed in more detail 

in the future. It is clear that simulation can be a useful tool 

in order to determine the energy balance of various work 

cycles and machine configurations as well as to study the 

dynamical behavior of the pump-motor connecting the 

energy storage to the hydraulic system. 

8 Proposed future work 

Next phases of this ongoing study will include simulation of 

the hydraulic hybrid system of a harvester. Diesel engine 

model is possibly also needed to take into consideration and 

interaction with the hybrid power transmission system. 

Then, based on the simulations the system components can 

be dimensioned and chosen. System will need hydraulic 

energy storage like set of hydraulic accumulators as well as 

suitable over-center closed circuit pump-motor for 

connecting the energy storage to the hydraulic system. 

Simulation can also give important information about the 

dynamical requirements that are set by the work cycle to the 

pump-motor and its control. So far the efficiency of the 

components needed in the hydraulic hybrid have been more 

or less ignored and they have to be taken into account in 

future work. 

After the simulations and component selection – possibility 

of test / prototype machine assembly is to be considered. 

With the actual machine real scale fuel economy 

measurements could be done in harvesting work and 

compared to a respective machine with traditional power 

system. 

The right design of the energy storage, say hydraulic 

accumulators also need to be chosen carefully taking the 

performance, cost and room as well as placement constraints 

into account. For example the installation position of large 

bladder accumulators is more limited than the one of piston 

accumulators for example. 
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Abstract 

Hydraulic hybrid transmissions in on-road vehicles have been proven to significantly reduce 

fuel consumption. Existing hydraulic hybrid transmissions have shown fuel savings of 30-50% 

[1] with higher savings predicted when using advanced architectures [2]. However while these 

results are promising there exists room for improvement. Consider the series hybrid architecture 

which is currently the most common full hydraulic hybrid configuration. This system requires 

over-center units which increase expense and are relatively uncommon especially for high 

performance bent axis units. Series hybrids may also possess a synthetic feel due to the high 

compliance inherent in their accumulators. Further efficiency suffers as the hydraulic units in 

series hybrids are often forced to operate at high pressures and low displacements. A novel 

hydraulic hybrid configuration is analyzed in this paper which may reduce costs, improve 

response, and increase efficiency under certain conditions. An automatic transmission, a series 

hydraulic hybrid, and the novel blended hybrid architecture were simulated for a class II truck 

and fuel consumption rates compared. Dynamic programming was used to optimally control all 

three transmissions thereby removing the effect of controller design of fuel consumption. 

Simulation results show a 44.8% increase in fuel efficiency for the series hybrid and a 37.0% 

increase with the proposed system architecture. While the proposed architectures currently lags 

the series hybrid in fuel economy, there exists sufficient benefits to merit further studies.    

Keywords: hydraulic hybrids, blended hybrid, dynamic programming 

1 Introduction 

In a world of rapidly expanding population and diminishing 

oil reserves, increasing the efficiency of on-road vehicles is 

now more of a priority than ever. One approach that has 

shown considerable potential is vehicle hybridization 

through a hydraulic hybrid transmission. Existing hydraulic 

hybrid transmissions have shown fuel savings of 30-50% [1] 

with higher savings predicted when using advanced 

architectures [2]. Further research has shown that the 

benefits gained from hydraulic hybridization increase as 

vehicle mass grows due to the increased availability of 

braking energy [3].     

Today hydraulic hybrid transmissions can be grouped into 

three main categories: parallel, series, and power split. And 

while each of these architectures has advantages in specific 

applications, there exists room for improvement. Consider 

the series hybrid, currently the most popular architecture for 

full hybrids. This transmission requires over-center units 

which are less common and more expensive than non over-

center units and especially true of the more efficient bent 

axis variety. Series hybrids are also often forced to operate 

inefficiently at high pressures and low displacements due to 

the accumulator’s state of charge.  Another drawback of 

series hybrids is the potential for a “synthetic” or “spongy” 

feel which becomes more pronounced as vehicle, and 

consequently accumulator size, increases. This spongy feel 

originates in the relationship between maximum wheel 

torque and current system pressure. In order to increase 

system pressure, more flow must enter the accumulator than 

exits. In series hybrids a considerable delay may be felt in 

achieving desired wheel torque when system pressure is 

below what is required resulting in a spongy feel. This 

inherent delay in increasing system pressure is in contrast to 

hydrostatic transmissions which increase pressure virtually 

instantaneously, a property that forms the basis for a novel 

system architecture presented in this paper.   

In order for a new transmission to gain acceptance it must 

possess a similar feel and response to current systems [1].  

To improve response, i.e. stiffness, to that of a mechanical 

transmission a new hydraulic hybrid architecture was 

created. This Blended Hybrid is so named for the blending 

of a hydrostatic transmission with a parallel hybrid. Because 

fuel economy is of principle concern, this paper will focus 

on overall vehicle efficiency. Simulation models have been 

created of a conventional automatic transmission, a series 

hybrid transmission, and the new blended hybrid and fuel 

consumption rates compared on a standard driving cycle. 
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Dynamic programming was used to optimally control all 

three transmissions thereby removing the effect of controller 

design of fuel consumption and ensuring a fair comparison 

between all three transmission architectures. 

 

2 Blended Hybrid 

A detailed description of the blended hybrid architecture 

was first proposed by Sprengel and Ivantysynova in [4]. A 

schematic of the blended hybrid is located in fig. 1. The 

blended hybrid is in essence a hydrostatic transmission with 

an additional unit attached to the transmission output shaft. 

A series of check valves connects this third unit to either 

Unit 1 thereby increasing the hydrostatic transmission’s 

displacement, or to a high pressure accumulator which 

allows for secondary control of the unit. An additional check 

valve connects Line B to the high pressure accumulator 

while braking thereby permitting energy recovery without 

the need for over-center units.        

The blended hybrid can operate in several distinct modes: 

2.1 Forward driving without using the high pressure 

accumulator 

The engine provides power to Unit 1 which supplies flow to 

Line A. With on-off check valve (16) closed, check valve 

(14) opens and connects Line C to Line A. Both Units 2 and 

3 use this flow to rotate at a speed determined by a 

combination of their displacement. In effect both units 

operate as a single motor. 

 

 

 

2.2 Forward driving using the high pressure 

accumulator 

With on-off check valve (16) enabled, Line C is exposed to 

the high pressure accumulator’s (17) pressure. As long as 

the pressure in Line C is higher than Line A, check valve 

(14) remains closed. Unit 3 is then able to use energy from 

the accumulator to supply torque to the wheels. Power can 

also be supplied from the engine by increasing Unit 1’s 

displacement above zero. Flow from Unit 1 is then used to 

turn Unit 2. Pressure in Line A is a function of Unit 2’s 

displacement and the resistive load on the wheels minus the 

torque contribution made by Unit 3. If pressure in Line A 

exceeds that of the high pressure accumulator, check valve 

(14) opens and on-off check valve (16) closes causing both 

Units 2 and 3 to behave as a hydrostatic transmission. 

2.3 Braking while in forward motion 

While braking high pressure automatically switches from 

Lines A and C to Line B (a feature inherent of hydrostatic 

transmission). Flow from Units 2 and 3 in Line B can leave 

through Unit 1, thereby powering parasitic loads, or through 

check valve (15). Pressure in Line B is a function of flow 

between all three hydraulic units. If flow from Units 2 and 3 

exceeds that removed by Unit 1, pressure will rise. When 

Figure 1: Blended hybrid circuit 
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the pressure exceeds that of the high pressure accumulator, 

check valve (15) opens allowing flow from Units 2 and 3 

into the high pressure accumulator. 

2.4 Reverse operation 

To reverse Unit 1 moves over-center and supplies flow to 

Line B. Unit 2 then uses this flow to drive the wheels. If 

Unit 2 requires a pressure in Line B higher than that of the 

high pressure accumulator, check valve (15) opens and flow 

from Unit 1 is used to charge the accumulator until a 

suitable pressure for Unit 2 is achieved. When braking in 

reverse high pressure switches to Line A and can be used to 

power patristic loads on the engine or pass through relief 

valve 10. 

3 Investigation Vehicle 

A class II pickup truck was used as a base vehicle in which 

to test the three transmissions. Vehicle parameters can be 

found in tab. 1.   

Table 1: Investigation vehicle parameters 

Engine: 225 kW Vehicle mass: 2525 kg 

Axle ratio: 3.55:1 Tire rolling radius: 0.364 m 

Frontal area: 3.6 m
2
 Coefficient of drag: 0.416 

Rolling resistance: 0.01   

 

Simplifications and assumptions were made in all three 

transmission models to either remove components that were 

not directly related to this paper’s investigation or estimate 

the values of parameters which were not available. 

Modifications to all three models include the use of an 

engine map from a similarly size, although different, engine. 

Additionally all auxiliary loads on the engine such as the 

alternator and water pump were omitted. 

It should be noted that the authors’ purpose in this paper is 

not to predict fuel economy for a given transmission in the 

reference vehicle, but instead use the results to fairly 

compare all three transmission against each other. As such, 

simplifications which have been made hold valid because 

they have been applied to all three transmissions equally.       

3.1 Automatic Transmission 

An automatic transmission is the style of transmission 

typically found in class II pickup trucks and will serve as a 

baseline for comparing the fuel consumption rates of the two 

hybrid transmissions. A schematic of the automatic 

transmission is located in fig. 2. 

 

Figure 2: Automatic transmission architecture 

Gear ratios for the automatic transmission are located in  

tab. 2.   

Table 2: Automatic transmission parameters 

1
st
 4.17:1 2

nd
 2.34:1 

3
rd

 1.52:1 4
th

 1.14:1 

5
th

 0.86:1 6
th

 0.69:1 

 

Due to a lack of information the torque converter was 

modeled after a torque converter from a similarly sized 

vehicle. A lock-up clutch was not included in the torque 

converter model which would serve to rigidly couple the 

impeller and turbine. Additionally the hydraulic pump for 

the automatic transmission has been omitted.   

3.2 Series Hybrid 

A series hybrid with two units connected to the output shaft 

was used for the presented research study. This dual 

configuration is common in series hybrids and allows for a 

better comparison between it and the blended hybrid. A 

schematic of the series hybrid is located in fig. 3.   

 

 

Figure 3: Series hybrid architecture 

Parameters for the series hybrid are located in tab. 3. 

Table 3: Series hybrid transmission parameters 

Unit 1: 65 cc Unit 2: 45 cc 

Unit 3: 45 cc Charge pump: 10 cc 

Max pressure: 360 bar Low pressure: 10 bar 

HP accumulator 

pre-charge: 
100 bar 

HP accumulator 

volume: 
30 l 

HP accumulator 

min pressure: 
130 bar 

Polytropic 

coefficient: 
1.3 
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Unit 1 was modeled using a 42 cc swashplate style unit 

while Units 2 and 3 were based on a 110 cc bent axis unit.  

Linear scaling laws were applied to all three units’ 

empirically derived loss models.   

3.3 Blended Hybrid 

System parameters for the blended hybrid were kept as close 

to the series hybrid as practical for comparison purposes. 

While both hybrid architectures may benefit from somewhat 

different sizing’s, by maintain identical unit sizes any 

differences in fuel economy can be attributed exclusively to 

differences in their architectures.        

Parameters for the blended hybrid are located in tab. 4.  

Table 4: Blended hybrid transmission parameters 

Unit 1: 65 cc Unit 2: 45 cc 

Unit 3: 45 cc Charge pump: 10 cc 

Max pressure: 360 bar Low pressure: 10 bar 

HP accumulator 

pre-charge: 
100 bar 

HP accumulator 

volume: 
30 l 

HP accumulator 

min pressure: 
130 bar 

Polytropic 

coefficient: 
1.3 

 

4 Reference Cycle 

All three transmissions were simulated using the industry 

standard UDDS driving schedule seen in fig. 4.  

 
Figure 4: UDDS driving schedule 

5 System Modeling 

The transmissions were modeled in Matlab Simulink using 

governing equations.   

Engine dynamics are modeled as a force balance between 

combustion torque, inertia, and load torque.  

  eng eng eng eng,max eng 1J u M M    (1) 

where engJ is the engine’s inertia, eng is the engine’s 

acceleration, engu is the throttle,  eng,max engM  is the 

engine’s wide open throttle curve, and 1M is Unit 1’s torque 

or the torque converter’s torque depending on the  

transmission. The engine’s wide open throttle (WOT) curve 

and fuel consumption map are based on measured data for a 

201 kW engine which has been scaled up to 225 kW. 

Friction is included within the engine’s WOT curve and 

therefore not considered separately.     

Vehicle dynamics are modeled as a force balance between 

propulsion torque provided by the driveline and the load 

torque generated by vehicle’s inertia, rolling resistance, and 

aerodynamic drag. 

  2

veh roll wheel axle aero roll rollm r M F F r     (2) 

where vehm is the vehicle’s mass, rollr is the tire’s dynamic 

rolling radius, wheel is the wheel’s acceleration, axleM is the 

torque provided to the wheels by the axle, aeroF is the vehicle 

aerodynamic drag, and rollF is the tire’s rolling resistance. 

The torque converter is modeled using a K-Factor modeling 

approach [6]. Torque on the engine from the impeller is 

calculated using eq. (3). While torque on the transmission 

from the turbine is calculated using eq. (4).      

 

2

engtrans
eng ratio

eng trans
fact

eng

M M

K



 



 
 

   
             

  

 (3) 

where engM is the torque on the engine, ratioM is a torque 

converter characteristic and a function of the torque 

converter’s turbine speed trans and the impeller speed eng . 

The torque converter’s second characteristic parameter is

factK and also a function of trans and eng . 
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eng

trans

trans
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eng
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K







 
 
 

   
    

  

 (4) 

The automatic transmission is modeled as a set of gear ratios 

using eq. (5) and (6). 

 prop trans i transM M    (5) 

where propM is the torque on the propeller shaft, transM is the 

torque from the transmission, i is the current gear ratio of 

the transmission, and trans is the transmission efficiency. 

 trans
prop

i





  (6) 
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Equation (6) provides the propeller shaft speed prop , the 

transmission speed trans , and the current transmission gear 

ratio i . 

Similarly the axle is modeled using eq. (7) and (8). 

 axle prop axle axleM M    (7) 

where axleM is the axle torque, propM is the propeller shaft 

torque, axle is the axle ratio, and axle is the axle efficiency. 

 
prop

axle

axle





  (8) 

where axle is the axle speed, prop is the propeller shaft 

speed, and axle is the axle ratio.   

The hydraulic units are modeled using governing equations 

and empirically derived loss models. Effective unit flow is 

given by:   

 eff s
2

V
Q Q




   (9) 

where effQ is the effective flow,V is the unit displacement,

 is the unit speed,  is the percentage of maximum unit 

displacement, and sQ is the empirically derived leakage.   

Effective torque is given by: 

 eff s
2

V p
M M






   (10) 

where effM is effective torque,V is the unit displacement,

p is differential pressure,  is the percentage of maximum 

unit displacement, and sM is the empirically derived torque 

losses.   

Pressure build up in the lines is calculated using:  

  
1

H

p Q
C

    (11) 

where p is the change in pressure, HC is the hydraulic 

capacitance, and Q is the change in fluid volume within 

the line. 

Accumulator capacitance is given by: 

 

1

0 0
accu 1

n

n

V p
C

n p 

 
  

 
 (12) 

where accuC is the accumulator’s capacitance, 0V is the initial 

gas volume, n is the polytropic coefficient, 0p is the pre-

charge pressure, and p is the change in pressure. 

6 System Control 

How a transmission is controlled has a major impact on its 

fuel economy. A poor system architecture with a good 

control scheme can outperform a superior system 

architecture with a substandard controller, thereby obscuring 

which system is truly better. One means of counteracting 

this problem is to optimally control the system essentially 

removing control as a factor affecting fuel economy [7]. In 

this paper the authors have used Dynamic Programming 

(DP) to optimally control all three transmission 

architectures.   

6.1 Dynamic Programming 

Dynamic programming is a powerful technique for solving 

dynamic optimization problems. DP’s strength lies in its 

ability to easily handle non-linear dynamics and constrains 

while insuring a global optimal solution is reached. DP is 

based on the principle of optimality as proposed by Bellman 

in [5]: “An optimal policy has the property that, whatever 

the initial state and optimal first decision may be, the 

remaining decisions constitute an optimal policy with regard 

to the state resulting from the first decision”. 

Discrete time Dynamic Programming utilizes a state space 

modeling approach and requires both the continuous time 

and state spaces to be discretized. The granularity by which 

the system is divided has a direct impact on both solution 

accuracy and computational expense [8]. And while DP 

ensures a global optimal control strategy, it only holds true 

down to the level the system is discretized. Computational 

expense is a key drawback of DP which can be attributed to 

the “Curse of Dimensionality”. As the number of states 

variables and their discretization increases, the required 

computation expense grows exponentially.  

While DP’s computational expense grows exponentially 

with the number of states, it grows linearly with the number 

of time steps to be simulated. However a caveat applies to 

the previous statement. DP requires that a state be capable of 

fully transitioning from one state to another during a single 

time step. If not, a state once inadmissible will remain 

inadmissible until it can fully project to an admissible state. 

A smaller DP time step reduces flow into the accumulator 

and consequently limits the maximum change in pressure. 

To satisfy the previously mentioned requirement, as the DP 

time step decreases the accumulator pressure discretization 

must proportionally increase. Balancing these requirements 

a one second primary DP time step was used in this paper.            

Two distinct time steps and a solver were employed within 

the DP algorithm. First optimal controls were evaluated and 

held constant for the aforementioned one second primary 

DP time step. However one second is too long of a time step 
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for accurate integration of rapid system dynamics. Therefore 

a 0.25 second simulation time step was used to increase 

numerical accuracy. Finally the differential equations were 

solved using Heun’s Method (ODE2) which contains an 

internal time step of 0.125 seconds. The two time steps and 

solver were chosen to balance solution accuracy, numerical 

accuracy, and computational expense.        

Formulating the DP problem begins by creating a cost 

function to optimize. As fuel economy is the principle 

metric by which these three transmissions are being 

compared, the cost function to be minimized consists 

primarily of the fuel consumed during the drive cycle. 

 

  k,i k

- -

transitional cost*

- , *

- -1, - -1 - -1

optimal cost from k-1 to final stage

,

min
,

N k N k

N k N
u U

N k N N k N k

g X U

J
J L X U

 
 
 
 
 
 

 (13) 

where
*J is the optimal cost, N is the number of stages, k is 

a stage counter, u is a control effort, i is a control space 

counter, U is the control space, g is the transitional cost 

function, X is the state space, and L is the cost to finish. 

Constraint functions are included in the cost function to 

ensure the cycle is met. While required wheel torque is cycle 

defined, the torque applied by the transmission is unlikely to 

exactly match. Therefore a constraint function is applied 

which increases cost the further apart the required and actual 

torque are, up to a point where the control effort is 

considered inadmissible.   

The cost function also includes certain penalty functions 

which act to shape system response. One example is a 

penalty function imposed on changing engine speed. This 

function discourages the DP algorithm from applying a high 

throttle at one time step, thereby efficiently storing energy in 

the engine’s inertia, and then low throttle at the next time 

step dropping engine speed and recovering the stored 

energy. Care must be taken when crafting penalty functions 

that shape system control. Fuel economy is highest when the 

DP algorithm is unconstrained and free to operate as 

desired. However such operation may lead to control actions 

which are impractical or infeasible due to effects not 

captured in the model. Therefore the influence of penalty 

functions should be minimized to prevent obscuring control 

strategies which are valid but unorthodox.                               

6.2 System Modeling for Dynamic Programming 

All three transmissions are modeled in Simulink and 

represented in the state space form. This approach is a 

departure from the more commonly applied method of 

modeling the system in lines of code. Using Simulink offers 

several benefits including many engineers increased comfort 

with graphical programming languages (an attribute which 

should not be over looked). Additionally many system 

models for which DP is well suited are already constructed 

in Simulink and converting these models into line of code is 

a laborious and error-prone task. Finally Simulink features 

an advanced ODE solver which increases the fidelity of the 

simulation results.    

Coupling Simulink to the DP driving algorithm requires 

using Simulink in a somewhat unconventional manner. The 

DP algorithm determines the current time step, states, and 

controls. Then the Simulink model is initialized at these 

states with the appropriate control efforts and simulated for 

a single time step.         

Simplifications have been made to the Simulink models to 

reduce complexity and computational expense. The 

simplifications made are detailed below but generally 

involve either neglecting dynamics which are faster than the 

DP time step, or imposing certain deterministic properties.   

Deterministic properties result from the assumption that the 

drive cycle is being tracked. Consequently the wheel speed 

is known at every instance in time. Similarly required wheel 

torque is calculated using the change in vehicle speed over 

the next time step along with other vehicle loads.    

6.2.1 Automatic Transmission 

The automatic transmission’s state space representation is 

given by: 

 
engeng

gearwheel

u
X U
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 (14) 

where eng is the engine speed, wheel is the wheel speed,

engu is the engine throttle, and geari is the transmission gear.   

The reduced state space representation used in the DP 

algorithm is given in eq. (15).  

 
eng,des

eng

gear

X U
i




 
     

 
 (15) 

where wheel has been removed due to being cycle defined. 

Engine throttle engu has also been replaced with the desired 

engine speed eng,des . This simplification has been made to 

reduce computational expense by decreasing the size of the 

throttle control mesh. Engine speed changes based on the 

difference between combustion and load torques (eq. (1)). 

Over a time step even a minor difference in the torques can 

lead to a significant change in engine speed. Due to the 

system’s stiff nature the throttle would need to be highly 

discretized in order to correctly match required torque 

thereby significantly increasing computation expense.         

A different approach is used in this paper is which the 

desired engine speed is the control input. An equation within 

the simulation model then calculates the required throttle 

based on the initial and desired engine speeds. This method 

remains valid because it is based only on the control input 

and current states. Therefore when the optimal control path 
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is eventually generated, the desired engine speed control 

will generate the same throttle input as was done during the 

recursive operation. This method of using feed forward 

control coupled with the control space is used in all three 

simulation models to overcome issues related to stiff 

systems and large time steps. 

6.2.2 Series Hybrid 

The low pressure system in the series hybrid is neglected 

(charge pump losses remain). Instead it is assumed that the 

low pressure line remains at 10 bar. Similarly the high 

pressure relief valve is ignored by saturating the high 

pressure at the high pressure relief valve’s cracking 

pressure. 

Pump dynamics are neglected with the pump’s displacement 

being set by the DP algorithm. Pump dynamics are generally 

much faster than the DP time step so including these 

dynamics is unnecessary. Similarly engine throttle dynamics 

are much faster than the DP time step and are not included 

for any of the models.     

The series hybrid’s state space representation is given by: 
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where eng is the engine speed, wheel is the wheel speed,

acmp is the accumulator’s pressure, engu is the engine 

throttle, and 1 , 2 , 3 are the percentage of maximum unit 

displacement for Units 1-3 respectively.   

The reduced state space representation used in the DP 

algorithm is given in eq. (17). 

 
eng eng,des
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 (17) 

where wheel has been removed due to being cycle defined. 

As was done in the automatic transmission engu was replaced 

with desired engine speed eng,des . Required wheel torque is 

defined by the cycle, however the manner in which this 

torque is split between Units 2 and 3 is not. To reduce 

computational expense, especially for the blended hybrid, 

both units are controlled to provide 50% of the required 

torque. A feed forward controller within the Simulink model 

calculates the required Unit 2&3 displacement based on 

pressure, speed, and desired torque. If insignificant torque is 

generated the state is considered inadmissible.               

 

 

6.2.3 Blended Hybrid 

Modeling the blended hybrid in a form suitable for dynamic 

programming required a number of simplifications to be 

made. These simplifications were required due the stiff 

nature of the hydrostatic transmission and the presence of 

hydraulic logic elements (i.e. check and flushing valves).  

First, as with the series hybrid, the low pressure system 

dynamics were neglected and assumed to maintain a 10 bar 

setting. Next only two pressure build-up equations were 

used: one for Line A, and one for the high pressure 

accumulator. Line C’s pressure was set to either Line A’s 

pressure or the HP accumulator’s pressure depending on the 

on-off valve’s position and related check valves’ states. Line 

B’s pressure was normally set to 10 bar unless both Line C 

was at 10 bar (due to the flushing valve) and the net flow 

between all three units in Line B was positive (i.e. braking). 

While these conditions were met Line B’s pressure was set 

to the HP accumulator’s pressure. This simplification 

assumes that Line B is infinitely stiff and therefore 

immediately transitions between 10 bar and the 

accumulator’s pressure while braking. For an energetic 

comparison this is a valid assumption. Flow in and out of 

the two control volumes follows the same logic as the 

pressures.         

The blended hybrid’s state space representation is given by: 
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where eng is the engine speed, wheel is the wheel speed,

Ap is Line A’s pressure, acmp is the accumulator’s pressure,

engu is the engine throttle, 1 , 2 , 3 are the percentage of 

maximum unit displacement for Units 1-3 respectively, and 

enabu is the on-off check valve’s setting.   

Hydrostatic transmissions are generally considered to be 

flow controlled, that is flow from Unit 1 must pass through 

Unit 2 and the system pressure is set by the wheel load. 

However numerically there is no difference between a HST 

and a series hybrid. The line’s equivalent capacitance does 

not fundamentally change the system’s nature. The 

conventional method of thinking can be explained by 

realizing flow control is only a deterministic control when 

an additional constraint that constant pressure be maintained 

is applied to the system. In order to increase pressure 

additional energy must be placed into the system. During 

normal operation only the engine, and not the wheels, can 

accomplish this. Therefore the displacement of Unit 1 

should be a control variable and not a deterministic quantity.       
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Line A’s stiffness does increase complexity when using Unit 

1’s displacement as a control variable. A displacement even 

several hundredths of a percent off of that required to 

maintain a constant pressure will significantly alter the 

system pressure over a single time step. Consequently 

applying a finite range of displacements (as done with the 

series hybrid) will never yield satisfactory results in the DP 

algorithm.   

For the blended hybrid Unit 1’s control variable indicated 

the desired pressure. The flow required to maintain the 

current Line A pressure was first calculated. Next the flow 

required to change Line A from its current pressure to the 

desired pressure was determined. This value was then added 

to the flow required to maintain the initial pressure. Finally a 

feed forward controller was used to calculate the required 

displacement of Unit 1.   

The reduced state space representation used in the DP 

algorithm is given in eq. (19). 
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where wheel has been removed due to being cycle defined. 

As was done in the automatic transmission, engu was 

replaced with desired engine speed eng,des and 2 and 3

were removed and treated as deterministic quantities. 1 is 

also replaced with the previously discussed A,desp which 

indicates desired Line A pressure. 

6.3 Dynamic Programming Algorithm 

Dynamic programming is a recursive algorithm which starts 

at the final stage to be simulated and steps backwards 

through time while projecting forwards. DP decomposes the 

optimal control problem into a series of one stage (time 

step) sub-problems; each containing the model’s discretized 

state space representation.   

Beginning at the final time step a series of control efforts are 

applied to each state within the stage. The goal of which is 

to determine the optimal control effort for a given state that 

minimizes the one stage sub problem’s cost. At the final 

stage the sub problem’s cost is equal to the transitional cost 

between the final stage and the final time. Included in the 

transitional cost is the fuel consumed during the time step 

along with any other constraint or penalty functions which 

were applied. After the optimal control efforts and cost have 

been determined for every state the DP algorithm steps 

backwards in time to the previous time step.  

In the intermediate time step a similar process is performed 

to determine the optimal controls with one additional cost 

function. Along with the transitional cost, there is now a 

cost to finish. As the simulation model runs it determines the 

amount of fuel consumed as well as the states at the end if 

the time step. These final states are projected onto the next 

stage and used to determine the cost to finish the entire 

cycle. It is precisely this idea of a cumulative cost function 

which is at the heart of DP and eliminates the need for full 

cycle enumeration.                        

DP’s recursive method of stepping backswords though time 

repeats until the initial time step is reached. DP records the 

optimal control effort at every state but does not save where 

each state is projected. To determine the optimal path, 

control efforts, and fuel consumption, the simulation model 

is ran forward in time. Optimal controls at each state and 

time step are provided by look up tables generated through 

the recursive DP algorithm.        

DP’s computation expense is most clearly illustrated with 

the blended hybrid requiring over 35 billion dynamic 

simulations. Consequently any technique which decreases 

runtime is valuable. One approach taken was to use matrix 

operations whenever possible. MATLAB (MATrix 

LABoratory) is optimized for such operations which 

resulted in significant time savings compared against the 

commonly used method of nested loops. Simulink also 

benefits from matrix operations. Simulink requires 

significant overhead to initialize, consequently individually 

running each simulation would be infeasible. Instead the 

entire transmission model is placed within a repeating 

subsystem block in Simulink (proposed in [9]). An array is 

then created that contains all combinations of states and 

controls for a given time step and then subdivided into sets 

which contain ~500,000 simulations. Simulink is then run 

for each subset with all 500,000 simulations running 

simultaneously. Once complete, Simulink outputs an array 

containing the cost for each simulation run.  Finally the DP 

algorithm records the minimum cost and respective control 

effort for each state, thereby generating the optimal control 

history. Another benefit of this approach is that each 

simulation subset is independent. Therefore each can be 

simulated concurrently on multiple processors using parallel 

computing which significantly reduces runtime.        

Previous research using nested Matlab loops for performing 

DP on a series hybrid achieved a simulation rate of ~740 

dynamic simulations per second [10].  Using the technique 

proposed in this paper simulation rates of up to 45,000 

dynamic simulations per second were achieved using a 

single processor core.       

7 Simulation Results 

Dynamic programming determines the optimal control effort 

for every state during each time step. However it is the 

optimal control path and efforts which are of the most 

interest and presented in the results.   

7.1 Automatic Transmission 

An automatic transmission was modeled then simulated with 

dynamic programming for two functions. First simulation 

results provide a baseline by which to compare the two 
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hybrid transmissions. Second modeling the transmission and 

comparing fuel economy results with published values 

serves to validate the simulation model and methodology. 

Understandably the results were somewhat different due to 

optimal control and simplifications that have been made. 

However the relatively close correlation with published 

values seen in this paper indicates a sufficiently accurate 

model has been constructed.   

Running the automatic transmission on the 7.45 mile UDDS 

cycle consumed 0.4838 gallons of fuel corresponding to a 

fuel consumption rate of 15.4 mpg (miles per gallon). 

Published measurements certified by the US Environmental 

Protection Agency for the investigation vehicle following 

the UDDS cycle yielded 17 mpg. It was expected that the 

DP approach would yield a better fuel consumption rate than 

the sub optimally controlled measured value. However a 

portion of this discrepancy can be attributed to using a fuel 

consumption map from an older, and presumably less 

efficient, engine. Additionally the lack of a lock-up clutch, 

and a control law prohibiting aiding torque from being 

placed on the engine (common to all three transmissions), 

also explain the reduced fuel economy. Regardless the 

simulated and published values are close enough to 

considerer the simulation model and methodology 

reasonable.                    

Figure 5 shows a plot of the automatic transmission’s 

vehicle speed, engine speed, throttle, and transmission gear.  

 
Figure 5: Automatic transmission DP results 

It can be seen that the DP controller prefers to minimize 

engine speed by normally running in as high of a gear as 

possible. However the engine and wheels are linked by a 

mechanical ratio which restricts the engine’s freedom of 

operation.  

An engine operation map for the automatic transmission 

during the UDDS cycle is located in fig. 6. The white circles 

denote where the engine operated with their size 

proportional to the operation’s duration. Contour lines 

indicate the engine’s efficiency in terms of grams of fuel 

consumed per kWh. Like most gas engines the engine used 

in this paper is most efficient at low to medium speeds and 

medium to high throttle. However due to the finite gear 

ranges, and the nature of the torque converters operation, the 

automatic transmission’s engine is often forced to operate in 

an inefficient manner. It is partially this poor engine 

management that allows the series hybrid to significantly 

outperform the baseline automatic transmission.      

 
Figure 6: Automatic transmission engine operation map  

7.2 Series Hybrid 

Dynamic programming naturally determines the optimal 

control path for the series hybrid begins with a full 

accumulator. However because the fuel which would have 

been consumed to fill the accumulator is never accounted 

for, the resulting fuel economy would be artificially 

increased.  Therefore both the series and blended hybrids are 

started with an empty accumulator and minimum engine 

speed.            

During the UDDS cycle the series hybrid consumed 0.3341 

gallons of fuel corresponding to a fuel consumption rate of 

22.3 mpg. This represents an improvement of 44.8% over 

the baseline automatic transmission.       

Figure 7 shows a plot of the series hybrid’s vehicle speed, 

engine speed, throttle, accumulator pressure, and unit 

displacements. Clearly apparent are the differences in 

engine speed and throttle between the series hybrid and the 

automatic transmission. One of the series hybrids key 

advantages is the decoupling of the engine and wheel 

speeds.  This permits increased control over engine 

management allowing the engine to operate in a more 

efficient manner.      
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It can be seen from fig. 7 that the series hybrid uses the 

entire range of accumulator pressures from 130 to 360 bar. 

The series hybrid’s efficiency it directly related to the 

accumulator pressure with low pressures and high 

displacements being favored over high pressures and low 

displacements. However in order to recover energy while 

braking a certain minimum pressure is needed to provide the 

requisite braking torque. Dynamic programming has a priori 

knowledge of the future cycle which permits it run the 

accumulator at low pressures when possible.  Before braking 

the DP algorithm will increase accumulator pressure to 

ensure full recovery of the available kinetic energy.  Such a 

control strategy may be difficult to include in an 

implementable controller.     

 
Figure 7: Series hybrid DP results 

The series hybrid generally operates at the lowest allowable 

engine speed with a low to medium throttle (fig. 8). This is 

in stark contrast to the automatic transmission’s operation 

and partially explains the series hybrids increase in fuel 

economy.  

 

Figure 8: Series hybrid engine operation map 

7.3 Blended Hybrid 

Under the UDDS cycle the blended hybrid consumed 0.3526 

gallons of fuel equating to a fuel consumption rate of 21.1 

mpg. This represents a 37.0% improvement over the 

automatic transmission. 

Figure 9 shows a plot of the blended hybrid operation during 

the UDDS cycle. 

 
Figure 9: Blended hybrid DP results 
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The blended hybrid’s accumulator maintains a generally 

higher pressure than the series hybrid. This is partially 

because the blended hybrid is not required to always operate 

at the accumulator’s current pressure. Therefore there is not 

a need to increase efficiency by reducing pressure during 

extended periods of low torque requirement. The blended 

hybrid also maintains a higher minimum pressure to ensure 

all of the available braking energy is captured. 

Unlike the series hybrid, the blended hybrid is not capable 

of increasing accumulator pressure while driving. This is 

due to a lack of a direct connection between Unit 1 and the 

accumulator. A characteristic which also prevents the 

transmission from storing excess energy from the engine in 

the accumulator. The diminished potential for engine 

management in the blended hybrid helps to explain the 5.4% 

decrease in fuel efficiency when compared to the series 

hybrid.                      

The blended hybrid’s engine operation map is shown in   

fig. 10.   

 
Figure 10: Blended hybrid engine operation map 

A deeper understanding of the blended hybrid’s operations 

can be gained by examining the braking and acceleration 

event shown in fig. 11. While braking both Units 2&3 are at 

Line B’s (i.e. accumulator) pressure.  Both units are also at 

the same displacement because of a control law in place 

which dictates both units provide 50% of the required 

torque. Around 728s the enabling valve opens and the 

vehicle begins to accelerate. Initially both Line’s A & C are 

above the accumulator pressure and the transmission is 

operating in the HST mode. As the required torque 

decreases the pressures falls until Line’s A & C are equal to 

the accumulator’s pressure. At this point Unit 3 (Line C) 

connects to the accumulator and operates under secondary 

control while Unit 2 (Line A) remains connect to Unit 1 and 

operates as a stiff HST. At 746s the enabling valve closes 

and both Units 2 & 3 are once again operating as a HST, 

albeit at a pressure lower than is possible with the series 

hybrid.    

 
Figure 11: Detailed blended hybrid operation 

Clearly apparent are the complexities of design and control 

which have not been fully explored through the optimal 

control study presented herein. There remains a question of 

the impact of sizing on the hybrid architectures. Both 

architectures will likely benefit from different unit sizes, 

accumulator sizes, and precharge pressures. There also 

remains a question of whether both Units 2 & 3 should be 

same size or would different unit sizes benefit the blended 

hybrid. In order to reduce computational expense by 

avoiding an additional control, the percentage of torque 

supplied by each unit was set to 50%. However the blended 

hybrid would likely benefit from being able to supply all of 

the required torque from the accumulator under certain 

circumstances. Finally there remains a question of how close 

an implementable controller can match each of these 

optimally controlled designs, a problem discussed in [11].       

8 Conclusion 

In this paper a novel architecture for a hydraulic hybrid 

transmission was presented. A class II pickup truck was 

used as a reference vehicle following the UDDS driving 

schedule. A baseline automatic transmission, a series hybrid, 

and the novel blended hybrid were modeled and simulated 

in the reference vehicle. Dynamic programming was then 

used to optimally control all three transmissions in order to 

remove control as a factor affecting fuel economy. The 

automatic transmission achieved a fuel economy of 15.4 
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mpg. The series hybrid reached 22.3 mpg which represents a 

44.8% improvement over the baseline automatic 

transmission. Finally the blended hybrid achieved a fuel 

economy of 21.1 mpg which is 37.0% better than the 

automatic transmission. 

While the blended hybrid achieved a fuel economy 5.4% 

lower than the series hybrid there remains a number of 

questions regarding sizing and implementable control of 

both architectures which will surly alter the efficiencies. 

Fuel economy, while important, is not the sole 

consideration. The blended hybrid architecture shows 

considerable potential in other areas over existing series 

hybrid configurations. The blended hybrid’s stiff nature 

improves user response and feel to that of a traditional 

mechanical transmission. Removing the requirement for 

over-center units attached to the wheels lowers cost and 

permits the use of more bent-axis units. Finally the blended 

hybrid increases efficiency under certain lower power 

operations such as driving at a constant moderate speed. 

During this operation the line pressure can be reduced below 

the accumulator’s minimum pressure, a behavior not 

possible with series hybrids.  
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Abstract 

In this paper, a 20-ton prototype compound hybrid excavator is presented which includes 

assisting electric motor, swing electric motor, a super capacitor pack, an engine and negative 

flow hydraulic system. The energy-saving principle of hybrid excavator is introduced as well. 

The development rules of power train which include parameter design rules of key components 

and hierarchical structure of control strategy of hybrid power system are presented. By 

developing the electric swing control strategy and power management algorithm, experiments 

show that the developed hybrid power system can significantly improve the fuel economy of the 

excavator. 

Key words: hybrid power, excavator, power train, swing system 

1 Introduction 

Energy is consuming up and pollution is more and more 

serious nowadays, so research on energy saving of hydraulic 

excavators has great significance because of their large 

application quantities, high energy consumption and bad 

exhaust. The efficiency of hydraulic excavators is only 

22%[1], because of the lower efficiency of the engine and 

hydraulic system. To raise the system efficiency of 

excavators, hybrid power system, which is successfully 

applied in automobile industry, has been already introduced 

into construction machinery. In construction machinery 

industry, researchers also actively developed various kinds 

of construction machines based on hybrid concept. 

KOMATSU construction machinery company is the first 

one which promoted hybrid excavator into the market in 

2008. 

A lot of research work has been conducted in automobile 

industry, but those research achievements cannot be directly 

applied in the development of hybrid excavators because of 

the difference of working condition and load. However, only 

a few literatures on hybrid excavators which focus on the 

research of power train system configuration[2], simulation 

research[3] and control strategy[4,5,6] can be retrieved. Few 

reports on the development rules of hybrid excavators can 

be found. 

In this paper, the development rules of parameters design 

and control strategy in hybrid excavator are presented. A 20-

ton hybrid excavator is the design target, in which a 

compound hybrid power configuration is applied, a negative 

flow hydraulic system is adopted, the hydraulic swing motor 

is substituted by an electric motor and the super capacitor 

pack is used as an energy accumulator. According to the 

typical work condition of heavy mode and the measured 

load profile, the key parameters design of the power train is 

proposed and a control strategy characterized by hierarchical 

structure is presented. Experiments show that the designed 

compound hybrid excavator can effectively reduce fuel 

consumption and emission. 

2 Configuration and principle 

Several kinds of power train architectures of hybrid 

excavator are presented in[6,7,8,9]. According to the power 

flow structure of drive train, the hybrid drive train can be 

classified into three categories such as parallel, series and 

compound type. The most popular structure is shown in fig. 

1 and also adopted as the target excavator structure in this 

paper. The hybrid excavator includes an engine, a hydraulic 

pump connected to an output shaft of the engine, hydraulic 

actuators (bucket cylinder, arm cylinder, boom cylinder and 

traveling motors) driven by the hydraulic pump, a generator 

motor connected in parallel to an output shaft of the engine 

to perform both a generator function and a motor function, a   

swing motor driving the upper structure of the hybrid 

excavator, an electric storage device(super capacitor pack) 

which supplies and receives electric power to and from the 

generator motor and the swing motor, and a hybrid power 

controller for coordinating the entire power train composed 

of the engine, the hydraulic pump, electric actuators and the 

capacitor pack. The engine, engine assist motor, pump and 

super capacitor constitutes the parallel hybrid power train; 

the engine assist motor, swing motor and capacitor 

constitutes the serial hybrid power train. So this kind of 

power train is called compound hybrid power system.  

The negative flow hydraulic system is adopted in this paper 

and shown in fig. 2. The pump displacement is controlled by 
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the negative flow pressure pm1, pm2, pump output pressure 

p1, p2 and proportional valve pressure pf1, pf2. The limit 

displacement of the pump is determined by pf1 and pf2 

which are controlled by the current I. And the relationship of 

limit input torque and current is depicted in fig. 3. 

Negative control metering valve PN1 and PN2 are placed 

between the control valve and the tank for reducing the loss 

of  the discharge flow rate of the hydraulic pump1 and 

pump2 returning to the tank. Specifically, in a case where 

the hydraulic load is not in an operating state, said 

differently, there is no supplying the operating oil to the 

cylinders, the amount of the operating oil to be recovered to 

the tank without being used for the operation becomes great. 

In this case, because the oil passage is choked by the 

negative control metering valve PN1 and PN2, the negative 

control pressure Pm1 and Pm2 becomes higher than a 

predetermined value, the operating oil is supplied to the 

regulator to reduce the swash plate of the hydraulic pump. 

With this, when the hydraulic load is not in the operation 

state, the flow rate Q of the hydraulic pumps is decreased to 

restrict circulation of useless operating oil. 

Bucket cylinder

Control   valves

Arm cylinder

Boom cylinder

Electrical
swing motor

Traveling
motor

Engine
Electric
Motor

Inverter/
Convertor

Super
Capacitor

Inverter/
Convertor

Hybrid Power
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Figure 1: Configuration of hybrid powertrain  

According to different working condition and requirements, 

excavators have various operation modes such as a heavy 

digging mode(H mode), a standard digging mode(S mode), 

and a finishing leveling mode(L mode). For different 

operation mode, excavators have different maximum output 

power. So the power output of the engine and hydraulic 

pumps are adjustable according to the operation mode. 

The rotational speed of the engine is set by the engine 

controller which is mounted on the engine. Further, an 

electromagnetic proportional valve which controls the 

pressure Pf1 and Pf2, is connected to pump regulators, and 

the regulators control the displacement of the hydraulic 

pumps. A pump control current I for adjusting the tilting 

angle of the swash plates of the hydraulic pumps is 

controlled by the hybrid power controller. 

In the case of performing a light-load operation, the motor-

generator is operated to generate power to charge the super 

capacitor pack using a portion of the engine output, while in 

the case of performing a heavy-load operation, electric 

energy is provided from the super capacitor to supplement 

the engine. At a time of a driving operation, the swing motor 

works in the motor operation and the super capacitor pack 

supplies energy to the swing motor to drive the upper 

structure. At a time of braking revolution, the controller 

switches the swing motor into the power generating 

operation and inertia energy of the upper structure is 

regenerated and charged into the super capacitor pack. In 

such a way, the load exerted on the engine is leveled into the 

economical area and kinetic energy of upper structure is 

regenerated, so the hybrid excavator should work more 

efficiently than hydraulic excavators. But the system is also 

more complex, so how to design the key parameters of 

components and control strategy is a puzzling problem. 

 

Figure 2: Negative flow hydraulic system  

 

Figure 3: Relationship of  torque and  pressure of pump 

3 Key parameters design 

Fig. 4 is a graph showing a transition of absorption power of 

the hydraulic pump in one cycle when “an excavating and 

loading operation” in which excavated earth and sand are 

rotated and loaded into a damp vehicle is carried out in “H 

mode”. The red solid line is the total power output used for 

boom, arm, bucket, and swing motor; and the blue dash line 

is the power output for driving the upper structure. The 

characteristics of the load profile: (1) Load change is very 

sharp as compared with a passenger car; (2) Work capacity 
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of the excavator is not fully utilized at all time; (3) Kinetic 

energy of upper structure is substantial and occupies 12% of 

the total energy. How to design the key parameters 

according to the load profile is described below. 

 

Figure 4: Load profile of 20-ton hydraulic excavator  

 

Figure 5: Operation points of engine 

3.1 Engine 

Engines of excavators are usually constantly rotated at a 

predetermined speed which set by operators manually 

according to the excavating job at hand. Usually, there are 

five engine speeds or five operating modes. It should be 

emphasized that load torque is distributed widely from very 

low torque to very high torque for each operating mode. In 

fig. 5, the operation points of the engine of hydraulic 

excavators during a cycle of “excavation and loading” in H 

mode are plotted on the brake specific fuel consumption 

map. In this case, the operators set the engine speed at its 

rated point, namely n, to utilize the full extent of working 

capability of the conventional excavators. The red-cross 

signs indicating operation points are strayed from the 

optimum area which is indicated by blue ellipse. The 

objective of the hybrid power is to improve the fuel 

consumption rate during the whole excavating operation. So, 

moving the engine operating region to high efficiency 

region on the fuel map from the low efficiency region 

operation via elaborate use of the hybrid structure is natural 

and reasonable. Therefore, setting the engine speed at n’ is  

more reasonable.  

The maximum system power of the hybrid excavator is 

determined based on the maximum power (i.e., maximum 

engine power)of the hydraulic excavator with equivalent 

operating capabilities and is typically set to be higher than 

the maximum power of the hydraulic excavator due to the 

efficiency of energy transfer. As shown in fig. 5, AA’ and 

BB’ are equal power curves. Point A is the maximum power 

and Point B is the average power for the engine operation in 

H mode of hydraulic excavators. In order to retain the same 

operating capabilities, Point A and Point B are shifted to 

Point A’ and Point B’. The engine torque at the speed n’ 

T(A’’) should conform to Equation (1). 

'''' AAB TTT   （1） 

The hybrid excavator can assist the engine by the electric 

motor, Therefore, the maximum output required by the 

engine can be decreased. Thus, a small engine or smaller 

power may be utilized. 

3.2 Pump 

In order to retain the same output power of the pump, the set 

engine speed is lowered to n’, meanwhile the limit input 

torque point is shifted from A to A’. Therefore the limit 

displacement of the pump is increased according to 

Equation (2). 

'
'

n

n
DD   （2） 

3.3 Engine assisting motor 

By enlarging the pump displacement, the maximum 

absorbed torque of the pump is increased beyond the 

maximum available torque of the engine at the speed n’, 

therefore the generator /motor torque should compensate for 

the excessive power. Besides, the dynamics of the power 

train has to be taken into consideration. For example, the 

engine operation is to set engine to the point shown as A’’. 

When load occurs, the engine operation droops to Point C, 

due to the delay of the compensation and the dynamics of 

drive train, which causes the machine response to suffer, 

excessive fuel consumption and more emission. In such a 

case, if the generator/motor performs a “transient torque 

assist” function, the engine can operate at a more fuel 

efficient speed and maintain machine response. Therefore 

mT  should satisfy Equation (3) and Equation (4).  

JTTm   （3） 

The first term on the right side of Equation (3) is the 

increased torque, and the second term is determined by the 

acceleration and equivalent inertia when the engine 

decelerates.  

For a typical excavation and dumping operation, energy 

balance equation (4) also should be conformed to. 
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3.4 Swing motor 
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The maximum equivalent inertia of the upper structure can 

be obtained through the hydraulic motor displacement, the 

cracking pressure of the relief valves installed in the swing 

circuit and the acceleration time. Therefore, the maximum 

torque and speed of the swing motor can be estimated as in 

Equation (5) and Equation (6). 
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3.5 Super capacitor 

In order to meet the demand of supplying or receiving 

electric energy to generator/motor and swing motor together, 

the power of super capacitor should satisfy Equation (7).  

asc PPP   （7） 

During a working cycle, the energy charged into super 

capacitor is shown in Equation (8), therefore the capacity of 

has to satisfy Equation (9). 
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According to the rules and load profile, key parameters are 

shown in table 1: 

Component Parameter Value 

 

Engine 

Rating power 113kW 

Rating speed 2000rpm 

 

Assist motor 

Rating power 30kW 

Rating speed 2000rpm 

 

Swing motor 

Rating power 60kW 

Rating speed 3800rpm 

 

Super capacitor 

Rating capacity 10F 

Maximum voltage 350V 

Minimum voltage 280V 

4 Control strategy 

The hybrid excavator is an integrated system that consists of 

many sub-systems including engine, generator/motor, 

capacitor pack, swing motor and pump. Each sub-system is 

also a complex system that has its own functionality and 

desired performance. In this case, almost every subsystem is 

equipped with its behavior. Moreover, all sub-systems need 

to be coordinated in an optimal manner to achieve different 

objectives, e.g. fuel economy, emissions reduction, charge 

balance, and drivability. With this increasing complexity of 

power train system and the need of achieving multiple 

objectives, an integrated machine-level controller is required 

to accomplish the task. 

4.1  Hierarchical structure 

The hierarchical structure of control strategy is proposed in 

fig. 5. It is decomposed into three layer, management layer, 

control layer and executor layer.  

Based on the working condition and driver’s expectation, 

drivers operate the excavator, such as pilot handles, and 

mode selection switch and increase power button, which 

produce corresponding signals. The hybrid power controller 

represents a high-level control system that can coordinate 

the overall power train to satisfy certain performance target 

such as fuel economy and emissions reduction. The high-

level power controller must determine the desired output to 

be generated by the sub-systems (e.g. engine speed, motor 

torque, proportional valve current for pump, etc.). These 

desired output signals are sent to the corresponding sub-

systems and become the commands for the lower-level 

control system of each sub-system. The executor layer 

controller include engine electronic control unit, 

generator/motor controller, swing motor controller, and 

super capacitor monitor unit, which are normally provided 

by sub-system supplier.  The data exchange between control 

layer and executor layer is implemented through CAN BUS 

communication. 
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Figure 6: Hierarchical structure of control strategy 

The hierarchical structure makes it possible to simplify and 

expedite the control design.  However, a systematic design 

approach for the high-level control system in hybrid 

excavator is still lacking and needs to be developed. 

4.2 Power management strategy 

The term “power management” refers to the design of the 

higher-level control algorithm that determines the proper 

power (torque) level to be generated, and its split between 

the generator/motor and the engine while satisfying the 

power (torque) demand from the pump and the swing motor, 

maintaining adequate energy in the super capacitor.  

The intuition of “hybrid power” is based on the concept of 

“load leveling”, which attempts to operate the irreversible 
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energy conversion device such as engine in an efficient 

region and uses the reversible energy storage device as a 

load-leveling device to compensate the rest of the power 

demand.  However, due to the unknown nature of future 

power demand, a charge sustaining strategy is needed to 

maintain the SOC level of the super capacitor.  The voltage 

range of super capacitor is separated into three regions, as 

shown in (9), and the normal range is from LSOC  to 

HSOC . The other two regions are retained for swing motor 

in such cases that the generator/motor and the swing motor 

work together. Control strategy based on rules is designed 

below. 

maxmin SOCSOCSOCSOC HL   （9） 

（1） If  
HSOCSOC 

  
, then 

If  maxTTpump  ，then  aTTT pumpm max ； 

If  minmax TTT pump  ，then  aTm ；  

If  minTTpump  ，then 0mT ； 

（2） If  
LH SOCSOCSOC   , then  

If  maxTTpump  ，then  aTTT pumpm max ； 

If  minmax TTT pump  ，then  aTm ； 

If  minTTpump  ，then pumpg TTT  min ； 

（3） If  
LSOCSOC  ,  then 

If   minTTpump  ，then 0mT ； 

If  minTTpump  ，then minTTT pumpg  ；  

4.3 Control strategy of swing system driven electrically  

The upper structure is characterized by the large and 

variable swing inertia which varies with the posture of the 

upper structure and payload in the bucket. Most researchers 

are only interested in the swing speed control of the upper 

structure [5,6]. But  some occasions on which the motor 

torque need also to be controlled are neglected, therefore in 

this paper a compound(speed mode and torque mode) 

control strategy is proposed, and the control scheme is 

shown in fig. 7. 
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Figure 7: Control strategy of swing system driven by 

electric motor 

Mode identification method and corresponding controller 

are shown below: 

1, If  nn0 , then torque control mode is applied; 

 knnT )( 00  ;  

2, If  nn0 , then  PI(proportional integral) is applied; 

3, If 01 P and 02 P  and mnn   then mechanical 

braking is applied; 

5 Experiment results  

The prototype of 20-ton hybrid power excavator and power 

train are shown in fig. 8 and fig. 9 respectively. The 

prototype excavator is equipped with the aforementioned 

electrical components, which are a generator/motor, an 

electric swing motor, a super capacitor pack and a hybrid 

power controller.  

 

Figure 8: Prototype of 20-ton hybrid power excavator 

  

Figure 9: Swing motor and engine assisting motor 

Fig. 10 shows the swing control performance for PI 

controller and the presented compound strategy. It is 

obvious that during the acceleration the speed overshoot is 

produced for PI controller while for the compound strategy 

it accelerates smoothly. Moreover, the swing motor is 

controlled to stop more smoothly than the hydraulic swing 

motor, without any jerks that a driver might feel discomfort. 

fig. 11 shows the experiment results for 180
o
 swing 

operation. The motor speed and torque are shown in (a), and 

the current and voltage of super capacitor are shown in (b). 

The swing motor accelerates and decelerates smoothly and 

the kinetic energy can be recovered during the deceleration. 

For the excavation and dumping operation, engine operation 

points of the 20-ton hybrid power excavator are shown in fig. 

12. Compared to the operation points in fig. 5, the operation 

points of hybrid excavator engine are converged around the 

high efficiency area. Except that, for the same capacity, the 

energy used to drive the auxiliary components such as 
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cooling fan, cooling pump, etc also can be reduced due to 

engine speed is lowered. 

 

Figure 10: Swing motor speed  

 

(a) Speed and torque of motor 

 

(b) Voltage and current of super capacitor 

Figure 11: 180
o
 swing operation  

 

Figure 12: Engine operation point 

6 Conclusion  

In this paper, a 20-ton prototype compound hybrid excavator 

is presented which includes assisting electric motor, swing 

electric motor, a super capacitor pack, an engine and 

negative flow hydraulic system. The energy-saving principle 

of hybrid excavator is introduced as well. The development 

rules which include parameter design rules of key 

components and hierarchical structure of control strategy of 

hybrid power system are presented. By developing the 

electric swing control strategy and power management 

algorithm, experiments show that the swing motor 

accelerates and decelerates smoothly and the kinetic energy 

can be recovered during the deceleration, the developed 

hybrid power system can significantly improve the fuel 

economy of the excavator without any performance 

degradation or drivability deterioration. 

Nomenclature 

Designation Denotation Unit 

'D  
limit displacement of hybrid 

excavator 
[

r
cm3

] 

D  
limit displacement of hydraulic 

excavator 
[

r
cm3

] 

mT  maximum torque as motor [Nm] 

J
 

equivalent rotary inertia of drive 

train 
[ 2kgm ] 

  acceleration of drive train [
2s

rad ] 

gT  maximum torque as generator [Nm] 

  engine revolutionary speed [rpm] 

g  mean efficiency as generator [%] 

m  mean efficiency as motor [%] 

c  
mean charge efficiency of super 

capacitor 
[%] 

d  
mean discharge efficiency of 

super capacitor 
[%] 

sT  torque of swing motor [Nm] 

s  rotary speed of swing motor [rpm] 

sm  mean efficiency as swing motor [%] 

sg  
mean efficiency as swing 

generator 
[%] 

maxsT
 maximum torque of swing motor [Nm] 

maxsn
 

maximum rotary speed of swing 

motor 
[rpm] 

rP
 cracking pressure of relief valve [Mpa] 
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pq  displacement of pump [
r

cm3
] 

mq  displacement of hydraulic motor [
r

cm3
] 

cP
 power of super capacitor [kW] 

sP
 power of swing motor [kW] 

aP
 power of generator/motor [kW] 

maxcE
 Maximum storage energy [J] 

C
 

Capacity of super capacitor [F] 

maxV
 

Maximum voltage of super 

capacitor 
[V] 

minV
 

Minimum voltage of super 

capacitor 
[V] 

0n

 

Target speed of swing motor [rpm] 

n

 

Actual speed of swing motor [rpm] 

mn

 

Mechanical braking speed  [rpm] 



 

Swing speed threshold [rpm] 

1P

 

Pilot valve1 pressure [Mpa] 

2P  Pilot valve2 pressure [Mpa] 
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Abstract 

Hydraulic hybrids continue to receive attention as a possible solution in the search for improved 

fuel economy for different vehicle types. This paper presents the development of a framework 

for hybrid hydraulic vehicles, using the Hopsan simulation tool of Linköping University’s 

Division of Fluid and Mechatronic Systems (Flumes). This framework is then used on a series 

hydraulic hybrid transmission which employs a pump control based on the hydraulic 

accumulator’s state-of-charge (SoC). Several simplifications were made, especially concerning 

mechanical components. Simulation over two urban standard cycles shows promising results 

concerning velocity error and energy recuperation potential, provided the components are sized 

appropriately to compensate for the mechanical limitations. This paper lays the foundation for 

the further development of a design framework suitable for optimizing the full drivetrain, 

including component sizing and controller parameterization. 

Keywords: Series hydraulic hybrid model, Hopsan modeling 

1 Introduction 

Fuel economy continues to be a major challenge and focus 

in vehicle technology, both for economic and environmental 

reasons. As a possible solution, hybrid architectures keep 

being investigated for both passenger and larger vehicles. 

They have in common that another power source is added to 

the existing combustion engine including an energy storage 

component to allow for some form of energy recuperation; 

in the case of hybrid drivetrains it is the kinetic energy of 

the vehicle that would be lost in form of heat when braking. 

While this implies the addition of a number of components 

to the drivetrain, it potentially allows for down-sizing, and 

depending on the configuration, also optimized operation of 

the internal combustion engine. 

Commercially available hybrid passenger vehicles are typi-

cally electric hybrids, one of the best-known examples being 

the Toyota Prius. These hybrids use batteries for storing the 

recuperated energy, which are advantageous in comparison 

to hydraulic accumulators in terms of energy density, al-

lowing more energy to be stored. In comparison to that, 

hydraulic hybrids allow for a higher power density [1], 

which makes them especially interesting when frequent 

starts and stops occur, and a large vehicle mass is moved. 

Typical applications are heavier vehicles in urban traffic, 

such as busses [2], refuse vehicles [3] or delivery trucks [4]. 

But also passenger and light-weight vehicles are considered 

suitable for hydraulic hybrids [5][6]. 

To provide a framework for future research, a simulation 

model of a series hydraulic hybrid light-duty vehicle has 

been developed which will be presented in this paper. It is to 

be enhanced further to allow for a comprehensive optimi-

zation of the complete hybrid vehicle, and to be compared to 

other hydraulic hybrid architectures. 

2 Hybrid hydraulic drivetrains 

Three principle architectures can be found for hybrids: se-

ries, parallel and power-split. Their differences concern how 

the internal combustion engine is operated and whether 

highly efficient mechanical power transfer is possible. In 

hydraulic hybrids, at least one hydrostatic reversible unit 

(pump/motor) is used, acting as a motor on the wheels dur-

ing acceleration and as a pump for energy recuperation dur-

ing braking. 

In a series hydraulic hybrid configuration, the engine drives 

a pump, which in turn drives the pump/motor and charges 

the system’s accumulator if necessary. The pump/motor is 

then connected to the vehicle’s axle. This way, the engine 

speed is decoupled from the wheel speed, allowing for a 

more efficient operating point. The engine can also be com-

pletely decoupled when including a clutch. Because of the 

energy conversion from mechanical to hydraulic to mechan-

ical, the transmission is less efficient than an entirely me-

chanical drivetrain. 

This mechanical connection between the internal combus-

tion engine and the vehicle exists in the parallel hybrid ar-
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chitecture. The pump/motor is mounted between the engine 

and a mechanical transmission, and can provide additional 

torque to the wheels. The speeds of the engine and the 

wheels are coupled, and consequently optimal engine man-

agement is not possible. As the drivetrain does not require a 

complete redesign, the parallel hybrid architecture offers the 

possibility for reconfiguration of existing vehicles and drive-

trains (e.g. as so-called add-on hybrids) [7][2]. 

A power-split configuration, sometimes also referred to as 

“hydro-mechanical hybrid”, aims to combine the advantages 

of both series and parallel hydraulic hybrids through plane-

tary gear sets. The engine power is split into a hydraulic and 

a mechanical path. The hydraulic system can add or take 

power from the drivetrain, and hydraulic and mechanical 

power are recombined before the wheels. This way, both op-

timal engine management and efficient mechanical power 

transfer can be realized. Depending on the number and lo-

cation of the planetary gear sets, there are different configu-

rations for power-split hydraulic hybrids [3] [4]. 

3 Framework for a hybrid hydraulic 

drivetrain system design in Hopsan 

The model of the series hybrid hydraulic drivetrain is de-

veloped in Hopsan [8], a multi-domain system simulation 

tool. Its current generation is continuously being developed 

at the Division of Fluid and Mechatronic Systems in 

Linköping since 2009. Just like its predecessor, now referred 

to as “Hopsan Classic”, Hopsan utilizes the transmission 

line modeling (TLM) technique and is available for down-

load free of charge. For this paper, a development version 

has been used together with customized components. 

The primary focus of the model is the hydraulic part of the 

drivetrain together with the vehicle, while the combustion 

engine driving the pump will be considered in the future. 

Here it is assumed to run at a constant speed. Furthermore, 

gearing is limited to the gear ratio of the vehicle’s differ-

ential, without an additional gearbox. The lack of a gearbox 

does increase the system’s efficiency due to reduced losses 

[1], but its inclusion could be beneficial for reducing the 

component sizes. The general structure of the model is given 

in Figure 1; the volumes and the rotary shaft used are con-

necting elements required by the underlying modeling tech-

nique. The main components will be explained below. 

The vehicle is represented by a one-dimensional component 

model and described by the parameters total vehicle mass 

Mveh,total, effective front area cd∙A and wheel radius rwheel, the 

latter being combined with the differential gear ratio idiff into 

what is referred to here as effective wheel radius rwheel,e: 

                     ⁄ . (1) 

The component model takes into account the aerodynamic 

drag and rolling resistance acting on the vehicle, but ne-

glects factors such as gradeability and driving turns. There is 

no difference between supplying power to the front or rear 

axle of the vehicle. 

 

 

Figure 1: Basic model structure 

 

 

                       (            ̇  

                             
  ⁄ ), 

(2) 

with Tveh,1 and Tveh,2 being the torques acting on the vehic-

le’s axles, vc being the vehicle’s current velocity, cfr the 

rolling resistance coefficient and  the air density. 

For the transmission, a variable pump and a variable pump/ 

motor are used. Both components contain a mathematical ef-

ficiency model by Rydberg [9], which determines the effi-

ciency based on angular velocity, pressure, and displace-

ment setting angle. 

The model of the accumulator component is based on the 

polytropic law for a perfect gas, and further idealized as-

suming a loss-free component. For this model, an adiabatic 

process is assumed, and the accumulator not to be charged at 

the beginning of the operation. 

The pump/motor’s displacement setting angle is determined 

through a PI-controlled velocity feedback, with the drive cy-

cle being simulated as reference input. The pump charging 

the system is switched on and shut off according to the accu-

mulator’s current state-of-charge (SoC) [10]: in the case of 

the accumulator state-of-charge SoCAcc falling below a de-

fined minimum state-of-charge SoClow, the pump delivers a 

charge flow. It is shut down once a upper limit state-of-

charge SoChigh is reached in order to reserve accumulator 

capacity for energy recuperation. In the current accumulator 

model, this state-of-charge can be equivalently expressed as 

a function of the current filling volume, or of the pressure in 

the accumulator (cf. for example [11]). While Kim and Fili-

pi [6] define an engine power corresponding to the state-of-

charge, here the power input is determined through the load 

on the pump and its constant speed. Even though the pump 

is fully variable, it is effectively either fully closed or fully 

opened, thus avoiding an operation in the low-efficiency low 
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displacement setting angle range. The same controller also 

actuates a 2/2 directional valve for the pump’s protection. 

The main hydraulic components’ contribution to the vehi-

cle’s total weight Mveh,total is considered in order for the 

model to be ultimately used in a full system optimization. 

For the variable pump and the accumulator, data of commer-

cially available components are extrapolated continuously, 

while the pump/motor is described with discrete values of 

the next bigger available component size. 

4 Application example: Simulation of two 

urban drive cycles 

In this paper, a light-duty vehicle is modeled with the pa-

rameters according to Table 1. As reference velocity pro-

files, two EPA driving schedules [12] were chosen in order 

to ensure the model is not only parameterized for one single 

drive cycle, cf. Figure 2. They are different in respect to du-

ration, maximum and average speed, as well as the total dis-

tance traveled, even though both are representing urban ve-

locity profiles. 

Table 1: Light-duty vehicle data. 

Vehicle parameter Value 

Vehicle mass Mveh (half-loaded, without 

main hydraulic components) 
2700 kg 

Frontal area A 3.75 m
2
 

Aerodynamic drag coefficient cd 0.475 

Effective wheel radius rwheel,e 0.1 m 

The sizes of the main components of the drivetrain, i.e. the 

hydraulic machines and the accumulator, as well as the con-

troller settings are the same for both drive cycles. When 

evaluating the results of simulating the drive cycles, two 

different values are considered. On the one hand, as a mea-

sure of the accumulated relative velocity error, ARVE, the 

accumulated velocity deviation relative to the drive cycle’s 

total covered distance is given, i.e. 

      ∫ |       |
     

       
      ⁄ , (3) 

with vref as the reference velocity according to the simulated 

drive cycle, and xmax as the total distance covered by the re-

spective drive cycle. 

As an example, the results for simulating the FTP-72 cycle 

are given in Figure 3, showing that the vehicle follows the 

reference velocity very well, with the largest deviations oc-

curring in acceleration phases. 

 

 

Figure 2: EPA Driving Schedules 

 

 

Figure 3: Simulation results for EPA UDDS FTP-72: Actual 

vehicle velocity vs. reference velocity; velocity deviation 
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The effect of the accumulator’s inclusion in the system on 

the energy consumption is expressed as the energy input 

ratio 

             (             )⁄ , (4) 

with Ein,pump as the energy provided to the pump, Ein,veh as 

the (positive) energy input into the vehicle, not accounting 

for the recuperated energy, and Eloss accounting for losses in 

the charge pump, the valve and the pump/motor when oper-

ating in motor mode. If there was no accumulator allowing 

for energy recuperation, this ratio would equal 1; the more 

energy recuperation occurs, the lower this value becomes. 

The results for the simulation over both cycles are summa-

rized in Table 2. As the values show, different driving 

schedules will lead to varying results. 

Table 2: Simulation results for ARVE and EIR 

Drive Cycle Accumulated relative 

velocity error 

Energy input 

ratio 

FTP-72 0.385 % 68.81 % 

NYCC 3.259 % 75.65 % 

It should be noted that after completing the driving sched-

ule, the final state-of-charge SoCf differs for both drive cy-

cles (see Table 3). This effect has been neglected in the en-

ergy efficiency considerations so far, as the focus with the 

EIR calculations is the energy efficiency in the drive cycle. 

The energy at the end of drive cycle can be accounted for by 

adjusting the energy input ratio to 

      (               ) (             ) ⁄  (5) 

with EAcc,f as the energy content of the accumulator at the 

end of the drive cycle. 

Table 3: Simulation results for accumulator’s SoCf and EIRa 

Drive Cycle Final state of charge Adjusted EIR 

FTP-72 0.7671 65.39 % 

NYCC 0.8524 52.44 % 

As the New York City Cycle is shorter and the accumula-

tor’s final state-of-charge is higher, taking the energy con-

tent of the accumulator at the end of the drive cycle into ac-

count affects the energy considerations for this cycle much 

more than for the FTP-72 cycle. 

5 Study of parameter variation 

The parameter values used in the simulations presented in 

chapter 4, SoClow=0.71 and SoChigh=0.55, were chosen based 

on pressure considerations, in an attempt to allow for com-

plete braking energy recuperation. 

Typically, the controller parameterization for specific vehi-

cle configurations is achieved via optimization. In literature, 

a number of approaches can be found using different optimi-

zation algorithms [2][4][5][13]. The results will be influ-

enced by the chosen objectives, the weighing of the multiple 

objective functions, and underlying drive cycles, amongst 

others. In order to study the pump controller parameteriza-

tion, this chapter will instead present the results for the indi-

vidual objectives and drive cycles. 

Figure 4, Figure 5 and Figure 6 show the results for the ob-

jectives separately. Cases of SoClow>SoChigh are not consid-

ered, as with the implemented control strategy this would ef-

fectively eliminate the control variable SoChigh, and cause 

the hydraulic accumulator to always be charged to a prede-

fined state-of-charge. For both drive cycles, the velocity er-

ror can be lowered by increasing the control parameters, 

with the result for the New York City Cycle being affected 

more by the choice of SoChigh for a given SoClow than the 

FTP-72 cycle. Analyzing the energy input ratio, little varia-

tion can be observed for the FTP-72 cycle, while for the 

New York City Cycle a tendency towards improvement can 

be observed for lower values of the control parameters. For 

a number of outlier parameter pairs, the charging of the ac-

cumulator occurs from a rather low state-of-charge to a high 

one, though, resulting in a low energy input ratio. The ad-

justed energy input ratio explains this variation through the 

accumulator energy content at the end of the drive cycle. 

While there is little difference between EIR and EIRa for the 

FTP-72 cycle, the adjusted energy input ratio for the New 

York City Cycle is lower, and shows less variation. 

 

 

Figure 4: Accumulated relative velocity error as function 

of SoClow and SoChigh 
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Figure 5: Energy input ratio as function 

of SoClow and SoChigh 

6 Conclusion 

This paper presents a framework for the design of hybrid 

hydraulic vehicles. This framework has been tested for a 

series hydraulic hybrid light-weight vehicle. Simulation over 

two different urban drive cycles has given reasonable results 

concerning the velocity error, and indicates a potential to 

reduce the energy input into the system in comparison to 

running the vehicle with the same transmission, but without 

the possibility to recuperate energy during braking. Overall, 

the results show the potential of the framework for more 

advanced systems.  

However, in its current version the model contains a number 

of significant simplifications which need to be tackled in the 

future. One extension would be the inclusion of a scalable 

combustion engine component model, as its fuel consump-

tion characteristics are neglected so far. It could allow for 

studying downsizing possibilities through hybridization. 

Furthermore, the current lack of a mechanical gearbox leads 

to relatively big hydraulic machines, which are not suitable 

especially for a vehicle of this size. 

The goal for the model is to allow a full optimization of the 

vehicle’s drivetrain, including component sizing and con-

troller parameterization, based on a vehicle’s specifications 

and a reference drive cycle. This optimization could also in-

clude a limitation for the component sizing to a discrete 

number of available sizes instead of a continuum of options, 

 

 

Figure 6: Adjusted energy input ratio as function 

of SoClow and SoChigh 

and further respective parameter variations in other compo-

nents to account for component-size specific limitations. 

Similar models will be developed for the parallel and power-

split hydraulic hybrid architectures to run comparisons be-

tween the different models. This set of models should be 

able to give a comprehensive understanding of hydraulic hy-

brids for future projects. 

Nomenclature 

Designation Denotation Unit 

A Frontal area of vehicle [m2] 

ARVE Accumulated relative velocity 

error 

[-] 

cd Aerodynamic drag coefficient [-] 

cd∙A Effective front area [m2] 

cfr Rolling resistance coefficient [-] 

EAcc,f Final accumulator energy content [J] 

Ein,pump Energy input to pump (system) [J] 

Ein,veh Energy input to vehicle [J] 

Eloss Energy losses [J] 

111



EIR Energy input ratio [-] 

EIRa Adjusted energy input ratio [-] 

idiff Differential gear ratio [-] 

Mveh 

 

Vehicle mass (half-loaded, with-

out main hydraulic components) 

[kg] 

 

Mveh,total Total vehicle mass [kg] 

rwheel Wheel radius [m] 

rwheel,e Effective wheel radius [m] 

SoCAcc Accumulator state-of-charge [-] 

SoCf Final state-of-charge [-] 

SoClow Lower state-of-charge boundary [-] 

SoChigh Higher state-of-charge boundary [-] 

tend End time of drive cycle [s] 

tstart Start time of drive cycle [s] 

Tveh,1, Tveh,2 Torque on vehicle’s axle [Nm] 

vc Actual vehicle velocity [m/s] 

vref Reference velocity [m/s] 

xmax Total drive cycle distance [m] 
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Abstract

This paper demonstrates an optimisation-based method of designing modular gearboxes scal-
able for a range of applications. The design is adapted to the typical operating behaviours of
the reference vehicles and considers the manufacturing costs of the gearboxes. Hydromech-
anical continuously variable transmissions (CVTs) are today strong candidates to replace
drive line transmissions based on fuel-thirsty torque converters in many mobile working ma-
chines. The advantages include a wide range of torque/speed ratios, high energy efficiency
throughout the speed range and decoupling of engine speed and vehicle speed. Advanced
multiple mode CVTs, however, are difficult to evaluate early in the product development pro-
cess due to their complex architectures and the great variety of possible concepts. There is
consequently an increased need for methods to design, compare and evaluate the transmis-
sion concepts. To decrease the development and manufacturing costs, there is also a need for
scalable transmission concepts that can be used in several applications of different classes.
The results show the proficiency of the methodology compared to a manual design process
and that the energy efficiency of the transmissions are strongly linked to the designs.

Keywords: Hydromechanical transmissions, Power-split, Design optimisation

1 Introduction

A multiple-mode hydromechanical transmission provides a
wide torque/speed range with a high efficiency throughout
the speed range and is today a strong candidate to replace the
torque converter in many heavy mobile working machines.
Furthermore, the continuously variable torque/speed ratio al-
lows for decoupling of engine speed and vehicle speed which
enables more energy savings through engine management.
With single-mode configurations, such as pure hydrostatic
transmissions, very large displacement machines (hydraulic
pump/motors) are required to meet the high power demands
of heavier applications. By using synchronised shafts,
multiple hydromechanical configurations can be combined
to improve the energy efficiency and decrease the necessary
sizes of the displacement machines. In recent years, a number
of commercial concepts have been released for construction
machines and off-highway applications, see for instance [1].

The combination of configurations leads to great many
possible multiple-mode concepts. Furthermore, complex
multiple-mode transmissions contain large numbers of mech-
anical gears and are more difficult to design. The notion of
designing the transmission means, in this paper, the process
of sizing the transmission components, i.e. the gear ratios
and the displacement machines. For complex transmission
architectures, there is a design space in which the transmis-
sion has the same performance, i.e. two different designs can

result in the same performance. A fair comparison between
concepts is consequently only valid for optimised designs.

Much research has been done on developing simulation
models for hydromechanical transmissions with the pur-
pose of evaluating different transmission concepts, see for
instance [2], [3] and [4]. Comparisons and evaluations of dif-
ferent transmission concepts can be found in for instance [5]
and [6]. Fewer works, however, can be found on the design
process of hydromechanical transmissions. Volpe et al. [7]
suggested an optimisation-based design method using only
kinematic models of the transmission components. Macor
and Rosetti formulated a simulation-based optimisation
method using more detailed loss models in [8] and [9]. The
authors of this paper have proposed a design methodology for
complex hydromechanical transmissions based on numerical
optimisation in [10]. The methodology adapts the design in
order to minimise the energy consumption for a predefined
operating behaviour of the considered application. The
studies have shown that the design of the transmission is
strongly linked to the energy consumption of the application.
It is also shown that an optimal design may be difficult to
find manually, underlining the need for an automated design
process.
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1.1 Modular Design

The concept of modularity and platform design within
product development is a well-recognised methodology to de-
crease the variety of components in a product family. The
main advantages include lower manufacturing costs and lower
development costs due to the increased communality of the
products. The trade-off for the company lies instead in the
decreased individual performance of the products. [11]

1.2 Problem Outline

There are a number of plausible desired characteristics of a
gearbox, e.g. energy efficiency, manufacturing cost, control-
lability, low volume and weight. For the industrial designer
these are most likely all aspects to consider when designing
the transmission. For an OEM with a range of vehicles in
its product portfolio, more than one application needs to be
considered in the development process. A scalable (modular)
gearbox with collective characteristics can reduce both the de-
velopment costs and the manufacturing costs of the transmis-
sions. This paper focuses on the design process of a modular
gearbox suitable for a range of applications. The modularity
is here confined to the use of the same transmission concept
with the same hydraulic variator, but with varying number of
modes. The modular design targets a wide range of wheel
loader applications of different power classes.

2 Transmission Concept
The concept considered in the design methodology is the so
called ”Jarchow-concept” with an arbitrary number of modes,
shown in fig. 1.

Figure 1: The ”Jarchow-concept” with an arbitrary number
of modes. The dimensions of the gear wheels are not ne-
cessarily proportionally correct; the figure merely shows the
principle of the concept. In the figure, the number of modes,
m, is an odd number.

The starting mode (H) is purely hydrostatic and the sub-
sequent modes are input-coupled power-split modes. The
number of modes, m, is defined as the number of forward
power-split-modes plus the hydrostatic mode, i.e. m = 3
means one hydrostatic mode and two power-split modes for

the forward motion. There are also m− 1 power-split modes
for the reverse motion. In the odd power-split modes (F1, F3
etc), the second planetary gear (R2) actively transfers power to
Shaft II and in the even power-split modes (F2, F4 etc) the first
planetary gear (R1) actively transfers power to Shaft I. The
complete clutch configuration is shown in Table 1. An ar-

Table 1: Clutch arrangement

Mode S f wd Srev S0 S1 S2 Sm−1
Rm-1 • •
R2 • •
R1 • •
H • •
F1 • •
F2 • •
Fm-1 • •

bitrary number of modes makes it possible to scale the trans-
mission up or down depending on the power class of the ap-
plication. The principle of this architecture can be found in
several commercial hydromechanical CVTs and it has been
treated previously in some of the papers referenced above.

3 Reference Vehicles
This study focus on the design of a modular gearbox for
three wheel loader applications to demonstrate the design
methodology. All three wheel loader sizes are traditionally
equipped with a torque converter and a powershift gearbox
making them suitable applications for hydromechanical trans-
missions. Table 2 shows the main parameters of the con-
sidered wheel loaders, denoted A-C, where A is the largest
and C is the smallest. Figure 2 shows the tractive force re-
quirements.

Table 2: Wheel loader parameters.

Wheel loader A B C Unit
Pmax 219 161 96 kW
Fmax 245 181 130 kN
vmax 40 40 40 km/h

Pmax

Fmax

vmax

Figure 2: The tractive force requirements of a wheel loader.
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To evaluate the energy consumption of a transmission design,
pre-recorded data from typical operating cycles are used. By
simulating the operating cycles, the energy consumption of a
transmission design can be evaluated. This is a common way
of evaluating system concepts and allows for an optimised
system design specifically for the typical operating behaviour
of the vehicle [12]. Wheel loaders are versatile machines
and have many different application areas. Many machines
are sold as multi-purpose machines although operating with a
bucket in a production site is the most common task [13]. Two
operating cycles are often used to characterise the operating
behaviour of the wheel loader; the short loading cycle and the
load-carry cycle, see fig. 3. For details of the operation of
these cycles see [14].

(a) Short loading cycle

(b) Load-carry cycle

Figure 3: Typical operating cycles of the wheel loader, from
[14].

Two examples of the cycles above have been recorded in
real world operation for all three wheel loaders. For both
cycles, gravel is loaded from a pile on to a load receiver of
appropriate height for each wheel loader. Two trained oper-
ators each performed nine cycles each for every wheel loader
application in every operating cycle. Data was recorded for
the output axle of the transmission. The data was then ana-
lysed and one representative data set was selected for every
wheel loader and cycle. This data is then used to represent
the typical operating cycles for each wheel loader application.

Normally, larger wheel loaders are used to a greater ex-
tent in short loading cycles whereas smaller machines
more often operate in transportation phases. The complete
operating behaviour of the wheel loader is therefore achieved
by weighing each cycle according to its significance for each
wheel loader application. The weight factors are supplied by
an OEM and represent approximate values of the distribution

for the average wheel loader. Figure 4 shows the operating
point distribution over the speed range for the complete
operating behaviour of the wheel loaders. The suggested
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(a) Wheel loader A
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(b) Wheel loader B
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(c) Wheel loader C

Figure 4: Distribution of the operating speeds for the typical
operating behaviour of the considered wheel loaders

operating cycles represent a typical behaviour of the machine
and, as stated earlier, are not true for every (any) wheel loader
in the field. The use of typical operating cycles, however, is
still helpful in the design process [12].

4 Transmission Design

When dealing with multiple-mode hydromechanical trans-
missions, much can be gained from using similar concepts
for many applications, including different power classes of
the same type of vehicle. The development costs are signific-
antly reduced if the gearbox can be scaled up and down or at
least easily adapted to each application. Additionally, manu-
facturing costs can be reduced by producing or buying larger
quantities of the same component.
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Final designs

Calculate Xsp,l

Simulation

Evaluation

Choose Xd p,l

Optimal?

Choose Xd p,g

Evaluation

Optimal?

Start Global Optimisation

Application A

Application B

Application C

Start Local Optimisation

Figure 5: The design process for the modular gearbox. The
inner loop optimises the transmission designs for all wheel
loaders individually given a number of modes and a variator
size. The outer loop sets the number of modes and variator
size optimally for the considered range of applications.

The tractive force requirements and the demands of the
gearbox characteristics naturally vary between applications.
The demand for low cost and high energy efficiency may
vary greatly also within different sizes of the same type of
vehicle. One approach to achieve a modular gearbox is to use
the same number of modes in each transmission and to vary
the sizes of the displacement machines to match the tractive
force requirements of each application, as shown in [1].
Another approach is to use the same hydrostatic variator, i.e.
the same sizes of displacement machines, but with different
numbers of modes depending on tractive power demands.

The advantages include lower manufacturing costs for the
gearboxes since the variator can be bought or manufactured
in larger series. The development costs may also be reduced
and robustness increased if similar control software can be
used for all transmissions. This is the design approach further
examined in this paper. The trade-off for this scenario is
that transmissions with a small hydraulic variator, leading
to lower power losses, requires a higher number of modes,
leading to higher costs.

The proposed design methodology is an extension of
the previously developed methodology for designing com-
plex hydromechanical transmissions [10]. Briefly explained,
the design is achieved by identifying the degrees of freedom
for the concept and letting an optimisation routine set the
design parameters to minimise the energy consumption
during simulated work cycles. The modular transmission is
achieved when the design of each application is optimised
with a collective hydraulic variator. The choice of hydraulic
variator and number of modes for each application should
consequently also be the subject of a design optimisation.
Figure 5 shows the proposed methodology for the design
process.

4.1 Local Optimisation

The local optimisation loop optimally designs each applica-
tion one by one, with a given number of modes m and a given
variator size Dvar. The explicit design relations have previ-
ously been derived in [10] for the same concept, but with Unit
2 as a fixed displacement machine. The two degrees of free-
dom are shown in eq. (1):

x1 =
vshi f t,k+1

vshi f t,k
for k = 1, 3, 5,... (1a)

x2 =
vshi f t,k+1

vshi f t,k
for k = 2, 4, 6,... (1b)

The degrees of freedom are hence the freedom of positioning
the mode shifts within the speed range of the vehicle. With
a variable Unit 2, smaller displacement machines may be re-
quired, since the hydrostatic speed range increases. For this
study, the minimum displacement of Unit 2, ε2,min, is left as
a design parameter, since it is unclear whether a lower ε2,min
will lead to higher energy efficiency. Generally, the efficiency
of the displacement machine is reduced when operating with
low relative displacements. The system parameters and the
design parameters for the local optimisation are consequently:

Xsp,l = [D1 D2 R1 R2 i1 i2 is,0 is,1 is,2 . . . is,m−1]
T (2a)

Xd p,l = [x1 x2 ε2,min]
T (2b)

The simulation of the transmission is based on backward cal-
culation with known steady-state models of the components.
The greatest power losses come from the displacement ma-
chines, which require detailed loss models with dependency
on all operating conditions [4]. The hydraulic variator also
requires a charge pump for anti-cavitation and cooling and to
supply the control circuit. For details of the simulation mod-
els used in this paper, see [10].
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4.1.1 Objective Function

The objective function for the local optimisation is simply the
simulated equivalent energy consumption of the transmission
for the specified operating cycles, shown in eq. (3):

fl = ∑
k

wl,k

∫ tend,k

0
Ptot,k(t)dt (3)

where wk is the weight factor for the operating cycle, as de-
scribed in section 3.

4.1.2 Constraints

Two constraints are used in the local optimisation to restrict
the freedom of positioning the mode shifts in the speed range,
see eq. (4).

vshi f t,1 ≥ 5km/h (4a)
vshi f t,k+1 − vshi f t,k ≥ 2km/h for k = 1, 2,..., m-1 (4b)

The first constraint relates to the need to avoid mode shifts
during the bucket fill operation, which normally takes place at
under 5 km/h, see fig. 4. The second constraint prevents the
mode shifts to be positioned too closely together. Between
two mode shifts, the relative displacement of Unit 1 is con-
trolled from -1 to 1 or vice versa. During quick accelerations
and decelerations, there are consequently high demands on
the control speed of the displacement machines.

4.2 Global Optimisation

The global optimisation loop sets the optimal size of the
variator and the number of modes for each wheel loader.
The design parameters for the global optimisation are con-
sequently:

Xd p,g = [m Dvar]
T (5)

where

m = [mA mB mC]
T (6a)

Dvar = D1 +D2 (6b)

4.2.1 Objective Function

The target for the global optimisation problem is a multi-
objective one. Since energy efficiency normally increases
with number of modes, it is unreasonable only to optimise the
vehicles’ energy efficiency. The objective should instead for-
mulate the trade-off between energy efficiency and the manu-
facturing cost of the gearbox.

f (Xd p,g) = λ1 fg1 +λ2 fg2 (7)

The first objective, fg1, is the weighted sum of equivalent en-
ergy consumptions from the local optimisation results accord-
ing to eq. (8).

fg1 = ∑
k

wg1,kEk,equiv for k = A,B and C (8)

The weight factors wg1,k specify the importance of energy ef-
ficiency for one application versus another. These values re-
late to factors such as number of sold vehicles, cost margins,
fuel price, customer demands, acceptable payback period, etc.
This type of analysis is beyond the scope of this paper; in-
stead, the equivalent energy consumption is evenly weighted
for the considered wheel loaders. The second objective, fg2,
is the weighted manufacturing costs of the gearboxes, accord-
ing to eq. (9).

fg2 = ∑
k

wg2,kCk for k = A,B and C (9)

The weight factors wg2,k also relate to the above mentioned
market-related factors and are here assumed to be equal. The
manufacturing costs are simply modelled as the sum of all
component costs plus a fixed cost for the housing, additional
hydraulic components, etc. See [15].

4.2.2 Constraints

In previous studies, the sizes of the displacement machines
are calculated and can take any continuous value. A more
realistic approach for an industrial designer is to choose from
a discrete series of sizes. To represent this scenario, the listed
sizes of the Bosch Rexroth standard displacement machines
A4VG/40 (Unit 1) and the A6VM/71 (Unit 2) [16] are used
as possible variator sizes. One variator size means, for this
case, only one combination of machine sizes, according to
eq. (10). [

D1
D2

]
∈
([

145
170

]
;
[

175
215

]
;
[

210
280

])
(10)

The number of modes for every transmission is naturally also
a discrete value, which in this study is limited according to
eq. (11).

2 ≤ mk ≤ 6 for k = A,B and C (11)

4.3 Optimisation Algorithm

The Complex-RF method is used in the design process for
both the global and the local optimisation. Briefly explained,
the algorithm generates a certain number of random points
in the design space and reflects the worst point towards the
centroid of the other points until it is no longer the worst point.
This process is iterated until the minimum function value is
found or the maximum number of evaluations is reached. The
Complex-RF method has previously been proved to be suit-
able to use in simulation-based design optimisation. [17]

5 Results and Discussions
Figure 6 shows optimisation results for consecutive runs
with linearly changed weight factors λ1 and λ2 to form the
Pareto optimal front. The solution will generally travel to the
bottom right corner of the graph with an increased number of
modes for the transmissions. A suitable weight between the
two objectives is probably found somewhere in the middle,
where a higher number of modes for a larger application is
a reasonable choice. The awkward selections of m on the
Pareto front shows that an optimised manual design would be

117



0.85 0.9 0.95 1
0.92

0.94

0.96

0.98

1

E
q

u
iv

a
le

n
t 

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 [

�

]

Equivalent Manufacturing Cost [�]

[D
1
, D

2
] = [145, 170]

[D
1
, D

2
] = [175, 215]

[D
1
, D

2
] = [210, 280]

[2,2,2]

[6,6,6]

[5,3,2]

[3,3,2]

[5,3,3]

[3,2,2]

Figure 6: The Pareto front for the multi-objective design op-
timisation. Each marker represents a set of numbers of modes
as indicated, according to [mA,mB,mC]. The top left corner
represents low energy efficiency and low costs, whereas the
bottom right corner represents high costs and high energy ef-
ficiency.

difficult to achieve. The absence of the 4-mode transmission
can also be seen in the graph. The 4-mode transmission
seems to be only slightly better than the 3-mode transmission
that dominates the Pareto front. This can also be seen in fig.
7 where the optimised designs of the transmissions for wheel
loader C are simulated with the lowest variator size. The
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Figure 7: Simulation of an acceleration from 0 to maximum
speed during maximum load conditions for wheel loader C.
The peak efficiencies represent the full mechanical points
where all power flows through the mechanical branch.

figure shows how the positioning of mode shifts is handled
by the optimisation algorithm. The constraint for the bucket
fill operation (eq. (4)) is often a limiting factor and most
designs have the first mode shift close to 5 km/h. The other
mode shifts are more cleverly positioned to match the full

mechanical points at the same speeds as the peaks in fig. 4.
For the depicted case, m=3 has even better capabilities to
match the typical operating behaviour than m=4, which is a
remarkable result.

To identify the decreased individual energy efficiency
of the applications, the optimised designs are simulated
with two different variator sizes. Table 3 compares the
equivalent energy consumption for the wheel loaders using a
larger variator than actually needed to achieve the specified
performance.

Table 3: Percentage of increase in energy consumption when
using the largest variator instead of the smallest one.

Wheel loader A B C
m = 2 2.6% 1.9% 2.5%
m = 3 -1.4% 2.1% 3.3%
m = 4 -1.1% 1.1% 2.9%
m = 5 -1.0% 1.5% 3.0%
m = 6 -2.3% 0.5% 2.6%

Normally, a transmission with a smaller variator suffers from
lower power losses, as the parasitic losses from the hydro-
static transmission are reduced. This seems to be the case for
wheel loaders B and C. A small variator used in a large applic-
ation, however, is forced to operate with smaller relative dis-
placements which lowers the efficiency of the transmission.
This is the reason why wheel loader A has a lower energy
consumption when a larger variator is chosen. A special case
is m = 2 for wheel loader A, which suffers from poor energy
efficiency in both cases. Table 4 displays the above discussed
phenomenon for wheel loader A.

Table 4: Optimal ε2,min for wheel loader A.

[D1, D2] [145, 170] [175, 215] [210, 280]
m = 2 0.45 0.44 0.61
m = 3 0.76 0.47 0.96
m = 4 0.75 0.84 0.95
m = 5 0.74 0.83 0.96
m = 6 0.58 0.83 0.94

6 Conclusions
In this paper, a design methodology for modular multiple-
mode hydromechanical transmissions has been proposed and
implemented on the design of the ”Jarchow-concept” for a
range of wheel loader applications. The problem has been
formulated into a multi-objective optimisation problem where
energy efficiency and manufacturing costs of the product fam-
ily are antithetic objectives. The implementation indicates
that an optimised design of the modular transmission is dif-
ficult to achieve manually. Moreover, the number of degrees
of freedom for the design increases when using a collective
hydraulic variator, which further complicates the design task.
This increases the need for an automated design process for
the industrial designer.
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Nomenclature
Quantities

Designation Denotation Unit
C Cost [−]
D Hydraulic displacement [cm3/rev]
F Force [kN]
i Gear ratio [−]
m Number of modes [−]
P Power [kW ]
R Planetary gear ratio [−]
v Vehicle speed [km/h]
w Weight factor [−]
ε Relative displacement [−]
λ Weight factor [−]

Indices

Designation Denotation
g Global
l Local
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Abstract 

Generally speaking, hydraulic control systems can be divided into two different driving concepts. The first one is the well-
known valve-controlled system and the second one is the pump-controlled system. The former possesses the feature of fast 
dynamic response. However, the poor energy-saving performance is its major fault. On the contrary, the pump-controlled 
hydraulic system has the significant advantage of energy-saving which meets the current demand in modern machine design. 
In this paper, the simulation analysis using MatLab/SimuLink and DSHplus for a newly developed energy-saving hydraulic 
tube bender is conducted. Instead of the conventional fixed displacement hydraulic pump, the new hydraulic tube bender 
utilizes an internal gear pump with AC servomotor as its driving power source. In the new energy-saving hydraulic circuit, 
the use of conventional pressure relief valve and unloading valve are no longer necessary since the demanded flow-rate and 
pressure output can be precisely obtained by continuously changing the speed of the AC servomotor. In addition, two 
closed-loop control schemes using fuzzy sliding-mode controller are adopted and compared. From the simulation results, it 
is shown that the energy-saving performance of constant pressure control scheme is somewhat better than that of load-
sensing control scheme. Furthermore, the simulation results also show that the newly developed hydraulic tube bender can 
save up to 42 % of energy consumption in a working cycle as compared to the conventional hydraulic tube bender.  

 

Keywords: Hydraulic Energy-Saving, Pump-Controlled System, Fluid Power, Tube Bender 

1 Introduction 

Nowadays, hydraulic systems still play a very important role 
in modern industry due to the large output force, high 
power/weight ratio and excellent stiffness. In this paper, a 
conventional hydraulic tube bender shown in Fig. 1 is 
chosen for the study of implementing the hydraulic energy-
saving design. Figure 2 shows a typical working cycle of the 
chosen hydraulic tube bender [5]. It is observed that eight 
sequential steps are required to complete the bending of a 
straight tube. They are: (A) advancing the main pushing unit, 
(B) clamping the tube, (C) advancing the bending unit 
together with auxiliary pushing unit and bending the tube 
(90 degrees), (D) retracting the main pushing unit, (E) 
releasing the clamping of tube, (F) retracting the auxiliary 
pushing unit, (G) removal of tube and (H) retracting the 
bending unit. In the hydraulic circuit of a conventional tube 
bender, a fixed-displacement vane pump is generally 
utilized as shown in Fig. 3. In addition, a pilot-operated 
pressure balanced relief valve together with a two-way 
solenoid operated valve is used as well to construct the 
unloading circuit. However, the hydraulic supply pressure of 
the conventional tube bender has to be set at the maximal 
demanded pressure of 120 bar to ensure the proper function 
of all 8 steps. Thus, from Fig. 2, it is clear that huge energy 
lost in the working cycle is inevitable since only the step C 
requires the maximal supply pressure of 120 bar. For the rest 
7 steps, however, the actually demanded supply pressure is 

much lower than the maximal pressure of 120 bar. On the 
other hand, recent performance improvements in the AC 
servomotor provide a promising alternative to design the 
energy-saving hydraulic circuit [2, 3, and 4]. In details, the 
demanded flow-rate and pressure output of the hydraulic 
pumping unit can be precisely obtained by continuously 
changing the speed of the AC servomotor. In this paper, 
therefore, the implementation of energy-saving design is 
mainly based on the AC servomotor-controlled scheme. In 
the following, the proposed energy-saving control scheme is 
firstly outlined. 

 

 

Figure 1: A hydraulic tube bender [5]. 
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Figure 2: Demanded pressure in a working cycle. 

 

 

Figure 3: Schematic circuit diagram of a conventional 
hydraulic tube bender. 

2 Energy-saving control scheme 

In this paper, two closed-loop control schemes using fuzzy 
sliding-mode controller are adopted and compared. The first 
one is load-sensing control strategy and the other one is 
constant pressure control scheme [4]. Figure 4 shows the 
block diagram of the load-sensing control. A fixed pressure 
drop, Δpset, across the control solenoid valve serves as the 
reference input. The load pressure, pLs, is measured by a 
pressure sensor and fedback to the closed-loop control 
system to ensure that the supply pressure, ps, can be real-
time adjusted according to the variable load pressure. 
Consequently, the actual pressure drop, Δp= ps-pLs, can be 
maintained as a constant by the closed-loop control. On the 
other hand, Figure 5 shows the block diagram of constant 
pressure control. In this configuration, the reference supply 
pressure input, Psset, is varied according to the different 
demanded pressure levels at various steps as shown in Fig. 2. 
Thus, the reference supply pressure input is actually not a 
constant and has to be changed at different steps. Besides, it 
is worth mentioning that the fuzzy sliding-mode scheme is 
chosen as the closed-loop controller because it provides a 
dither-like chattering signal. Such a signal is proven to be 
effective to overcome the nonlinear friction disturbances [1].  

 

Figure 4: Load-sensing control block diagram. 

 

 

Figure 5: Constant pressure control block diagram. 

 

The combination of fuzzy-logic-controller with sliding 
mode controller results in the fuzzy sliding-mode controller. 
As an example, the constant pressure control scheme 
combining the fuzzy sliding-mode controller is illustrated as 
follows. Figure 6 shows the schematic block diagram of the 
fuzzy sliding-mode controller. The error signal, e(k), and the 
error signal change, Δ e(k), are denoted by x1 and x2 
respectively, that is 

 

x1 = e(k) = psset - ps,   (1) 

 

x2 =Δe(k) = e(k) - e(k-1),   (2) 

 

where  psset : reference supply pressure input, 

   ps : actual supply pressure. 

Unlike the conventional controller, there are four procedures 
involved in the implementation of a fuzzy sliding-mode 
controller, fuzzification of the input, fuzzy inference based 
on the knowledge, the defuzzification of the rule-based 
control signal and the determination of the scaling factors. 

2.1 Fuzzification 

The proposed fuzzy sliding-mode controller requires only 
one input signal, s, which is exactly the combination of the 
parameters x1 and x2. 

 

s = λx1 + x2.                       (3) 

 

Figure 7 shows the usual triangular fuzzy membership 
function for the input signal, s, and for the output signal, u. 
The input signal also represents the switching surface of the 
sliding mode controller.  

2.2 Inference 

The inference process consists of nine typical rules driven 
by the linguistic values of the input signal, s. There are: 

If s  is very large-positive, then u  is very large-
positive. 

If s  is large-positive, then u  is large-positive. 
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If s  is medium-positive, then u  is medium-positive. 

If s  is small-positive, then u  is small-positive. 

If s  is zero, then u  is zero. 

If s  is small-negative, then u  is small-negative. 

If s  is medium-negative, then u  is medium-negative. 

If s  is large-negative, then u  is large-negative. 

If s  is very large-negative, then u  is very large-
negative. 

2.3 Defuzzification 

The defuzzification is to transform control signal into exact 
control output. In the defuzzification, the method of center 
of gravity is used. 

 

               








n

i
i

n

i
ii

W

BW

u

1

1 ,   (4) 

 

where u : output of the fuzzy sliding-mode controller, 

Wi : the degree of firing of the ith rule, 

Bi : the centroid of the consequent fuzzy subset 
            of the ith rule. 

2.4 Determination of scaling factors, GS and GU 

Before the input signal, s, is fed into the fuzzy-sliding mode 
controller, it has to be multiplied by the scaling factor, GS, 
so that the product is normalized in the interval [-1, 1]. 
Similarly, the output signal of the fuzzy-sliding mode 
controller, u, is multiplied by the scaling factor, GU, to meet 
the actual operating voltage range, -10 V to 10 V, of the AC 
servomotor. It is also worth mentioning that the values of 
the factors, GS and GU, affect the system response greatly. 

 

 

Figure 6: Scheme of the proposed fuzzy sliding-mode 
control. 

3 Modeling, Simulation results and Discussion 

In this paper, two commercial software packages, the 
MatLab/SimuLink and DSHplus, are chosen as simulation 
tools to analyze the energy-saving performance. Firstly, the 
modeling procedure by MatLab/SimuLink will be outlined. 

The dynamics of the utilized AC servomotor can be 
simplified as a first-order function. In addition, a simplified 
model for a typical single-acting hydraulic cylinder is shown 
in Fig. 8. The volumetric flow-rate output of the hydraulic 
pump is given by [2] 

 

 ܳ௦ ൌ ܸ ൈ ሺ1 െ ݁
ି௧

்ൗ ሻܰ,   (5) 

 

where Vp : displacement of pump, 

            T : time constant of AC servomotor, 

            N : reference rotational speed input. 

In practice, the time constant, T, can be derived from the 
data sheet of the AC servomotor and is estimated to be 50 
ms [6]. 

From continuity equation, the dynamic model for the supply 
pressure can be simplified as 

 

 
ௗೞ
ௗ௧

ൌ
ா


ሺܳ௦ െ ܳሻ,   (6) 

 

where Qa denotes the volumetric flow-rate going into the 
chamber A of cylinder and can be described by 

 

  ܳ ൌ ௩ඥሺܺܤ ௦ܲ െ ܲሻ .    (7) 

 

Similarly, the volumetric flow-rate coming out of the 
chamber B of cylinder can be obtained as 

 

 ܳ ൌ ௩ඥܺܤ ܲ ,    (8) 

 

where Xv : spool displacement, 

B : flow constant. 

Since the switching directional control valve is utilized in 
the circuit design, the spool displacement, Xv, is set to be the 
maximal stroke +3 or -3 mm. 

The flow constant, B, in Eq. (8) can further be expressed as 

 

ܤ  ൌ ௩ඥ2݀ߨௗܥ ⁄ߩ  ,                  (9) 

 

where Cd : flow coefficient, 

            dv : diameter of the valve spool, 

            ρ : density of the hydraulic oil. 
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If the internal and external leakages of the cylinder are both 
negligible, the simplified dynamic pressure equations for 
both chambers of the cylinder are 

 

 
ௗೌ

ௗ௧
ൌ

ா
ೌ ା

ሺܳ െ ܣ ሶܻ ሻ,   (10) 

 

 
ௗ್
ௗ௧

ൌ
ா

್ା
ሺെܳ  ܣ ሶܻ ሻ,   (11) 

 

where Eoil : bulk modulus of oil, 

            Va : volume of chamber A, 

            Vb : volume of chamber B, 

            Vpipe : volume of connecting pipe, 

             A : average area of piston, 

             ሶܻ  : velocity of the piston. 

Finally, the equation of motion gives 

 

ܯ   ሷܻ  ܾ ሶܻ ൌ ܣ ܲ െ ܣ ܲ െ   ,   (12)ܨ

 

Where M : mass of load, 

           ሷܻ  : acceleration of piston, 

            b : Newton’s friction coefficient, 

            Aa : actuating area of piston in chamber A, 

            Ab : actuating area of piston in chamber B, 

            FL : disturbance load. 

Thus, the MatLab/SimuLink model for the single-acting 
hydraulic cylinder is shown in Fig. 8. Since there are totally 
five hydraulic cylinders in the conventional tube bender, the 
whole hydraulic circuit model containing five single-acting 
hydraulic cylinders built by MatLab/SimuLink is shown in 
Fig. 9. On the other hand, to double check the validity of the 
above mentioned modeling and simulation, the hydraulic 
circuit model using the second software package DSHplus 
for the same conventional tube bender is established as 
shown in Fig. 10. Figure 11 shows the simulation 
displacements of the main pushing cylinder by two different 
software packages respectively. Similarly, two calculated 
actuating pressure curves of the main pushing cylinder are 
also depicted in Fig. 12. Obviously, from Figures 11 and 12, 
the calculated cylinder displacements as well as actuating 
pressure curves derived from MatLab/SimuLink and 
DSHplus respectively are almost identical. It can therefore 
be verified that the modeling procedure and simulation 
results by MatLab/SimuLink are reliable and can be used for 
further energy-saving analysis. 

It is worth mentioning that the block diagram shown in Fig. 
9 is actually an open loop control scheme. It is necessary to 
incorporate the proposed fuzzy sliding-mode controller into 

the control structure and form a closed-loop control block 
diagram. In addition, two proposed control schemes, the 
constant pressure control and load-sensing control, have also 
to be implemented. Thus, based on the simplified block 
diagrams shown in Figures 4 and 5, two comprehensive 
closed-loop control block diagrams can be obtained as 
shown in Figures 13 and 14 respectively. In the following, 
the control performances of these two closed-loop control 
schemes will be discussed and compared. 

After adequate simulations, all important data and 
information of the whole tube bender system, like the 
pressure and flow-rate etc., can be obtained. The power 
consumption of the pumping unit can easily be calculated by 
the following equation (13). 

 

 ܲ௨ ൌ
ೞൈொೞ


	,                                 (13) 

 

where Ppump : power consumption of the pump, 

ps : supply pressure, 

Qs : supply flow-rate. 

 

 

 

 

 

Figure 7: A simplified model for a single-acting hydraulic 
cylinder [2]. 
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Figure 8: MatLab/SimuLink model for the single-acting 
hydraulic cylinder.  

 

 

 

 

Figure 9: MatLab/SimuLink model for the conventional 
hydraulic tube bender. 

 

 

 

Figure 10: Hydraulic circuit model built by DSHplus for 
conventional tube bender. 

 

(a)  

 

(b)  

Figure 11: Simulation cylinder displacements of the main 
pushing unit by two different software packages (open loop). 

(a) MatLab/SimuLink results; (b) DSHplus results 

 

As an illustrated example, the simulation results of supplied 
actuating pressure and volumetric flow-rate by load-sensing 
control for the main pushing cylinder are shown in Fig. 15, 
where the pressure drop, Δpset, is set to be 3 bar. It is 
noticeable that both the pressure and flow-rate curves for the 
advance and retraction of the main pushing cylinder are 
depicted. In addition, Figure 16 shows the similar simulation 
results by constant pressure control scheme, where the 
reference supply pressure input, Psset, is set to be 90 bar 
according to the demanded pressure level at step A shown in 
Fig. 2. Comparing Fig. 15 and Fig. 16, it is actually not easy 
to tell the differences of the pressure and volumetric flow-
rate signals during the advance and retraction phases of the 
main pushing cylinder. However, if Eq. (13) and appropriate 
numerical calculations are applied to evaluate the power 
consumption, the difference of driving power between two 
utilized closed-loop control strategies for the main pushing 
cylinder in one working cycle is more obvious as shown in 
Fig. 17. 

It is worth mentioning that the energy-saving analysis using 
DSHplus is not executed in this paper because the proposed 
fuzzy sliding-mode controller is not available in the current 
library of the commercial software package DSHplus. 
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(a)  

 

(b)  

Figure 12: Simulation actuating pressure curves of the main 
pushing unit by two different software packages (open loop.) 

(a) MatLab/SimuLink results; (b) DSHplus results 

 

 

 

 

Figure 13: Closed-loop load-sensing control block diagram 
for the main pushing cylinder. 

 

 

 

Figure 14: Closed-loop constant pressure control block 
diagram for the main pushing cylinder. 

 

 

 

(a) 

 

(b) 
 

Figure 15: Simulation results of (a) supplied actuating 
pressure and (b) volumetric flow-rate by load-sensing 

control for the main pushing cylinder. 
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(a) 

 

(b) 

Figure 16: Simulation results of (a) supplied actuating 
pressure and (b) volumetric flow-rate by constant pressure 

control for the main pushing cylinder. 

 

 

Figure 17: Simulation results of power consumption 
between two utilized closed-loop control strategies for the 

main pushing cylinder. 

 

Table 1 shows the comparisons of overall energy 
consumption of pumping unit between the conventional and 
newly designed energy-saving hydraulic tube bender. It is 
observed that the energy-saving performance of constant 
pressure control scheme is somewhat better than that of 
load-sensing control scheme. Furthermore, the simulation 
results also show that the newly designed hydraulic tube 
bender can save up to 42 % of energy consumption in a 
working cycle as compared to the conventional hydraulic 

tube bender. These results prove the validity of the proposed 
energy-saving hydraulic circuit design as well as the 
effectiveness of proposed closed-loop control schemes. 

 

Table 1: Comparisons of energy consumption between 
conventional and new energy-saving hydraulic tube bender 

 

 

 

4 Conclusions 

In this paper, a new energy-saving hydraulic tube bender is 
successfully designed based on the simulation analysis using 
MatLab/SimuLink and DSHplus. The introduction of the 
additional commercial software package DSHplus is merely 
to verify the validity of proposed modeling procedure and 
simulation results. In addition, three conclusions may also 
be drawn from this research. 

(1) The simulation results derived from MatLab/SimuLink 
and DSHplus respectively are nearly identical. It can 
therefore be verified that the modeling procedure and 
simulation results by MatLab/SimuLink are reliable and 
can be used for further energy-saving analysis. 

(2) Simulation results show that the newly designed 
hydraulic tube bender can save up to 42 % of energy 
consumption in a working cycle as compared to the 
conventional hydraulic tube bender. This result not only 
shows the potential of energy-saving design but also 
encourages the future real implementation of the new 
tube bender. 

(3) The energy-saving performance of constant pressure 
control scheme is somewhat better than that of load-
sensing control scheme. Besides, the former utilized 
only one pressure sensor while the latter requires two 
pressure sensors to calculate the actual pressure drop. 
Therefore, the better choice would be undoubtedly the 
constant pressure control scheme which will be 
suggested to be implemented in the future real layout of 
the new hydraulic tube bender. 
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Nomenclature 

Designation Denotation Unit 

A  Piston Average Area  [m2] 

Aa 
Piston Actuating Area (Chamber 
A) 

[m2] 

Ab 
Piston Actuating Area (Chamber 
B) 

[m2] 

B Flow Constant 
[m2/min
√bar ] 

b  Newton’s Friction Coefficient [N s/m]

Cd Flow Coefficient [-] 

dv  Spool Diameter [mm] 

Eoil  Oil Bulk Modulus  [bar] 

FL  Disturbance Load [N] 

M  Mass of Load [kg] 

N Reference Rotational Speed Input [rpm] 

pLs Load-sensing Pressure [bar] 

ps Supply Pressure [bar] 

Qa  
Volumetric Flow-rate going into 
the Chamber A 

[l/min] 

Qb 
Volumetric Flow-rate coming out 
of the Chamber B 

[l/min] 

Qs Supply Flow-rate [l/min] 

Δpset Reference Pressure Drop Input [bar] 

Psset Reference Supply Pressure Input [bar] 

Ppump Power Consumption of Pump [kW] 

T time constant of AC servomotor [s] 

u Actuating Signal [Volt] 

Vp  Pump Displacement [cc] 

Va   Volume of Chamber A [m3] 

Vb  Volume of Chamber B [m3] 

Vpipe   Volume of Connecting Pipe [m3] 

Xv  Spool Displacement [mm] 

Y Displacement of Cylinder Piston [m] 

ሶܻ  Velocity of Cylinder Piston [m/s] 

ሷܻ  Acceleration of Cylinder Piston [m/s2] 

ρ  Oil Density [kg/m3]
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Abstract 

Beside drive tasks for feeding movements and tool clamping, fluid power systems especially 

permit the temperature control in machine tools: They allow cooling or pre-heating of both 

single components and complete assemblies (e.g. frame components, drive motors and 

spindles). In this respect, fluid power systems are an important element for controlling and 

managing the thermo-elastic behaviour of machine tools. As an essential part of the machine, 

they must be included from the beginning of the design studies of machine tools – particularly 

in terms of accuracy under conditions of energy-efficient manufacturing. 

The increasing complexity and performance of fluid power systems generally lead to an 

increased use of auxiliary power. This has to be critically examined from an economic and 

environmental point of view. Focusing especially on the optimum thermal performance with 

minimum power supply, existing simulation models are not adequate for a scientifically based 

design. The complex system structures as well as the lack of basic investigations and design 

tools lead to a thermal optimization problem that is not solved satisfactorily today. For this 

purpose the Institute of Fluid Power (IFD) develops principles and simulation models with a 

holistic approach. 

Based on the analysis of general tooling machines fluidic subsystems are identified and 

essential modelling requirements are specified. From a fluid-technical perspective the motor 

spindle represents an important principal component, and therefore, is a particular focus of 

current investigations. Starting from the basic technical structure of the motor spindles an 

abstract model is derived. This model represents the basis for different simulation strategies 

such as network-based or numerical ones. To study the thermal behaviour of cooling sleeves in 

motor spindles – especially with regard to the parameter identification and the validation of 

simulation models – a test rig was developed. The modular construction of the test rig ensures a 

simple replacement of the cooling sleeve allowing the examination of different flow geometries. 

Keywords: heat transfer, high-speed spindle, numerical simulation, network-based simulation 
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1 Introduction 

In machine tools, a variety of fluid power systems are used 

such as pumps, heat exchanger or cooling components in 

motors and spindles (see fig. 1). Beside drive tasks for 

feeding movements and tool clamping, they especially 

facilitate the temperature control in machine tools. In this 

respect, fluid power systems are an important element for 

controlling and managing the thermo-elastic behaviour of 

machine tools. 

 

Figure 1: Examples of important fluid power components in 

machine tools. 

The working precision of cutting machine tools depends to a 

significant degree on the relative motion between the 

workpiece and the tool. Machine disturbances such as 

temperature gradients occurring in the feed units and the 

working spindle limit the overall precision, both 

dimensional and geometrical, and the surface quality of the 

machined workpiece. For example, heat losses in the 

bearings and the motor of the working spindle result in 

reduced bearing stiffness and thermal deformations. This 

causes a displacement of the tool centre point (TCP) and, 

consequently, has a negative effect on the production 

quality. Thus, knowledge of the sources of losses, the heat 

flow paths and the resulting temperature distribution in 

motor spindles or feed units represents an essential basis for 

the characterization of the thermal behaviour of these main 

components – aiming at the improvement of the manu-

facturing quality and the process. 

To reduce the displacement of the TCP fluid-technical 

spindle cooling systems are used. The cooling liquid circuit 

is realized by a cooling jacket or by directly flowing through 

the spindle shaft [1]. In [2] cooling systems with helical 

channel structures were examined. The main focus was to 

increase the efficiency by adjusting the channel slope and 

width. Cooling the spindle can also be realized by means of 

a heat pipe [3]. By local evaporation and condensation of a 

fluid within a closed volume this element allows an efficient 

evacuation of heat. With the aim of enhancing the 

displacement of the spindle and the life cycle of spindle 

bearings, Gebert developed an approach describing the 

thermal processes occurring in high-frequency spindle 

motor systems [4]. In [5] the heat transfer in high-speed 

spindle housings with helical cooling channels is analyzed. 

By numerical simulations the temperature distribution in the 

fluid flow was determined and experimentally verified. 

The purpose of this paper is to develop a network-based 

computation model that describes the transient, three-

dimensional energy exchanging processes in built-in 

motorized spindles – especially in a cooling sleeve with a 

single helical rectangular water-cooling channel (see variant 

d in fig. 4). Since tool machines are high-precision plants, an 

outstanding level of accuracy is required for the thermo-

energetic calculation. Regarding future combinations of 

component models for the description of complete system 

structures the network-based model benefits from less 

modelling effort and computation time.  

2 Methodology and modelling approach 

The aim of the research activities is the development of 

system-describing thermo-fluidal models. Therefore the 

modelling approach is divided in four parts: The 

experimental investigation of systems and of components as 

well as the development of numerical and network-based 

simulation models – as depicted in fig. 2. 

 

Figure 2: Overview of the methodology for the development 

of holistic fluidic simulation models. 

In the first step fluid technical cooling systems are 

investigated experimentally in the tooling machine directly. 

On this basis, information concerning the physical active 

structures and the machine operations are received. Thus, 

the crucial main components are identified. Secondly, these 

main components have to be analyzed experimentally. The 

aim is to extract key figures and reference variables for the 

simulation models from these measurement data. The 

development of thermo-energetic component models with 

help of network-based modelling techniques starts with the 

analysis of existing simulation tools and the identification of 

the specific modelling requirements. Subsequently, 

extensive numerical simulations (CFD) are carried out in the 

third step. These simulations make the thermo-energetic 

exchange processes visible in a high temporal and spatial 

resolution, even inside the components. They support 

significantly the derivation of structures as well as 

parameters for the network modelling and represent an 

additional basis for comparison beside the measured data. 

Within the last step abstract component models are derived 

by the use of network-based modelling techniques. In 

contrast to numerical models they promote a fast 

calculation, even on lower performance machines. 

Consequently it is of great advantage to combine single 

component models to whole system describing models. 

Thus, the acting physical relationships and interactions 
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between the components can be characterized precisely at 

the system level. To check the suitability of component 

models for the precise calculation of the real system and to 

exclude an unacceptable adding up of individual errors, a 

further verification using measurement data is necessary. 

In this paper, the development of a network-based 

simulation model is illustrated – especially for the stator 

cooling sleeve of a motorized high-speed spindle. Therefore, 

the focus is on the experimental investigations as well as the 

numerical simulation model used for the extraction of 

important key figures and reference data. 

3 Design of motorized high-speed spindles 

 

Figure 3: Principle structure of a motor spindle, adapted 

from [4]. 

Motor spindles are specifically used in high-speed cutting 

(HSC) machining centres and milling machines. As a result 

of the rapid tool rotation high centrifugal forces occur and 

thus power transmission devices such as belts or gears 

cannot be utilized. Consequently, the spindle is directly 

driven by a built-in motor. Figure  3 illustrates the basic 

structure of a built-in motorized spindle with a helical 

rectangular water-cooling channel. The main fluid systems 

are highlighted in blue. The hydraulic system (B) serves for 

the tool clamping. The cooling system can be divided 

regarding the components that needed to be cooled: the tool 

(A), the stator (C) and the bearings (D). 

 

Figure 4: Typical types of flow geometries within the stator 

cooling sleeve. 

Hence, one subject of current research is the cooling of the 

motor – especially the stator – via a cooling sleeve. This 

cooling sleeve is press-fitted into the stator and a cooling 

liquid flows around its outer radius. The sleeve itself is 

made of a highly thermally conductive material (e.g. brass), 

and may additionally comprise rib structures at the outer 

radius improving the heat transfer into the fluid. In Figure  

typical flow paths resulting from different geometries of the 

cooling sleeve are depicted, where the single helical and the 

double helical channel structure (variants d and h) are the 

most common ones [4]. The current research focuses on the 

single helical channel variant d. 

4 Experimental test set-up 

 

Figure 5: CAD model and real experimental set-up for the 

investigation of the thermal behaviour of stator cooling 

sleeves with different flow geometries. 

A test stand (see fig. 5) has been developed allowing 

measurement of both fluid and surface temperatures of the 

stator cooling sleeves under defined conditions. In parallel, 

the upstream and downstream pressure as well as the throttle 

flow rate is measured. The modular design of the test stand 

permits a simple replacement of the cooling sleeve to 

examine different flow geometries in detail. The energy 

input into the cooling sleeve is realized due to two heating 

cartridges centrally introduced into an aluminium cylinder 

whose power can be controlled separately. The temperature 

is locally measured at defined intervals in the axial direction 

at the inner wall of the cooling sleeve, on the housing wall 
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and in the fluid. They mainly depend on the supplied 

amount of heat, the flow rate and the composition of the 

cooling liquid. In addition, an infrared camera is used for an 

area-wise detection of the temperature of the housing 

surface and the investigation of the temperature distribution. 

First measurements were done with chilled water as working 

medium in the helical channel. The inlet temperature was set 

to 20°C and controlled by the temperature sensor integrated 

in the chiller. The fluid temperatures were measured by 8 

thermocouples embedded in the helical channel along the 

axial direction, including the inlet and outlet temperatures. 

The used thermocouple type was T with a class 1 

calibration, so that the minimum accuracy was within 

±0.5 K. The volumetric flow rate was measured by a turbine 

flow meter with an accuracy within ±0.5%FS. Furthermore, 

the pressure was measured in the flow and return flow pipes. 

The accuracy of the installed electronic pressure transmitters 

was within ±0.123%FS. All signals were connected to a 

junction terminal block and recorded by a NI M Series 

multifunction data acquisition device. 

5 Modelling and simulation 

5.1 Basic concepts of modelling 

Figure 6 illustrates the flow diagram of a fluid-technical 

component model, whereby the investigation scope is 

strictly limited to the component’s inner wall. The focus is 

on network-based computing models. The input parameters 

(e.g. flow rate, wall temperature, and thermal conductivity) 

characterize the thermal behaviour and the flow, and are 

directly ascertained from existing design and material data, 

numerical simulations or experimental studies. The results 

of the network-based calculation are for instance the 

transferred heat flux, the fluid temperature and the amount 

of auxiliary energy required for driving the flow. 

 

Figure 6: Flow of information within a fluid-technical 

component model. 

In table 1 the basic dynamic relationships of hydraulics, 

pneumatics, thermodynamics, mechanics and electric 

engineering are depicted. The behaviour of systems of 

various types of energy is describable in the same way using 

these basic dynamic relationships. They form the basis for a 

cross-system simulation in a computational model. 

Furthermore, the figure shows a categorization of the basic 

dynamic relationships of various forms of energy with 

respect to the calculation of flow and potential variables. On 

this basis, the basic relationships are attributed to nodes and 

elements. The potential variable is calculated in a node from 

the sum of the flow variables. The flow variable is 

determined by the difference of potential variables at the 

element. 

The model structure is basically set up in alternating 

arrangement, because of the correlation between the input 

and output variables of nodes and elements. Due to the 

summation of the flow variables in the node, any number of 

elements can be connected to a node. However, at each 

connection of an element only one node can be located. 

Thus, the nodes are used to extend the scope of the model 

and to structure the network-based system or component 

model. [6, 7, 8] 

Table 1: Analogy of basic dynamic elements,  

adapted from [6, 7, 8] 

 

Figure 7 shows a simple example of a network-based model 

using the basic hydraulic and thermal elements described in 
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the table above. The mass or volume is concentrated in the 

node which is defined by the thermal and/or hydraulic 

capacity. The nodes are connected to one another via 

thermal or hydraulic resistances. The input and output 

parameters of each element as well as the appropriate 

calculation formulas are depicted in the figure. 

 

Figure 7: Mathematical description of the basic hydraulic 

and thermal elements used in a network-based model. 

 

Figure 8: Selection of temperature dependent fluid 

properties for water and Antifrogen®N. 

Figure 8 shows a selection of temperature dependent fluid 

parameters for water and a typical water-glycol-mixture. It 

can be seen exemplarily for water that the density only 

changes slightly in the temperature range of interest from 20 

to 40°C. Since the density only changes by 0.6% the 

temperature dependency is negligible. On the other hand the 

kinematic viscosity changes by 34.8% in the same 

temperature range and has to be considered in the simulation 

models. This can be done by implementing the ascertained 

expression 

𝜈 = 𝜈0 + 𝐴 ∙ 𝑒−
𝑇
𝐵 (1) 

with the fitting parameters 

𝜈0 = 0.36 𝑚𝑃𝑎 ∙ 𝑠 (2) 

𝐴 = 1.41 𝑚𝑃𝑎 ∙ 𝑠 

𝐵 = 25.4 °𝐶. 

(3) 

(4) 

A similar approach can be used to extract the relevant 

parameters for Antifrogen®N and all other cooling fluids. 

Furthermore the following assumptions are made to simplify 

the modelling: 

 The thermal capacity and the density of the fluid 

are temperature independent, whereas the 

temperature dependency of kinematic viscosity has 

to be considered. 

 The physical properties of the solids (heating 

element, cooling sleeve, housing, isolation and 

mounting) are assumed to be isotropic and 

temperature independent. 

 The flow is considered to be steady and turbulent 

with no viscous dissipation. 

 Gravity and buoyancy effects are neglected. 

5.2 Numerical simulation model and parameter 

identification 

The development of a numerical simulation model of the 

stator cooling sleeve is a first approach for the 

characterization of its thermo-energetic behaviour and its 

flow as well as the determination of required model 

parameters. For this purpose the shear stress transport 

formulation (SST model) was used.  

Turbulence models are used to approximate the effects of 

turbulence without resolving the smallest turbulent 

fluctuations. The SST model is one of various turbulence 

models based on the Reynolds Averaged Navier-Stokes 

(RANS) equations. The SST model is a hybrid two-equation 

eddy-viscosity model that combines the advantages of both 

the k-ω and k-ε model. Since the advantage of the near wall 

treatment for low Reynolds number computations the k-ω 

model performs much better for boundary layers. Therefore, 

computations are more accurate and robust. However, the 

common k-ω problem is its strong sensitivity to the inlet 

free-stream turbulence properties, while the k-ε model is not 

susceptible to such problems. To overcome this drawback 

the SST model switches between the k-ω model near the 

surface and the k-ε model in the outer region. Accordingly, 

in free shear flows the SST model is identical with the k-ε 

model. The SST model is recommended for applications that 

require a high accuracy in the boundary layer, whereby the 

minimum resolution is 10 cells. Thus, an automatic near-

wall treatment method is applied to model the flow near the 

wall. The near wall region can be subdivided into two 

layers. In the innermost, the laminar (viscous) sublayer the 

viscosity plays a major role in momentum and heat transfer. 

Further away from the wall, in the logarithmic layer the 

mixing process is dominated by turbulence. The region 

between the laminar sublayer and the logarithmic layer is 

called buffer layer. Effects of molecular viscosity and 

turbulence are of equal importance here. For more 

information on the solver and modelling theory, refer to [9, 

10, 11]. 
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To predict the temperature throughout the flow heat transfer 

has to be taken into account. The heat transfer in the fluid 

domain is ascertained by the energy transport equation 

 
      Etot

tot SUTUh
t

p

t

h













. (5) 

Since the flow is considered to be steady and the viscous 

dissipation is neglected the expression can be simplified 

    Etot STλUhρ  . (6) 

 

 

Figure 9: Fluid volume’s total grid and cross-section 

through one turn of the helical channel. 

Figure 9 shows the discretized fluid volume that is used in 

the computational domain. The grid comprises up to around 

2.097 million hexahedral elements where the minimum 

quality of the elements is 0.66 and the mean quality 0.97. 

The grid is structured and was generated by using the 

blocking method and edge bunching laws in ANSYS ICEM. 

To minimize the computing time disparate time-scales of 

heat transfer and fluid flow are utilized. The computations 

are performed in parallel on four cores and lasted about 

eight hours until residuals of all the variables were less than 

1.0 x 10-5. 

Since the heat transfer in the solids is actually not 

considered in the numerical simulation it is necessary to 

specify a so-called alternative heat transfer coefficient αalt in 

relation to the fluid temperature difference ΔTF between the 

inlet and outlet. This coefficient describes the heat transfer 

consisting of the heat transfer between the heating element, 

the cooling sleeve and the fluid as well as the heat 

conduction in the heating element and the cooling sleeve. In 

order to identify this alternative heat transfer coefficient αalt 

several simulations were performed. In fig. 10 the 

characteristic map of αalt as a function of the fluidic 

temperature difference ΔTF is depicted for varying volume 

flow rates (5 l/min, 10 l/min and 14 l/min) and two constant 

temperatures TH  in the heating element (30°C and 40°C). 

By analogy, the cooling capacity PQ of the fluid depending 

on the fluids temperature difference ΔTF is determined by 

several numerical simulations. Its characteristic map is 

shown in fig. 11. 

 

Figure 10: Alternative heat transfer coefficient αalt 

depending on the fluid temperature  

difference ΔTF between inlet and outlet. 

 

Figure 11: Cooling capacity PQ depending on the fluid 

temperature difference ΔTF between inlet and outlet. 

5.3 Network-based simulation 

Simulation models based on concentrated parameters feature 

a wide range of interfaces to external CAx- and database 

programs, and short computing times with resulting cost 

savings. Therefore, the applicability of existing modelling 

tools (like SimulationX) is examined for the description of a 

real component. As can be seen from fig. 12, the network-

based model of a cooling system for motor spindles is 

composed of blocks describing the physical correlations of 

single elements. The potentials required for the computation 

are transported by thermal or hydraulic connections between 

the individual blocks. The overall model consists of 

geometrically simple subcomponents whose behaviour can 
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be described by general equations of thermodynamics and 

fluid power [11, 12, 13, 14]. 

 

Figure 12: Network-based simulation model of the stator 

cooling sleeve according to the test set-up. 

The power dissipation of the motor spindle is either 

represented by a heat input or by a fixed temperature that is 

higher than the ambient temperature. The difference 

between the induced and ambient temperature causes a heat 

flow in the system. This heat flow is transported through the 

model of the cooling system by heat conduction in the parts 

and heat transfer between the parts. The heat transport 

essentially propagates through cylindrical layers. The used 

blocks describe the physical correlations of heat conduction 

and heat transfer with thermal resistances. 

𝑅𝑡 =
𝑙𝑛(𝑑𝑜 𝑑𝑖⁄ )

(2𝜋 − 𝜑) ∙ 𝑙 ∙ 𝜆
 (6) 

𝑅𝑡 = 𝑅𝑐𝑜𝑛𝑡𝑎𝑐𝑡  (7) 

 

It is especially challenging to compute the thermal 

resistances of heat transfer between two solids (i.e. between 

the heating element and the cooling sleeve), because the 

modelling of the contact points is afflicted with some degree 

of uncertainty. Due to a comparison of the computational 

results with the experimental results this uncertainty may be 

reduced. The thermal capacities describe the characteristic 

heating of the solids due to heat supply. 

The central process in the simulation of the cooling system 

is the forced convection of the heat due to the fluids motion. 

In this context the two disciplines thermodynamics and fluid 

power mutually influence each other. 

The flow through the cooling channel, embedded in a 

cooling sleeve, exhibit a constant volume flow rate. 

Moreover, the cooling channel is subdivided into multiple 

parts and represented by hydraulic capacities in the model. 

An individual element corresponds to exactly one turn of the 

helical channel. Here, the model is simplified to describe the 

complex geometry of the cooling channel at the inlet and the 

outlet with the available tools. Hence, the slope of the 

helical cooling channel is neglected, whereby the real heat 

exchanging surface coincides with the surface in the model. 

The flow rate is adapted with the help of a correction factor 

so that the flow conditions are not influenced by the 

neglected slope. Throttle resistances are located between the 

hydraulic capacities to describe the resulting pressure drop. 

The heat transfer from the solid into the cooling fluid is 

taken into account by the hydraulic capacity with the 

following relation. 

𝑅𝑡 =
1

𝛼 ∙ 𝜋 ∙ 𝑑 ∙ 𝑙
 (8) 

The heat transfer coefficient α is characterized by the 

dimensionless quantities 𝑁𝑢, 𝑅𝑒 and 𝑃𝑟 of the flow and has 

a major influence on the heat resistance. The model delivers 

the possibility to compute laminar as well as turbulent 

flows. The transition zone between turbulent and laminar is 

interpolated, so that all flow conditions are possible. The 

part of the heat flow that is not absorbed by the fluid is 

transferred to the environment by free convection and heat 

radiation. 

Due to an external database link, the network-based model 

provides a uniform and clear parameterization, based on the 

geometry of the cooling system and the physical properties. 

The parameterization of the heat transfers coefficients 

between two solids and the parameterization of forced 

convection are a great challenge within the modelling of 

cooling systems of motorized spindles with network-based 

models. Therefore, it is necessary to compare and optimize 

these computation models with experimental measurements. 

6 Results and discussion 

In fig. 13a-c the numerical results of the pressure, the 

velocity and the temperature distribution along the fluids 

flow path with a heating element temperature TH = 40°C, a 

flow rate V̇ = 14 l/min and a fluid inlet temperature 

Tf1 = 20°C are presented. The inlet and outlet ports are 

attached at opposite ends of the spindle housing because the 

helical channel structure only consists of one pass. Due to 

production requirements the inlet and outlet channel (see 

fig. 13 position 1 and 8, respectively) differ in size and 

geometry from the other helical channels. These geometrical 

features are taken into account in the numerical and 

network-based model as well, in order to achieve a good 

congruence between experimental data and simulation 

results. It is obvious from fig. 13 that the almost 180-degree 

turnaround at the inlet channel causes a necking of the flow. 

This leads to an increased velocity of about 7 m/s 

accompanied by a pressure drop of about 0.5 bar at the same 

position. Due to the larger cross section at the inlet and 

outlet channel the velocity is kept slightly lower than the 

average velocity of about 4.1 m/s in the other helical 

channels (see fig. 13b). Except the deviations in the inlet 

and outlet region the fluid velocity distributions are mixed 

well and become nearly uniform. Furthermore, it can be 

seen from fig. 13c that the fluid temperature is constantly 

increasing in the axial direction from the inlet to the outlet. 
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Figure 14a depicts the calculated and measured average 

temperatures of the fluid along the spindle axis with 

different values of the volume flow rate of V̇ =5 l/min, 

10 l/min and 14 l/min, and with a constant heating element 

temperature of TH = 40°C. As expected, the fluid 

temperature is decreased as the volume flow rate is 

increased. Since the fluid temperature is increasing along the 

spindle axis the maximum temperatures are reached at the 

outlet region. The averaged maximum temperatures at the 

outlet are 21.6°C, 22.2°C and 23.5°C for V̇ = 14 l/min, 

10 l/min and 5 l/min. Controlled by a chiller, the fluid inlet 

temperature was fixed at 20°C. Thus, the temperature 

differences are 1.5 K, 2.2 K and 3.5 K for V̇ = 14 l/min, 

10 l/min and 5 l/min. In this respect it is noted that the 

temperature accuracy of the used chiller was within ±0.5 K. 

This can also be seen in fig. 14, where the inlet temperature 

differs by -0.5 K for a volume flow rate of 5 l/min. 

 

Figure 13: The pressure, velocity and temperature 

distribution along the fluids flow path with heating element 

temperature TH = 40°C and flow rate V̇ = 14 l/min. 

Concerning fig. 14a one can see that the network-based 

modelling results of the single helical cooling channel are in 

good agreement with the numerical simulation as well as the 

experimental data. In the both upper diagrams of fig. 14a the 

relative deviations for the network-based model to the two 

other ones are depicted. The deviation amounts to a 

maximum of 2.4 % compared with the experimental data 

and a maximum of 2.1 % compared with the numerical 

simulation. 

 

 

Figure 14: Simulation results showing the fluid warming 

along the spindle axis; a) with a constant heating element 

temperature TH = 40°C concerning different volume flow 

rates; b) with a constant volume flow rate V̇ = 5 l/min 

concerning different heating element temperatures. 
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The results in fig. 14b show the fluid warming in the axial 

direction with different heating element temperatures, 

TH =30°C and 40°C, with a constant volume flow rate 

V̇ = 5 l/min. It is observed that the fluid temperature 

increases with the heating temperature. Furthermore, the 

simulation results are in good agreement with the 

experimental and numerical data. The maximum deviation 

of the network-based results is about 2.8 % (for a heating 

element temperature TH =30°C) in comparison with the 

experimental data and about 2.1 % (for TH =40°C) in 

comparison with the numerical results. 

 

Figure 15: Pressure drop - flow rate characteristic, 

comparison between network-based model,  

numerical model and experimental data. 

Figure 15 presents the calculated and measured pressure 

drop in the single helical cooling sleeve for varying 

volumetric flow rates from 2 l/min to 14 l/min. It is seen that 

the simulated data are in good agreement with the measured 

ones. The error constantly rises with the volume flow rate to 

its maximum of about 0.5 bar. In case of the network-based 

model the calculated value exceeds the measured one. 

Whereas the numerical simulation model predicts a value of 

approximately 0.5 bar less for a volume flow rate of 

14 l/min. The reason for the smaller value in case of the 

numerical simulation is the simplification of the flow and 

return flow pipe. In case of the network-based model the 

causes for the deviations could not be conclusively clarified. 

7 Conclusion and outlook 

Especially in high-speed cutting applications heat 

dissipation and expansions of the spindle components have a 

negative impact on the manufacturing accuracy and quality. 

A selective control of the temperature distribution of a 

spindle is therefore a basic requirement for a high-precision 

machining. Thus, a network-based thermal model of heat 

transfer and fluid flow was developed to characterize the 

forced convection of cooling water within a single helical 

cooling channel of a high-speed spindle, and furthermore, to 

better control its temperature distribution and machining 

precision. Comparing a numerical with a network-based 

simulation model the second benefits from less modelling 

efforts and computing times. By combining network-based 

component models it is possible to develop complete system 

structures. This allows a precise description of the acting 

physical principles and interactions between the components 

at the system level. Furthermore integration into the 

machine control is conceivable in order to estimate or 

control the machines thermal behaviour. 

Therefore, this paper explains a modelling approach 

enabling the computation of thermal and fluidic 

characteristics of the fluid within a single helical cooling 

sleeve of a motorized high-speed spindle. This modelling 

approach includes a numerical simulation and a network-

based simulation model as well. It is demonstrated that the 

averaged maximum temperatures along the spindle axis are 

decreased when the volume flow rates are increased. 

Furthermore the fluid temperature increases when the 

temperature of the heating element increases. The 

simulation results were validated through comparison with 

experimental data. It is shown that the network-based results 

agreed with the experimental data within 3% and with the 

numerical results, too. Concerning further investigations it is 

necessary to examine whether this deviations result from the 

simulation models or the experimental test set-up. 

Therefore, the accuracy of the chiller and the temperature 

sensors has to be improved, e.g. by the use of resistance 

thermometers instead of thermocouples. 

However, the numerical simulation model can be extended 

by modelling the conjugate heat transfer (CHT). Therefore 

the conduction equation is additionally solved within the 

numerical model. 

  
    Es STλhUρ

t

hρ





 (8) 

Considering the heat transfer in solid domains, especially for 

the cooling sleeve and the housing, is particularly 

advantageous for the parameterization of each heat transfer 

coefficient in the network-based model [9, 10]. 
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Nomenclature 

Designation Denotation Unit 

Ch Hydraulic capacity [m³/Pa] 

Ct Thermal capacity [J/K] 

d(o/i) (Outer/inner) Diameter [mm] 

h(tot) (Mean total) Enthalpy [J/kg] 

k Turbulence kinetic energy [m²/s²] 

l Length [mm] 

m Mass [kg] 

Nu Nusselt number [-] 

p Pressure [bar] 

PQ Cooling capacity [W] 

Pr Prandtl number [-] 

Q Heat quantity [J] 

Q̇ Heat/cooling in-/output [W] 

Re Reynolds number [-] 

Rh Hydraulic resistance [Pa/(m³∙s)] 

Rt Thermal resistance [K/W] 

SE External energy source [W] 

T Temperature [°C] 

t Time [s] 

TH Heating element temperature [°C] 

U Velocity [m/s] 

V Volume [m³] 

V̇ Volume flow rate [l/min] 

α(alt) (Alternative) Heat transfer 

coefficient 

[W/(m²∙K)] 

Δp Pressure drop/pressure loss [bar] 

ΔTF Fluid temperature difference [K] 

ε Turbulence dissipation rate [m²/s³] 

λ Thermal conductivity [W/(m²∙K)] 

ν Kinematic viscosity [Pa∙s] 

ρ Density [kg/m³] 

τ Wall shear stress [MPa] 

φ Angle [rad] 

ω Specific turbulence dissipation [1/s] 
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Abstract 

The present communication deals with the development of new EHA modules for injection 

molding machines, which involve industrial motor power drive, brushless motor and vane pump 

for downsizing and energy saving when actuators are used in sequence. Once introduced the 

evolution in actuation for such applications, the interest of EHA architecture is pointed up. In a 

second part, a simple control model is developed, highlighting explicitly the functional and 

parasitic effects for the different mode of use: motor speed control, cylinder pressure control 

and cylinder position control. The last part is dedicated to the virtual prototyping with special 

focus on energy losses within the module. Model structures and their implementation are 

proposed for pump frictions and internal leakages that use standard components of the LMS-

AMESim libraries. The influence of speed and pressure are introduced either through look-up 

tables or simple parametric model which parameters are identified from real experiments. 

 

Keywords: Actuator, EHA, energy saving, efficiency, injection molding machine, vane pump, 

AMESim 

1 Introduction 

The paper deals with the model based design of an 

electrohydrostatic actuator (EHA) module for industrial 

applications, with special focus on modeling and simulation. 

The last years growing interest to environmental issues has 

turned companies policy’s attention to research of more eco-

friendly solutions with lower environmental impact and 

energy saving. Thus the energy consumption, the CO2 and 

acoustic emissions have become essential requirements, in 

addition to functionality and productivity demands, that the 

industrial engineering has to take into account during 

conceptual and preliminary phases. 

Within the framework of environment respect, a significant 

improvement has been put concerning the actuation 

technology. Initially hydraulically-powered and valve-

controlled, the actuators have been or are being replaced by 

electrically supplied, power-on-demand solutions, thanks to 

the increasing maturity of high power electronics and the 

progress of rare earth electric motors and their controls. An 

example is represented by the aerospace industry which in 

last decade has dedicated itself to development of greener 

aircrafts: in the commercial transport the recent A380 and 

the Boeing 787 are considered the first “more electric 

aircrafts” due to adoption of power-by-wire actuators such 

as EHAs, electro-backup hydrostatic actuators (EBHAs) and 

electromechanical actuators (EMAs) principally in backup 

mode for primary and secondary flight controls, in place of 

the conventional servohydraulic actuators (SHAs) [1]. 

The trend has affected the stationary machinery in the 

industrial automation too. It includes the drive technology 

for motion control in the injection molding machines. As 

this is one of the highest energy consuming sector, the 

design studies do focus more and more on energy efficiency 

improvement. The injection molding machine is a cyclical 

machine producing plastic or rubber parts: it generally 

consists of some axes (at least six) moved sequentially by a 

drive module, the machine’s heart, which was usually in the 

conventional design operated using a centralized 

pressure/flow control. Today the demands on drive systems 

and control are pressing to increase service pressure, 

velocities and repeatability over a long period of time. This 

enables increasing productivity while saving energy and 

reducing noise and maintenance costs [2], [3]. 

All these requirements have led the drive technology to 

evolve by increasing the interest for the electromechanical 

and electrohydrostatic modules. 

Common practice in the past was the employment of 

hydraulically driven injection molding machines where the 
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axes' control was achieved through proportional valves 

supplied at a constant pressure. In the nineties, high 

dynamics response valves with load-sensing features were 

introduced (fig. 1). The electrohydraulic drives and controls 

manufactures development started in those years and, for the 

2000's decade, a step forward was achieved by using 

pressure/flow variable displacement pump controls (fig. 1): 

the new solution was based on a constant-speed electric 

motor driving a variable-displacement pump which 

represented a favorable alternative to valve controlled drives 

towards reduction of energy losses [4]. Since theses years, 

the electromechanical machines popularity has been 

increasing, in particular in the Japanese manufactures. The 

electromechanical module is typically constituted by an AC 

servomotor controlled by a frequency converter and driving 

the translating load through a ball-screw (fig. 1). For an 

average production cycle, this design can potentially save 

around 30% energy compared with the most efficient 

hydraulic machines due to improved efficiency of electric 

drive modules. Shorter cycle time and higher accuracy are 

obtained with simpler control [3]. The drawbacks of this 

technology mainly concerns cost (about 20-30% higher than 

comparable hydraulically driven machines) [4], low 

capability to dispose the heat generated by the energy losses, 

high kinetic energy of rotating parts and low tolerance to 

jamming of mechanical components. This last fault involves 

a frequent need of maintenance and further cost increase [5]. 

Recently the demand for drive solutions with higher force 

density has again pushed to the fore the electrohydraulic 

ones. In particular the interest concerns the EHA module 

concept of speed-controlled fixed-displacement pump driven 

by a permanent magnet synchronous machine with its 

inverter (fig. 1). By combining the advantages of power-by-

wire (energy saving) and hydraulics (fluid as a heat 

conveyor) without requiring a motor power drive per axis, 

this design makes the injection molding machines more 

competitive than before [6]. Compared with constant-speed 

variable-displacement pump, it reveals its advantages of 

drastic reduction of energy consumption, especially in 

processes characterized by long phases with no or little oil 

flow [3]. Therefore, it appears as the principal competitor of 

the electromechanical modules when accuracy, reliability, 

flexibility and noise are considered. In particular, 

maintenance costs are significantly cut as it is cheaper to 

replace hydraulic seals than ball-screws and bearings. 

Several studies have been achieved concerning possible 

EHA module configurations, just mention modeling of 

variable-speed electric motor driving gear pump [7] and [8], 

and solutions are already existing for various application 

fields as for light industrial and domestic one [9]. Other 

configurations constituted by variable-speed electric motor 

driving fixed-displacement axial piston pump that are 

present on global market as the designs of Liebherr 

Aerospace (bent axis) or Messier-Bugatti (in-line) for the 

recent Airbus A380 [10]. 

In this communication an innovative Parker solution of 

EHA module is proposed that associates an inverter, a 

brushless DC motor and a fixed-displacement low-noise 

vane pump.  

 

Figure 1: Architecture of modules: hydraulic, EHA and 

EMA 

Depending on the phase of the molding cycle, injection 

molding machines require the module to be closed-loop 

controlled either in position, speed or pressure. 

The EHA module integrates the advantages of both 

conventional technologies: easiness of integration 

(compactness, simplicity), reduced maintenance cost (very 

few rolling components), resistance to harsh conditions, 

high power density of hydraulics and high energy efficiency 

of control electrics of power, high speed response, low noise 

level, flexibility and easiness of vector control. Parker 

proposes to immerse the motor-pump monobloc unit inside 

oil tank. This improves motor cooling and pump suction and 

reduces the noise level. Figure 2 shows an example of NX 

Series servomotor and T7 Series vane pump constituting the 

motor-pump unit of EHA module. 

 

Figure 2: Example of Motor-pump unit of EHA module with 

NX Series servomotor and T7 Series vane pump 

Recent fixed-displacement Parker vane pumps are well-

known for their high performances (operating pressure up to 

280 bars in a speed range from 600 to 3600 rpm), high 

efficiency, low noise levels, low ripple pressure, good 

compactness, mounting flexibility and good reliability. The 

plenty of possible configuration (workable thanks to 

cartridge concept) makes EHA module versatile and adapted 

to market requirements. 

Section 2 of this paper describes the reference architecture 

of EHA module while in section 3 preliminary analysis is 

carried out by developing functional and architectural 

analytical models (paragraphs 3.1 and 3.2). In paragraph 3.3 

control synthesis of the three types of closed loop operation 
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(position, pressure and speed) is addressed in a formal way. 

Paragraph 3.4 concerns the evaluation of parasitic effects on 

open loop natural dynamics. In section 4 a detail vane pump 

model with characterization of frictional torques and internal 

leakages is developed through virtual prototyping in LMS-

AMESim environment. The non-linear phenomena are also 

parameterized by getting parametric linear models useful in 

the control unit design phase of EHA module. Section 5 

concerns conclusions and future work planning. 

2 Reference architecture of EHA module  

A reference architecture is identified and showed in fig. 3: a 

frequency drive (control electronic unit and motor power 

unit), a variable speed electric motor (brushless DC Motor, 

BLDC), a fixed displacement pump (vane pump) and a 

linear hydraulic jack. The control electronic unit performs 

closed-loop on either rod position or on cylinder pressure. 

The motor power unit operates in closed-loop on motor shaft 

speed and an inner closed-loop motor torque control. The 

external position controller provides the command value for 

the cylinder pressure controller and its output represents the 

command for the motor speed control loop. The last one 

forms then the input for the motor torque loop. 

 

Figure 3: EHA reference architecture schematic diagram 

In reference to fig. 3:   is the rod position,    is the cylinder 

pressure,   is the motor shaft speed,    and    are 

respectively the supply voltage and current,    and    the 

electric motor voltage and current,    is the load torque 

acting on the motor shaft,    is the output volume flow rate 

generated by pump,    is the external load force acting on 

jack rod and    is the translational rod speed. 

3 Model-Based Design 

The scientific approach proposed to develop the research 

subject, is characterized by a preliminary design based on 

analytical models (Model-based design) and on virtual 

prototypes at subsystem level. The EHA study is complex 

because it is multi-domain, multi-criteria and strong 

coupling between domains (reflected inertia of the rotor and 

thermal issues). Multi-domain feature is about to the 

presence of several physical phenomena coexistent and to be 

taken into account: a transversal vision is required to work 

with solid/fluid mechanics, power electronics, 

electrotechnics, thermal exchanges, control, etc. It has also 

multi-criteria features: requirements to be fulfilled, are about 

power capacity, energy consumption, reliability, natural 

dynamics, control performance, etc. 

In detail, a preliminary analysis has been carried out by 

means of an analytical model at architectural level, obtained 

by reducing a more detailed model at functional level to a 

simple ordinary differential equations’ system (ODE). It 

permits to: understand the constraints between variables, the 

fundamental parameters effects on performance, all aspects 

which characterize the actuator physical operation principle 

and address control synthesis in a formal way. Successfully 

the analysis has been concerned with the advanced model 

that evaluates the parasitic effects associated to each 

component: open-loop transfer functions have been 

analyzed to provide the designer with key relationships 

between open-loop performance and parasitic effects. 

Virtual prototypes have been developed in LMS-AMESim 

environment to validate the theoretical results got from the 

linear analysis. 

3.1 System level modeling 

The advanced model exposed in this paragraph is 

represented by a linear functional model that describes the 

EHA module dynamics with the major parasitic effects. It is 

the starting point to get the simplified model that will be 

exposed in 3.2. With reference to fig. 3, the equations 

relative to electric motor, vane pump and hydraulic jack are 

introduced. 

The BLDC is described by the mathematical equations 

concerning the Motor Electric Equation and the Momentum 

Balance referred to motor shaft axis [11]: 

 

   
              

   
  

     

                         

  (1) 

where    is the back-electromotive force coefficient,   is 

the motor winding resistance,   is the motor winding 

inductance,    is the motor inertia and     is the frictional 

motor torque. 

By observing the eq.s (1), first terms of second members 

represent the functional contributions while the remainders 

represent the parasitic contributions. In order to get the eq.s 

(1), the following assumptions have been added: 

 The frictional torques of motor are considered 

linear functions of motor shaft speed 

         (2) 

where    is the motor viscous friction coefficient. 

The vane pump dynamics is described by the Flow 

Conservation Equation, written in reference to 

Control Volume and the Momentum Balance 

referred to pump shaft axis: 

 

  
              

  

 
           

                              

  (3) 

where    is the pump displacement,    is the pump volume, 

  is the apparent Bulk modulus of the fluid,    is the pump 
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rotor inertia while the variable     is the internal pump 

leakage flow and     is the frictional pump torque. 

Similarly to eq.s (1), first terms of second members 

represent the functional contributions while the remainders 

represent the parasitic contributions. In order to get the eq.s 

(3), the following assumptions have been added: 

 The Control Volume is considered rigid (no wall 

deformations) 

 The flow conditions are assumed laminar (all 

mating pump clearances are made small, leading to 

laminar flow conditions, [12]). The internal pump 

leakage is so a linear function of pressure drop: 

          (4) 

where    is the internal pump leakage coefficient. 

 The frictional torques of pump are considered 

linear functions of motor shaft speed: 

         (5) 

where    is the pump viscous friction coefficient. 

The hydraulic conduit, that links pump and jack, has to be 

taken into account because its length can reach several 

meters in plastic injection machines and the flow variations 

due to fluid compressibility can be relevant. By applying the 

Flow Conservation Equation for the Control Volume and by 

adding an empiric equation that describes the pressure drop 

dependent on laminar/turbulent flow type [12], it results: 

 

 
 
 

 
 

 

         
  
 
            

         
  
  

  
  
  
 
 

 
           

  (6) 

where    is the volume of pipe,       is the friction factor 

(that depends on Reynolds number    and pipe roughness), 

   is the pipe length,    is the pipe diameter and    is the 

transversal section pipe area. The variable    is the flow rate 

coming into jack chamber,     is the pressure drop between 

the extremes of pipe and   is the fluid density. 

In order to get the eq.s (6), the following assumptions have 

been added: 

 The Control Volume is considered rigid (no wall 

deformations). In practice its compliance is 

implicitly considered in the apparent Bulk modulus 

of the fluid 

 Leakage flow rates due to presence of hydraulic 

valves are neglected 

The hydraulic jack is asymmetrical (the jack chambers 

symmetry is not needed because injection molding machines 

require unidirectional forces to be generated by each axis 

unit and they consider the motion inversion only as a return 

to initial condition). However, for linear analysis it is 

considered as an equivalent symmetrical cylinder [13]. The 

Mass Conservation equation applied to jack chamber and 

the Second Newton’s Law equation applied to rod are: 

 

    
           

  

 
              

                           

  (7) 

where   is the active area of the piston, ,    is the jack 

chamber volume, ,   is the total mass of piston and load. 

The variable     is the jack chamber leakage and     is the 

piston/cylinder frictional force. 

First terms of second members of the eq.s (7) represent the 

functional contributions while the remainders represent the 

parasitic contributions. In order to get the eq.s (7), the 

following assumptions have been added: 

 The jack chamber volume is considered rigid (no 

wall deformations) 

 The fluid conditions are assumed laminar and so 

the internal leakage is so a linear function of 

pressure drop [12]: 

          (8) 

where    is the cross-chamber leakage coefficient. 

 The piston/cylinder friction is assumed to be a 

linear function of rod speed: 

         (9) 

where   is the piston/cylinder viscous friction 

coefficient. 

Concerning the power electronics, the motor voltage and 

current are correlated to supply voltage and current through 

the simplified following expressions: 

 

 

         

     
 

 
    

  (10) 

where   is power modulation factor and the assumption of 

ideal power electronics is made (no voltage drop through 

closed switch and no current leak through opened switch). 

Before evaluating the parasitic effects on actuator 

performance, a simplification of the equations’ system has 

been carried out in next paragraph in order to: understand 

the constraints between variables, the fundamental 

parameters effects on performance and all aspects which 
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characterize the actuator physical operation principle and 

address control synthesis in a formal way.   

3.2 Architectural model 

In first design phase, a preliminary analysis at “architectural 

level” has been carried out in order to evaluate the EHA 

module physical operation principle without taking into 

account parasitic effects. Under these assumptions, the eq.s 

(1) of the electric motor reduce to: 

 
   
             

             
  (11) 

The eq.s (3) of pump are reduced to: 

 
  
                    

                      
  (12) 

The eq.s (6) of hydraulic lines are reduced to: 

                   (13) 

The eq.s (7) of hydraulic jack are reduced to: 

 
    
                       

                     
  (14) 

This enables relating the steady-state operation with 

fundamental parameters to be defined during the early 

design phase, in particular for sizing and component 

reference selection:       and  . 

3.3 Control synthesis: system performance in closed-

loop operation 

The controller is designed for three types of closed loop 

operation (position, pressure and speed). A study is 

conducted on major requirements (accuracy, rapidity and 

stability) the controlled dynamical system has to satisfy. The 

controllers taken into account are: proportional (P), 

proportional integral (PI), proportional derivative (PD) and 

proportional integral derivative (PID) because of their 

availability in industrial motor drives. In order to 

accomplish correctly its functions, the controlled system has 

to be developed assuring some requirements on both steady-

state and transient condition. In time domain, the closed 

loop system response is analyzed by means of accuracy and 

rapidity proprieties while in frequency domain by means of 

the stability propriety [14]: the accuracy is evaluated 

through static error calculation   , the rapidity through 

response time    and the asymptotic stability through the 

poles locations in the Complex Plane (Real, Imaginary).     

All controllers are initially considered proportional that aims 

at providing a performance reference and at pointing out the 

effort in controller design to be done for meeting the 

performance requirements. An analysis more accurate has to 

be conducted about system robust stability [15]. 

Concerning the rod position control, the load position     
signal is achieved by a voltage control signal   : it is 

obtained by integration of rod speed    in the eq. (14): 

 
     

  
    

      (15) 

where 
  

   
 represents the ideal speed gain of the process for 

load position control and s is the Laplace variable. 

Concerning the cylinder pressure control synthesis, the 

pressure      is varied by a motor current control signal   , 

leading to: 

 
      

  
  

      (16) 

where 
  

  
 is the ideal static gain of the process for pressure 

control. 

Concerning the motor shaft speed control synthesis, the 

angular velocity   signal is varied by a voltage control 

signal    leading to: 

 
  

 

  
   (17) 

where 
 

  
 is the ideal static gain of the process for motor 

speed control. 

Finally the EHA actuation system for position control is 

ideally once integrator in open loop while it is only a pure 

gain for pressure and speed control. 

3.4 Natural Dynamics Analysis 

The analysis executed in last paragraph 3.3, has permitted to 

provide the designer with key relationships between closed 

loop performance and fundamental parameters. Next step 

concerns the addition of the parasitic parameters and their 

modification effects on natural system dynamics. The 

functional model described in 3.1, has so been analyzed 

through its open-loop transfer functions characterization. In 

order to simplify the treatise, the following assumptions are 

made: 

 The mechanical transmission between motor and 

pump is considered perfectly rigid: the motor and 

pump inertia and frictional torques have so been 

merged as single inertia and friction torque 

 The pump volume is considered small making the 

compressibility flow negligible on the actuator 

behaviour 

 The pressure drop in the pipe between pump and 

jack is neglected and so the output pump flow rate 

corresponds to input jack chamber flow rate 
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 There is no leakage at jack level due to the 

presence of seals 

 a separation in frequency domain has been fulfilled 

by deciding to reproduce only the lowest natural 

frequencies, lower than 600 Hz. So the motor 

currents loop dynamics have been neglected  

Consequently motor inductance and resistance were 

removed from the model. The modelled motor 

electromagnetic torque    is therefore assumed to be 

coincident with the torque demand   
 : 

      
  (18) 

A representation in state-space domain has been used in 

order to reduce the functional model to four first order 

equations in the four variables: rod position, rod speed, 

cylinder pressure and motor shaft speed. 

 

   

 
 
 
 
 
 
 
    

  
 

 

 

 
 

  
  

 
 
   

 

   
 

   
  
 

 
 

 

  

 
 
 
 
 
 
 

  

 
 
 
 
 
 
  

  
 

 
  
 

 
 
 
 
 
 
 
 

  (19) 

where   is the sum of motor and pump viscous coefficient, 

  is the sum of pipe and jack chamber volume and   is the 

sum of motor and pump inertia. 

The derivative state vector   , the state vector   and the 

input system vector   are respectively given by: 

 

    

  
  
   
  

    ;     

 
  
  
 

    ;      
  
 

  
  (20) 

leading to the state space model of eq. (19). This permits 

getting the natural frequencies and to associate them with 

the hydraulic and hydromechanical modes.  

3.4.1 Rod position transfer function    

The open-loop transfer function, which describes the rod 

position dynamics in function of motor shaft speed control 

signal and of jack force disturbance signal, has been got by 

reducing the system (19). It results: 

        
           

          (21) 

with   
     

    

  

       
   

 
 
 

 
  

   

  
 
   

  
    

 

          
     

 
 

 
   

   

 
 

       
   

 
 
 

 
  

   

  
 
   

  
    

  

It is possible to simplify the expressions by adding the 

following hypothesis: 

 The ratio 
   

  
 is negligible compared to unit [12]:   

   

  
   

As the denominator in common between the two transfer 

functions,        reduces to: 

 
              

   

 
 
 

 
  

   

  
  (22) 

where the pair of poles is characterized by an hydraulic 

undamped natural pulsation    and damping ratio    

respectively equal to: 

 

    
   

  
 

   
  

  
 
  

 
 

 

  
 
 

  
 

(23) 

In order to increase hydraulic mode natural frequency 

   
  

  
, it is necessary: to increase the compressibility 

coefficient β, the jack piston surface S and to reduce the 

volume   and the total mass M. The natural frequency 

increase permits to reduce rise time   
 

  
  and response 

time   
 

    
 .  

In order to increase   , it is necessary to increase both ap 

and f: it permits to reduce the maximum peak of rod position 

temporal response and to reduce response time   
 

    
 . 

The increase of ap is possible for example by means of a 

voluntary leakage but paying attention to reduction of 

volumetric efficiency and increase of tracking and load 

disturbance error. 

In steady-state condition the eq. (21) is reduced to eq. (24) 

by means of assumption 
   

  
  : 

 
     

  
  
     

  

   
      (24) 

On the one hand the pump leakage increase, through the 

coefficient ap, improves temporal response rapidity through 

the increase of   . On the other hand it makes worse the 

accuracy (static error) in confront to a motor shaft speed 

signal due to increase of disturbance contribution associated 

to jack force signal. 

3.4.2 Cylinder pressure transfer function 

In the same manner as for position control, the open-loop 

transfer function which describes the cylinder pressure 

dynamics in function of motor torque signal and of rod 
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speed disturbance signal has been got by reducing the 

system (19) and by getting the expression: 

          
              

           (25) 

with    
      

   
  

      
 

 
 
   

 
  

   
 

  
   

   

  
   

 

           
      

 
  

 
   

 

 
 

      
 

 
 
   

 
  

   
 

  
   

   

  
   

 

It is possible to simplify the expressions by adding the 

following hypothesis: 

 The ratio 
   

  
  is negligible compared to unit [12]:       

   

  
    

As the denominator in common between the two transfer 

functions,        , reduces to: 

 
              

 

 
 
   

 
  

   
 

  
  (26) 

where the pair of poles is characterized by an 

hydromechanical undamped natural pulsation     and 

damping ratio     respectively equal to: 

 

     
   

 

  
 

    
  

   
 
  

 
 

 

   
 
 

  
 

(27) 

In order to increase the hydromechanical mode natural 

frequency     
   

  
, it is necessary: to increase the 

compressibility coefficient β, the pump displacement V0 and 

to reduce the volume   and the motor-pump inertia J. The 

natural frequency increase permits to reduce rise time and 

response time. 

In order to increase    , it is necessary to increase both ap 

and B: it permits to reduce the maximum peak of pressure 

temporal response and to reduce response time. 

In steady-state condition the eq. (25) is reduced to eq. (28) 

by means of assumption 
   

  
   : 

 
      

 

  
      

  

  
       (28) 

If on the one hand the B viscous friction increase improves 

temporal response rapidity through the increase of    , on 

the other hand it makes worse the accuracy (static error) in 

confront to a motor torque signal due to increase of 

disturbance contribution associated to rod speed signal. 

The theoretical results got by linear analysis until this time, 

have been validated through simulation tests performed in 

AMESim environment consisting of a simple model 

stimulated with different inputs magnitude and in which the 

several parasitic phenomena have been added progressively. 

4 Detail model: vane pump 

The limitations of the linear approach proposed in 3.4.1 and 

3.4.2, provide results not completed realistic. The 

motivation depends on fact that the parasitic phenomena 

modeling is not sufficiently representative of all effects 

correlated to them. Concerning the motor-pump frictions, 

the viscous coefficient B represents the simplest model to 

describe the frictions as function of speed. For getting 

higher accuracy, a more detailed friction model could be 

expressed as follows: 

 
                  

 
   
                (29) 

where    is the Coulomb friction,         
 
   

   is the 

Stribeck friction and      the viscous friction [16]. The 

friction contribution due to pressure drop could be relevant 

too. Same considerations can be done about the Bulk 

modulus  : its effective value varies in function of pressure 

and temperature and it depends also on: presence of bubbles 

of free gas present inside fluid and deformability of the 

hydraulic components. The pump leakages are variable in 

function of operation conditions (pressure, pump speed and 

temperature) too and a constant coefficient ap results 

limitative to characterize adequately the phenomena. 

In order to improve the EHA module analysis, it is so 

necessary to evaluate the non-linearities that have not been 

taken into account in the architectural and functional 

models. The progressive improvement of the EHA module 

modeling concerns the evaluation of major non-linearities 

effects that may alter performance. Therefore a detail model 

has to be developed, for each component constituting the 

module, that permits analyzing phenomena in a more 

realistic way. At this modeling level, a virtual prototype has 

been developed. 

In the present work, the Parker vane pump dynamics have 

been analyzed through the development of an AMESim 

virtual test bench which aimed at simulating the frictional 

torques and the leakage flow rates in accordance to 

experimental data. The purpose has been to insert the 

experimental curves directly in the AMESim model so that 

it is made as much as lookup tables. Specific mechanical 

and hydraulic submodels of the AMESim libraries have 

been identified and simulation tests have been performed in 

order to select the more adapted ones to reproduce the 

friction and leakage effects. Figure 4 shows the virtual 

prototype which simulates the vane pump performance 

using a generic implementation of its energy losses.  At 

hydraulic ports 1 and 2, the line pressure is the input signal 

while at port 3 the input signal is represented by motor 

torque. 
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Figure 4: Virtual prototype of vane pump 

The effective frictional torques and the leakage flow rates of 

the vane pump, are expressible through non-linear functions 

of operating conditions: pressure drop, pump speed and fluid 

temperature. The fluid temperature influences both frictional 

torques and leakages by means of variations of the dynamic 

viscosity of hydraulic fluid. At this modeling level and as a 

first step, it was assumed that: 

 the operating temperatures are maintained constant. 

So the dependence to viscosity is not taken into 

account and postponed to next modeling level 

Therefore the frictional torques and leakages are considered 

dependent only on hydraulic lines pressure drop and on the 

pump speed.  The frictional torque is expressed in general 

form by eq. (30): 

              (30) 

while the leakage flow rates got from eq. (31): 

              (31) 

In order to simulate the frictional torques in the form of the 

eq. (30), the component FR1RK000 in the mechanical 

library of AMESim has been selected (fig. 5) for its ability 

to vary friction versus operating conditions. It is a rotary 

friction torque generator based on Karnopp model that deals 

and solves efficiently the numerical implementation of 

transition between sticking and sliding conditions [17]. As 

required by the Karnopp model, the motor-pump rotor 

inertia is included in the friction component. 

 

Figure 5: Component for pump frictions simulation, 

FR1RK000, from [18] 

The experimental data of frictions torques, implemented in 

AMESim by means of an ASCII file in the format multi 1D 

tables [18], represent the input signal at port 2 of the 

component in fig. 5 and they permit to produce the desired 

friction versus pressure, velocity and even later temperature. 

A comparison between results provided by component and 

experimental curves has been carried out in order to verify 

the quality of the simulation (fig. 6). 

 

 

Figure 6: Frictional pump torques: experimental curves and 

curves obtained by AMESim model @45°C 

Figure 6 shows that the simulation results agree well with 

experimental data inside the range of operating conditions 

performed in laboratory. In order to extend the range of 

operating conditions where the AMESim model is capable 

to provide values of frictional torques, an extrapolation of 

data has been proposed. A linear extrapolation has been 

carried out by the component FR1RK000 in the range of 

pump speed from -3500 to 3500 rev/min and for positive 

pressure drop values. Figure 7 shows both the experimental 

curves in the range of laboratory tests and the extrapolated 

curves. 

It is interesting to mention that at zero speed the frictional 

torques are not null but they correspond to stiction. This 

would not have been possible if using tanh models. 

However, the Karnopp model requires defining a region 

around the exact condition of zero speed, where a threshold 

speed value is provided by user for transition between 

sticking and sliding conditions. In this context the value 

entered is of 0,36 rev/min, 1/10000 of the rated velocity. 
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Figure 7: Frictional pump torques: extrapolation in the 

pump range: [-3500, 3500] rev/min provided by component 

FR1RK000 

It is not easy to validate the extrapolated results provided at 

low speed near to zero through laboratory tests under 

constant operating temperature: in condition of low speed, 

the volumetric flow coming into pump is not sufficient to 

produce an adequate recirculation of fluid necessary to 

guarantee constant temperature inside pump. The AMESim 

model of frictional torques can be then improved by adding 

the dependence of friction to fluid temperature and by 

allowing testing the pump in those processes in which the 

evolution of temperature plays a fundamental role on 

performance degradations. 

Concerning the leakages flow rates, the component VOR001 

has been selected in the hydraulic AMESim library in order 

to simulate them by non-linear functions of pressure drop, 

pump speed (fig. 8) and later fluid temperature. 

  

Figure 8: Component for pump leakages simulation, 

VOR001, from [18] 

It represents a variable hydraulic orifice which provides, as 

outputs (ports 2 and 3), the leakage flow rate. In the 

component parameters table it is possible to insert directly 

the experimental data file. The signal at port 1 is the pump 

speed. Like for the frictional torques, the experimental data 

have been implemented in AMESim model. A comparison 

between results provided by component and experimental 

curves has been carried out in order to verify the quality of 

the simulation (fig. 9). 

 

 

Figure 9: Internal pump leakages: experimental curves and 

curves obtained by AMESim model @45°C 

Figure 9 shows that the simulation results agree well with 

experimental data inside the range of operating conditions 

performed in laboratory. In order to extend the range of 

operating conditions where the AMESim model is capable 

to provide values of leakage flow rates, an extrapolation of 

data has been proposed.  

A linear extrapolation has been carried out by the 

component VOR001 in the range of pump speed from -3500 

to 3500 rev/min and for positive pressure drop values. In 

addition, even if the vane pumps do not accept negative 

values of pressure drop because they are designed to operate 

in 2 quadrants only, the AMESim model enables reaching 

these conditions. Figure 10 shows both the experimental 

curves in the range of laboratory tests and the extrapolated 

curves. 
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Figure 10: Internal pump leakages: extrapolation in the 

pump range: [-3500, 3500] rev/min provided by component 

VOR001 

Due to difficulty to maintain constant the operating 

temperature during laboratory tests, as already described for 

frictional torques, it is not an easy task to validate the 

extrapolated results provided at low speed near to zero. The 

AMESim model of internal pump leakages can be then 

improved by adding the dependence to the fluid 

temperature. 

4.1 Parametric model of pump frictions and leakages 

A linear parametric representation model of energy losses 

has also been developed, capable to approximate the 

experimental curves of pump frictions and leakages, in 

accordance with the Linear Gap Theory for radial gap 

(LGT) [19]. This model represents a useful tool in the 

control unit design of the EHA module in order to assure 

system performance requirements. 

The parametric model proposes a solution of the first degree 

polynomial type for both frictional torques and internal 

pump leakages: 

                    (32) 

 

                (33) 

where αi, βi and γi are the parameters determined through the 

Least Square Method (LSM). 

The LSM’s objective is to find a good estimation of 

parameters, in order to fit the set of experimental data, by 

minimizing the sum of squared residuals (SSR). By varying 

the values of the parameters αi, βi and γi of the eq.s (32) and 

(33), it has been possible to obtain the values of them which 

makes SSR minimum. 

Figure 11 shows the comparison between experimental 

curves and parametric model curves of the frictional pump 

torques. 

 

 

Figure 11: Frictional pump torques: experimental curves 

and curves obtained by parametric model @45°C 

The relative error in percentage of frictional torques has 

been computed as: 

 
    
    

    
            

    
      

   
            

     (34) 
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It is possible to assert that the major region is characterized 

by an error     
  less than 5% while only in a small region of 

high speed (> 2600 rev/min) and low pressure (10 bar < Δp 

< 50 bar) the     
  overcomes 15% but never exceed 29%. 

Figure 12 shows the comparison between experimental 

curves and parametric model curves of the internal pump 

leakages. 

 

Figure 12: Internal pump leakages: experimental curves 

and curves obtained by parametric model @45°C 

The relative error in percentage of internal leakages has 

been computed as: 

 
    
    

    
            

    
      

   
            

     (35) 

Also in this case, the major region is characterized by     
 

 

less than 5% while only in a small region of low speed (< 

800 rev/min) and low pressure (10 bar < Δp < 50 bar) the 

error overcomes 15% but never exceed 29%. 

In conclusion, the parametric model based on the linear gap 

theory is able to reproduce the pump frictional torques and 

leakages experimental curves in the speed range [600, 3000] 

rev/min and pressure drop range [10, 280] bar, with relative 

errors in percentage of experimental data under the 5% in 

the majority of operating conditions. In next analysis, it will 

be necessary to extend the model capability and check its 

validity in a wider range of speed by taking into account 

also starting pump conditions. 

5 Conclusion 

The paper has dealt with modeling and simulation at three 

level of accuracy of an EHA module for industrial 

applications. An EHA innovative solution has been showed 

that takes advantage of fixed-displacement vane pump and 

of closed-loop control respectively on: rod position, cylinder 

pressure and motor shaft speed. A preliminary analysis has 

been achieved by means of architectural model that has 

permitted to relate the steady-state operation with 

fundamental parameters to be defined. An initial approach to 

control synthesis has been exposed by providing the 

designer with key relationships between open loop statics 

and dynamics and fundamental parameters. The parasitic 

effects have been added and their influence on hydraulic and 

hydromechanical modes has been analyzed. In order to get a 

realistic representation of losses that play role for power 

sizing and temperature management, two types of models 

were implemented using standard components of the LMS-

AMESim libraries. Both frictional torque and internal 

leakage at vane pump level have been reproduced well using 

either look-up tables or parametric models of low 

complexity. 

A complete virtual prototype, got by adding the detail model 

of the vane pump, exposed in this paper, and the models of 

other components constituting the EHA module, would 

represent an useful instrument to evaluate the energy 

consumption during a typical mission of injection molding 

machines and to optimize the EHA module design by 

simulating the influence of design choices on energy saving, 

closed loop performance and heat balance. 

Another important aspect in the modelling of the EHA 

module to be taken into account is the thermo-hydraulic 

coupling: the system performances are hugely dependent on 

operating temperature because it strongly influences the 

hydraulic fluid properties. These effects become key design 

drivers in specific operating conditions, e.g. when pressure 

has to be accurately controlled without jack displacement 

phase of plastic injection. As the pump has no case drain to 

collect internal leakage and to take away heat coming from 

internal energy losses even a small error in modeling friction 

and leakage will alter the predictability of the EHA model 

and therefore not reproduce the potential issue of thermal 

divergence. For this reason, the ongoing work consists in 

improving accuracy of the EHA virtual prototype by 

developing thermal-hydraulic simulation at system level and 

generating expert tools for component selection from 

catalogues and controller setting. 

Nomenclature 

Designation Denotation Unit 

   

   Section pipe area      

   
Jack cross-chamber leakage 

coefficient 
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Internal pump leakage 

coefficient 
         

  
Total viscous friction 

coefficient 
           

   
Motor viscous friction 

coefficient 
           

   
Pump viscous friction 

coefficient 
           

   Pipe diameter     

    
Cylinder/piston frictional 

force 
    

   Jack force     

  
Jack viscous friction 

coefficient 
       

   Hydraulic natural frequency      

    
Hydromechanical natural 

frequency 
     

  Total inertia          

   Motor inertia         

   Pump inertia         

   
Back-electromotive force 

coefficient 
       

   Motor current     

   Supply current     

  Motor inductance     

   Pipe length     

  Total mass      

   Input jack flow rate         

    Jack chamber leakage        

    Internal pump leakage        

   Output pump flow rate        

  Motor resistance       

   Reynolds number     

  Active area of piston      

   Coulomb torque      

    Frictional motor torque      

    Frictional pump torque      

   Load torque      

   Effective motor torque      

  
  Requested motor torque      

   Static torque      

   Response time     

   Motor voltage     

   Supply voltage     

  
Total volume of pipe and 

jack chamber 
     

   Conduit Volume      

   Jack chamber volume      

   Pump displacement          

  Rod position     

   Rod speed       

   Rod acceleration        

  Power modulation factor     

    Static friction coefficient      

   Stick-slip coefficient         

  Bulk modulus      

    Viscous friction coefficient            

    Speed coefficient for leakage          

    
Pressure coefficient for 

friction 
     

    
Pressure Coefficient for 

leakage  
         

   Cylinder pressure      

    Pipe pressure drop      

    
Cylinder pressure variation in 

time 
       

  Friction factor     

  Fluid density         

  Motor shaft speed         

   
Hydraulic undamped natural 

pulsation 
        

    
Hydromechanical undamped 

natural pulsation 
        

   Motor shaft acceleration          

   Hydraulic damping ratio     

    
Hydromechanical damping 

ratio 
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Abstract 

Model predictive control (MPC) is applied to a mid-sized hydrostatic (HST) wind turbine for 

maximizing power capture in this paper. This study focuses on the torque control in region 2, 

which tracks the desired rotor speed so that the turbine can operate at the optimum tip-speed 

ratio (TSR) for maximum power. Preliminary study shows that the widely used     control 

law has a good control performance in steady-state wind conditions. However due to wind 

turbulence, the turbine operates at tip-speed ratios far away from the optimal point. This 

deviation is not only due to the large rotor inertia, but also due to the characteristics of the      

control. An MPC controller is proposed to track the desired rotor speed by using the future 

prediction of wind speed. To consider the potential advantage, the MPC controller is applied to 

a 50 kW HST wind turbine. A wind speed step change is selected as a basic test of transient 

response. The control performance of the MPC is evaluated and compared with the     control 

law. Results show that the MPC controller in a smaller wind speed step change shows a faster 

response than     control law, but a large overshoot is observed. In a larger wind speed 

change, the MPC controller loses control when the wind speed steps down. This indicates the 

MPC controller in this study has limited effective operation range since it uses a linearized plant 

model and the wind turbine is a highly nonlinear system. Future work includes the optimization 

of MPC controller parameters to reduce the overshoot during the wind speed change and the 

design of multiple MPC controllers for wide operation range. 

 

Keywords: Mid-sized wind turbine, hydrostatic transmission, wind turbulence, power   

                      optimization, model predictive control 

 

 

1. Introduction 

Wind power is a plentiful, renewable source of energy, 

able to produce emission-free power in the kilowatt to 

megawatt range. Land-based or off-shore wind farms can 

connect several hundred wind turbines to the grid. 

However, these facilities require expensive power 

transmission lines and typically incur significant 

construction and maintenance costs. For areas with 

smaller power needs, such as farms or factories, a small 

wind facility is a cost-effective method of power 

generation. These mid-sized wind turbines often have a 

fixed rotor speed which reduces cost by eliminating the 

power converter. However, since the tip-speed ratio (TSR) 

cannot be optimized, fixed speed operation does not 

allow the rotor to capture the maximum energy as the 

wind speed varies. To capture wind energy more 

efficiently, a continuously variable transmission (CVT) is 

required. 

A hydraulic CVT in the form of a hydrostatic 

transmission (HST) provides a competitive solution for a 

mid-sized wind turbine. With a hydrostatic transmission, 

the generator speed is decoupled from the rotor speed, 

making it possible to use a synchronous generator. The 

generator can run at synchronous speed at different wind 

speeds and rotor speeds, eliminating the use of a power 

converter. There are also some other advantages of using 

an HST in a wind turbine, such as more damping to 

reduce shock loading, flexible system configuration, low 

cost and high reliability [1]. 

There are four control regions in a wind turbine. In 

region 1 where the wind speed is below cut-in speed, the 

turbine is in stand-by mode. In region 2 where the wind 

speed is between the cut-in and the rated speed, the 

turbine is controlled so that it runs at the optimum TSR to 

achieve maximum power. In region 3 where the wind 

speed is above the rated but below the cut-out speed, the 

turbine output is limited to the rated power. In region 4 

where the wind speed is above the cut-out speed, the 

turbine is shut down to avoid damage. To achieve 

maximum energy capture in region 2, a widely used 

control strategy in the wind industry, referred to as the 
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    control law, is used. The beauty of the     law is 

that it only needs rotor speed information and does not 

require the wind speed information. The control law can 

automatically bring the turbine to the optimum operation 

point by controlling the rotor reaction torque [2, 3]. 

Preliminary study shows that the     law gives good 

control performance in steady-state wind conditions [4]. 

However in the real world, wind speed varies both 

temporally and spatially. Wind turbulence in the form of 

wind gusts, happen unexpectedly. During wind 

turbulence, the turbine operates at tip-speed ratios far 

away from the optimum TSR even with the     law. 

This is not only due to the large inertia of the blade, but 

also due to the characteristics of the     law in which 

the rotor speed is regulated indirectly by controlling the 

rotor reaction torque. In a wind gust, the large inertia of 

the rotor prevents the rotor speed from changing fast 

enough to adapt to the increased wind speed. On the 

other hand, the rotor reaction torque increases slowly due 

to slowly increasing rotor speed according to     law, 

which tends to slow down the rotor angular acceleration. 

Various control methods for wind turbines have been 

recently studied. A typical feedback controller adjusts the 

rotor angular speed to desired values based on the wind 

speed information. However, even if the feedback 

controller can use the wind speed information, the delay 

between the control action and the resulting response 

cannot be avoided since the inertia of the blade is fairly 

large. The use of the future wind information has been 

discussed to further improve the control performance in 

some studies. If the controller can preview the wind 

speed information, this would lead to significant 

improvements in the control performance. 

In this paper we consider applying model predictive 

control to rotor speed control. An MPC controller is 

designed to track desired rotor speed by using estimates 

of future wind speed. In the design it is assumed that the 

MPC controller can use wind speed over some future 

time horizon from a few seconds to minutes. The future 

prediction of wind speed can be obtained using a 

statistical model. Also, the use of LIght Detection And 

Ranging (LIDAR) technology to measure the wind speed 

is possible. MPC has been considered for control of 

conventional gearbox turbines for power optimization 

and load reduction [5, 6, 7, 8, 9]. This is the first study to 

consider MPC control of a hydrostatic wind turbine. 

2. Hydrostatic wind turbine control - baseline 

2.1 Control hierarchy 

A modern gearbox turbine has several levels of control 

systems. In the high level, a supervisory controller 

monitors the wind speed and determines when the wind 

speed is sufficient to start up the turbine and when the 

turbine must be shut down for safety due to high wind 

speeds. The middle level control mainly includes the 

torque control and the blade pitch control. Torque control, 

controlled through the power electronics in gearbox 

turbines, determines how much torque is extracted from 

the rotor shaft. The extracted torque opposes the rotor 

aerodynamic torque provided by the wind and thus 

indirectly regulates the rotor speed. The low control level 

includes the generator, power electronics and pitch 

actuator controllers, which operate much faster than the 

middle-level control. The control hierarchy of the 

gearbox wind turbine is shown in Figure 1. 

 

 

Figure 1 Control hierarchy of gearbox wind turbine 

For variable-speed turbines operating in region 2, the 

control objective is to maximize energy capture by 

operating the turbine at the optimum TSR. This is 

achieved by the torque controller. The pitch controller is 

not active in this region. The focus of this study is torque 

control in region 2. The     control law is used as the 

baseline in this study. 

2.2 Baseline     control law 

The power coefficient    is a function of the tip-speed 

ratio   and the blade pitch angle  , which is represented 

by a surface. The optimum TSR to reach the maximum 

power coefficient shifts with the blade pitch angle. In 

region 2 where the blade is at a fine pitch angle, the 

optimum TSR is fixed. The TSR,  , is defined as: 

  
  

 
 

where   is the rotor angular speed,   is the radius of the 

blade and   is the wind speed. 

In     control, the control torque (rotor reaction torque), 

  , is given by: 

       

where   is the control gain given by: 
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where   is the air density,   is the blade swept area and 

   is the optimum TSR at which the maximum power 

coefficient       occurs. 

The beauty of the     law is that it only needs rotor 

speed information and does not require wind speed 

information. The control law can automatically bring the 

turbine to the optimum operation point since the 

optimum operation parameters,    and      , are 

included in the control gain,  . The     law can track 

the optimum TSR well if accurate turbine parameters,    

and      , are given. 

2.3 Hydrostatic wind turbine control 

The schematic diagram of a hydrostatic wind turbine is 

shown in Figure 2. The low-speed rotor shaft drives a 

fixed displacement pump and the high-speed generator is 

driven by a variable displacement hydraulic motor. 
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Figure 2 Schematic diagram of a hydrostatic wind turbine 

The control of an HST turbine is similar to a gearbox 

turbine except for the torque control in the middle-level. 

In an HST turbine, instead of controlling the generator 

torque through power electronics, the rotor reaction 

torque (pump torque) is determined by the line pressure 

which is controlled by varying the motor displacement. 

By using a PI controller to track the desired line pressure, 

the desired control torque can be achieved. 

The relationship between the control torque,   , and the 

line pressure,   , is: 

   
     

  
 

where    is the pump displacement and     is the pump 

mechanical efficiency. 

A simulation model of the hydrostatic wind turbine is 

built in Simulink. The model is a physical equation based 

dynamic simulation model which simulates both the 

quasi-static and the dynamic conditions. The input and 

output causality of each component is verified by the 

bond graph method. The detailed system modeling can be 

found in our previous work [10]. 

3. Model predictive control for HST wind turbine 

3.1 Overview 

The fundamental idea of MPC is illustrated in Figure 3. 

At current time  , the MPC controller predicts the future 

behavior of a plant over a prediction horizon by using a 

plant model and computes a control input sequence 

which minimizes a certain performance cost function by 

solving an optimization problem. Only the first element 

of the control input sequence is applied to the plant. At 

next time step    , based on the new measurements, 

the MPC controller predicts the future behavior over the 

shifted prediction horizon and computes a new control 

input sequence. Similarly, only the first element of the 

newly computed control input sequence is applied to the 

plant. The above procedure is repeated as time shifts. 

During solving the optimization problem, MPC also 

takes the input and output constraints into considerations. 

 

Reference Trajectory

Predicted Output

Predicted Control Input

Prediction Horizon

k k+1 k+Nk+2
Sample time

Future

 

Figure 3 Scheme of model predictive control 

While applying MPC to an HST wind turbine, the 

reference signal of the MPC controller is the desired rotor 

speed based on the future wind speed information. The 

system output, rotor speed, is feedback to the MPC 

controller. The wind speed is input to the MPC controller 

as a measured disturbance. The MPC controller uses an 

internal plant model and optimizer to calculate the 

control input to the plant, which is in the current case the 

pump torque command. The MPC controller in the 

hydrostatic turbine is shown schematically in Figure 4. 
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Figure 4 MPC controller in hydrostatic wind turbine 

The objective function over the prediction horizon   is: 

                   
             

 
 

   

   

 

where   and   are weighting factors. 

The optimization minimizes the rotor speed tracking 

error              and the pump torque command 

variation          over the prediction horizon while 

satisfying the input and output constraints. In an HST 
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wind turbine, the maximum rotor speed is limited by the 

blade design. The maximum pump torque is determined 

by the pump displacement and maximum line pressure. 

The second term of the cost function is to penalize the 

pump torque variation since there are physical limitations 

on how fast the pump torque can change. 

The MPC controller uses a linearized plant model to 

calculate control inputs. Therefore the MPC controller is 

an approximation of the system behavior since there is 

discrepancy between the linearized model and the actual 

plant. If the plant is highly nonlinear within the operation 

range, the MPC controller designed for the specific 

operation point may not have satisfactory control 

performance throughout the operation range. The wind 

turbine system is such a system where the rotor torque 

increases nonlinearly with wind speed and rotor speed. 

4. Simulation study 

4.1 Simulation parameters 

The case studied in this paper is a mid-sized wind turbine. 

The rotor aerodynamic model is from AOC 15/50, which 

is a 50 kW wind turbine manufactured by Atlantic Orient 

Corporation. The rotor aerodynamic model of AOC 

15/50 is generated using FAST code. FAST is a multi-

body wind turbine dynamics code developed by NREL 

[11 ]. In the simulation model, the rotor aerodynamic 

torque is generated by a 2D loop-up table taking the wind 

speed and rotor speed as input indexes. 

Instead of designing an MPC controller for the entire 

operation range, the current study considers one 

operation point and the plant model is linearized at this 

point. In the simulation, the selected operation point is at 

the wind speed of 6 m/s. To compare the MPC controller 

with the     control law, a step change on the wind 

speed is considered. The main simulation parameters are 

shown in Table 1. 

Table 1 Main simulation parameters 

Property Value Unit 

Blade radius 7.5 m 

Rotor swept area 176.7 m2 

Rated rotor speed 88 rpm 

Optimum TSR 6.1 - 

Maximum Cp 0.45 - 

Air density 1.225 kg/m3 

Pump displacement 1570 cc/rev 

Motor displacement 71 cc/rev 

Pipeline internal diameter 32 mm 

Pipeline length 2 m 

Wind speed at operation point 6 m/s 

Rotor speed setpoint at 6 m/s 4.88 rad/s 

Pump torque at 6 m/s 2156 Nm 

Control interval 0.02 s 

Prediction horizon 200 - 

Control horizon 50 - 

Pump torque rate weight,   0.1 - 

Rotor speed weight,   20 - 

 

4.2 Simulation results 

The wind turbine system is linearized at the wind speed 

of 6 m/s using the Matlab linearization toolbox. This 

linearized model is then used in the MPC controller to 

solve the optimization problem. Figure 5 shows the wind 

speed changes and the corresponding rotor speed changes 

using the     and MPC controllers. The wind speed 

steps up from 6 to 7 m/s at 60 s and steps down from 7 to 

6 m/s at 120 s. 

 

 

Figure 5 Wind speed change from 6 to 7 m/s and the 

corresponding rotor speed changes using the     and 

MPC controllers 

The desired rotor speed is calculated using the wind 

speed information. It is shown that the rotor speed using 

    controller slowly approaches the desired point 

without overshoot. The rotor speed using MPC controller 

changes before the wind speed change because it uses 

future wind speed information. The MPC controller 

shows a shorter rise time than the     controller. 

However a large overshoot is observed and the settling 

time is longer. Since the 1 m/s wind speed change is 

within the linear range of the model, the same response 

will be seen for smaller steps. 

To show the response of the controller in the nonlinear 

range, a 2 m/s wind speed step change is simulated. 

Figure 6 shows the response using the     and MPC 

controllers. The wind speed steps up from 6 to 8 m/s at 

60 s and steps down from 8 to 6 m/s at 120 s. When the 

wind speed steps up, the results are similar to previous 

simulation results. However, the MPC controller loses 

control when the wind speed steps down from 8 to 6 m/s. 

This indicates the MPC controller in the wind turbine 

system has a limited effective operation range since the 

linearized plant model at the wind speed of 6 m/s may 

not work well when the wind speed is too far away from 
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that wind speed. To solve this problem, multiple MPC 

controllers at different operation points are required and 

the control may switch among different MPC controllers 

according to the wind speed.  

Comparing the simulation results in Figure 5 and Figure 

6, it is also shown that the MPC controller has an 

asymmetric behavior when the wind speed steps up and 

down. In Figure 5, the overshoot when the wind speed 

steps down is larger than the overshoot when the wind 

speed steps up. While in Figure 6, the situation when the 

wind speed steps down is even worse. 

 

 

Figure 6 Wind speed change from 6 to 8 m/s and the 

corresponding rotor speed changes using the     and 

MPC controllers 

5. Conclusions and discussions 

In this paper a model predictive control is proposed for 

maximizing power capture in a mid-sized hydrostatic 

wind turbine. The study focuses on the torque control in 

region 2, which tracks the desired rotor speed so that the 

turbine can operate at the optimal tip-speed ratio for 

maximum power. Preliminary study shows that the well 

developed     law has a good control performance in 

steady-state wind conditions. However during wind 

turbulence, the turbine operates at tip-speed ratios far 

away from the optimum TSR. This is not only due to the 

large rotor inertia, but also due to the characteristics of 

the     law itself. 

An MPC controller is proposed to track the desired rotor 

speed by using the future prediction of wind speed. The 

controller uses a linearized plant model to solve an 

optimization problem that minimizes the rotor speed 

tracking error and the control input variation over the 

prediction horizon while satisfying the input and output 

constraints. To consider the potential advantage, the 

MPC controller is applied to a 50 kW HST wind turbine. 

The plant model is linearized at the wind speed of 6 m/s 

and then used in the MPC controller. 

The control performance of the MPC is evaluated and 

compared with the     control law in the simulation. 

Two wind speed step changes (1 and 2 m/s) are studied. 

Results show that the MPC controller in a smaller wind 

speed change has a faster response than     control law, 

however a large overshoot is observed. In a larger wind 

speed change, the MPC controller loses control when the 

wind speed steps down. This indicates the MPC 

controller in this study has a limited effective operation 

range since the linearized plant model at the wind speed 

of 6 m/s may not work well when the wind speed is far 

away from that wind speed.  

Based on the results of this study, there are still many 

improvements needed before applying the MPC 

controller to wind turbines. One future task is to optimize 

the MPC control parameters to reduce the overshoot 

during the wind speed change. Another task is to design 

multiple MPC controllers and switch among different 

MPC controllers at different wind speeds. 
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Swash plate oscillation in a variable displacement floating cup pump 
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Abstract 
The oscillation of a swash plate has been studied in a variable displacement floating cup pump. 
Servo valves have been designed and built into the pump. These so called ß-valves define a 
certain operating angle, while leaving the swash plate free to oscillate, in the same way as 
during real pump operation. Measurements have been performed in a wide range of operating 
conditions. A simulation model has been built to get a better understanding of the dynamic 
behaviour. The study has proven the large impact of the swivel torque of the swash plate on the 
pump behaviour. The swash plate oscillation creates an additional displacement of the pump, 
especially during commutation, which is often larger than the original sinusoidal movement. 
The dynamic oscillation of the swash plate therefore dominates the commutation phenomena. It 
has also been proven that the overall efficiency is substantially reduced if the swash plate is free 
to oscillate, like in real pump operation. Although this study is performed on a floating cup 
pump, the authors of this paper believe that these effects also occur in conventional types of 
pumps and motors. It is recommended that a similar study should be performed on slipper type 
and bent axis pumps and motors.  

Keywords: Variable displacement pump, floating cup principle, oscillation of the swash plate 

1 Introduction 
When analysing variable displacement pumps or motors, it 
is often convenient to set the displacement at a constant 
value. In for instance a slipper type pump, this condition can 
be realised by locking the swash plate position by means of 
a screw or bolt. This way, a certain swash angle and pump 
displacement can be defined and reproduced during 
experiments. In simulations, the same 'locked' position is 
simply realised by defining the angular position of the swash 
plate as a constant. These procedures and assumptions are so 
common that they are often not even mentioned in 
publications.  

This paper discusses the validity of these procedures and 
assumptions. Evidently, in real operation, a variable 
displacement pump does not have a constant displacement. 
In most cases the swash plate position is controlled 
dynamically by means of hydraulic cylinders. These 
cylinders not only set the swash angle but also act as shock 
absorbers for counteracting the oscillating torque load of the 
pistons on the swash plate. From previous literature [1-6] it 
is already known that the oscillating torque load results in an 
oscillating rotation of the swash plate. However, the 
vibration of the swash plate also results in an extra 
movement of the pistons of the rotating group, which is 
superimposed on the general, sinusoidal movement [1, 2]. 

The extra oscillating displacement is largest in the top and 
bottom dead centres [7]. In these commutation zones, the 
base sinusoidal movement is minimal. The oscillating 
movement of the swash plate and the resulting movement of 
the pistons could therefore have a larger effect on the 
commutation than the base sinusoidal movement of the 

pistons. This is of importance for the design and 
dimensioning of the port plates, in particular of the silencing 
grooves. 

This paper investigates the oscillating movement of the 
swash plates in a 28 cc variable displacement floating cup 
pump. A special servo valve has been introduced which 
controls the pressure level in the actuator cylinders and, 
more or less, defines a constant and reproducible operating 
condition, while keeping the swash plates free to vibrate. A 
simulation model has been developed which describes the 
vice versa relationship between the commutation and the 
swash plate movement. The results from the simulation have 
been compared to measurements in a wide range of 
operating conditions. Finally the effect of the swash plate 
oscillation on the piston movement, the commutation and 
the efficiency will be discussed. 

2 Variable displacement floating cup pump  
In the floating cup principle [8, 9] the pistons are not free to 
move, but are press fitted into a rotor. Each piston has its 
own cup-like cylinder, which is supported by and floating 
on a tilted ‘barrel plate’. The floating cup principle is a 
multi-piston principle. Typically, 2 rings of 12 pistons are 
mounted side by side on a rotor, resulting in a total number 
of 24 pistons. 

The rotation of the barrel plates and the cups is synchronised 
with the main shaft by means of a pin and slot mechanism. 
In the variable displacement design [10], the pump 
displacement is defined by the angular position of the swash 
plates (see Figures 1 and 2).  
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Fig. 1: Cross section of the variable displacement floating cup pump (FCVP28).  
The right side, where the pump is mounted, is called the mount side, the left side the cover side. 

 

 
 

Fig 2: Cross section of the swash plates and actuator systems 
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Figure 2 shows a detailed cross section of the swash plates. 
A bias spring sets the swash angle to a maximum at the start 
of the pump operation. Furthermore, for each swash plate, 
one bias piston and two actuator pistons are used to control 
the swash angle ß i.e. the displacement of the pump. The 
bias and actuator pistons are the same as of the rotating 
group. Like in conventional slipper type pumps, the cylinder 
of the bias piston is always connected to the high-pressure 
side of the pump. The bias piston and one of the actuator 
pistons are positioned at the backside of the swash plate, 
thereby supporting and reducing the deformation of the 
swash plate.  

Unlike conventional pumps, in which only one actuator 
piston is applied, each swash plate has two actuator pistons 
to control the angular position ß of the swash plate. The two 
actuators push in opposite directions (Figures 1, 2 and 12). 
As a result the two actuators together create a pure operating 
moment, thereby eliminating any axial force load on the 
swash plate and its hydrostatic bearings.  

The average pressure level in the actuators determines the 
average position of the swash plate. A control valve sets the 
actuator pressure. Like in normal pumps, this control valve 
can be a pressure control, a flow control, a power control or 
a combination of these controls. For testing the pump at 
specific predefined and reproducible swash plate conditions, 
the normal procedure is to connect the actuators to the low-
pressure side of the pump. The bias spring and the bias 
pistons will then rotate the swash plate to a larger angle until 
a mechanical end stop is hit.  

The mechanical lock up not only defines the swash angle; it 
also stops the oscillation of the swash plate. This is unlike 
real pump operation in which the swash angle is controlled 
by means of hydraulic cylinders.  

The aim of this study is to measure the pump performance 
and characteristics like in real operation. On the other hand, 
a system is needed which allows a clearly defined and 
reproducible swash angle. This is achieved by implementing 
small so-called ß-valves (see Figure 2). When the bias 
piston forces the swash plate to move to a larger angle, the 
ß-valve opens and supplies oil to the actuators. The pressure 
in the actuator cylinders increases, which counteracts the 
torque from the bias piston and cylinder. The ß-valve is 
operated by a pin, which pushes the check valve of the ß-
valve to an open position. The length of the valve pin 
defines the angle at which the pump is operated. In this 
study 4 different pin pairs are used defining swash angles of 
about 2°, 4°, 6° and 8°. 

The actuators are not only used to set the swash angle but 
also counteract the torque load of the rotating group on the 
swash plate. The strong and dynamic variation of the torque 
load results in an equally strong and dynamic variation of 
the pressure level in the actuators. This is the reason why the 
swash plates need to oscillate. The movement of the swash 
plate results in a displacement of the actuator volume, which 
is then used to change the pressure level in the actuators. 

The variable displacement floating cup pump has two of 
these oscillating swash plates. Since the pistons of the left 

side of the rotor are positioned in between the pistons of the 
right side of the rotor, the two sides of the pump are 
operated in counter phase. This counter phase operation is 
used to connect the actuator systems on the left and right 
side of the pumps. Whenever the actuators of the left side of 
the pump make a delivery stroke, the actuators on the right 
side make a suction stroke, and vice versa. Via the 
connecting orifice, oil is simply transferred from one side to 
the other (Figure 2). The orifice in the connecting line (2 x 
Ø0.7 mm in series) determines the pressure variation in the 
actuators in relation to the rocking movement of the swash 
plates.  

 
 

Fig. 3: Hydraulic diameter of the opening area between the 
ports of the barrel and the ports and silencing grooves of the 
port plate. The grey areas in the middle indicate the position 

of the silencing grooves 

 
Like in conventional pumps and motors, silencing grooves 
are applied to soften the commutation in the top and bottom 
dead centres. Figure 3 shows the hydraulic diameter of the 
opening area between the ports of the barrel and the ports 
and grooves of the port plate. The dimensions and geometry 
of the silencing grooves have a strong effect on the torque 
load, which the barrel exerts on the swash plate. The design 
shown in figure 3 is optimised assuming a locked swash 
angle ß. 
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Fig. 4: Cross section of part of the housing (at ß = 0° and ß = 8°), showing the position of the inductive sensors and the curved 

target area on the swash plate. The gap height h varies as a function of the swash plate angle ß 

 
 
 
Of this pump, the movement of the swash plates and the 
pressure in the actuator systems have been measured at 4 
different swash angles (2°, 4°, 6° and 7.8°), 6 different 
operating speeds (500, 1000, 1500, 2000, 2500 and 3000 
rpm) and 7 different pump pressures (50, 100, 150, 200, 
250, 300 350 bar). The FCVP is designed for a maximum 
swash angle of 8°. This is the angle were the swash plates 
will be stopped mechanically. Since the objective of this 
study was to study the pump behaviour when the swash 
plates are oscillating, the maximum swash angle is reduced 
to about 7.8°, thereby pushing the swash angle away from 
the mechanical end stop at 8°.  

The movement of the swash plates has been measured by 
means of inductive sensors (one for each swash plate), as is 
illustrated in Figure 4. The pressure in the actuator cylinders 
has been measured by means of fast response piezoresistive 
pressure sensors.  

In all operating points, the efficiency of the pump has been 
measured at Eindhoven University of Technology, for two 
different conditions: 

• the swash plates are locked mechanically and the swash 
plates can’t oscillate 

• the swash angle is set by means of the ß-valves and the 
swash plates are free to oscillate 

 

At the end of this paper the two sets of measurements are 
compared. The measured swash angle and pressure level of 
the actuators is compared to the results from a simulation 
model. 

3 Simulation model 
In most analysis of variable displacement axial piston 
pumps, the swash angle is considered to be a constant. The 
calculation of the pressure in each of the cylinders of the 
rotating group is a matter of combining the sinusoidal 
movement of each piston with a detailed model of the port 
plate geometry (the upper part of Figure 5).  

The variation of the displacement volumes of the rotating 
group is also a function of the swash angle ß. If the swash 
angle varies during one revolution –as is postulated in this 
study– the variation of the displacement volumes is no 
longer sinusoidal. An extra movement is added to the sinus 
curve. The source of this extra movement is the torque load 
of the pistons of the rotating group acting on the swash 
plate. The rotational speed and the number of pistons 
rotating on the barrel determine the prime frequency of the 
variation of the torque load. In case of 12 pistons per barrel 
(as is the case in the floating cup pump) the swash plate 
torque will change periodically 12 times per revolution.  
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Fig 5: Model of the cylinder pressure assuming a constant 
swash angle ß (the grey boxes). The white boxes show the 
extension of the model in case the swash plates are free to 

oscillate and create an additional oscillation of the 
displacement volumes of the rotating group.  

The torque load causes a rocking movement of the swash 
plate and the swash angle ß will no longer be constant but 
vary as a function of time. The actuators counteract this 
rocking movement. The amplitude of ß(t) is, amongst others, 
determined by the amplitude of the torque load on the swash 
plate, which in turn is strongly dependent on the 
commutation of the displacement volumes in the top and 
bottom dead centres. As a result, there is a circular 
dependency in which the commutation influences the 
oscillating movement of the swash plate, and the oscillating 
movement influences the commutation. 

The interaction between swash plate oscillation and 
commutation has a significant effect on the behaviour of the 
pump. Figure 6 shows, for four different operating speeds 
and a pump pressure of 300 bar, a comparison of the 
calculated torque load of the barrel on the swash plate in 
case of a constant swash angle compared to the situation in 
which the swash plate is free to oscillate. 

The oscillation of the swash plate softens the saw tooth 
shaped torque curve, which is typical for a situation in 
which the swash plate is not free to oscillate but is locked 
mechanically. This is also of importance for all studies in 
which the torque load on the swash plate is averaged during 
one revolution of the barrel. The oscillation of the swash 
plate creates a lower average value at low rotational speeds 
and a higher average torque load at high operating speeds. 

 

Fig. 6: Calculated torque load MB of the barrel on the 
swash plate for a locked swash plate at an absolutely 

constant swash angle and a free oscillating swash plate  
(p1 = 300 bar, p0 = 10 bar, T0 = 55°C, ß = 7.8°) 

4 Validation of the simulation model 
The simulation model is validated by comparing the 
measured and calculated results of the swash angle and the 
pressure in the actuator system in a wide range of operating 
conditions. Figures 7 and 8 show the outcome for the 
maximum swash angle at a pump pressure of 300 bar. The 
pump was operated with a supply pressure of 10 bar and an 
oil temperature at the inlet of 50°C.  The time scale shown 
on horizontal axis is made dimensionless by dividing the 
time by the characteristic period T of 1/12 of a revolution 
(12 being the number of pistons per barrel): 
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Fig. 7: Calculated and measured swash angle  

(p1 = 300 bar, p0 = 10 bar, T0 = 50°C, ß’ = 7.8°).  

 
Fig 8: Calculated and measured pressure in the actuator 
system (p1 = 300 bar, p0 = 10 bar, T0 = 50°C, ß’ = 7.8°) 

 
There is a good correlation between the simulations and the 
measurements. The simulation model allows an adequate 
prediction of the dynamic behaviour of the swash plate and 
the pressure variation in the actuator system in a wide range 
of operating conditions. The model correctly calculates a 
larger amplitude of the swash plate oscillation at lower 
operating speeds of the pump. The most important 
difference between the simulation and measurement results 
occurs around 2000 rpm, where the simulation model 
forecasts a larger amplitude of the actuator pressure and a 
somewhat different swash angle variation. 

5 Influence of pump pressure, operating speed 
and swash angle 

The variable displacement floating cup pump has two swash 
plates, one on the mount side and one on the cover side. The 
pistons on the cover side are positioned in between the 
pistons on the mount side. As a result, the commutation, the 
torque load on the swash plates and the resulting dynamic 
behaviour of both actuator systems are all out of phase.  

 

Fig. 9: Measured actuator pressure and swash angle for 
both sides of the pump (n = 1000 rpm, p1 = 350 bar, p0 = 10 

bar, T0 = 50°C, ß’ = 7.8°) 
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This can clearly be seen in the measurement of the actuator 
pressure and the swash angle (Figure 9). The experiment is 
performed for an opening position of the ß-valve, at ß’ = 
7.8°. Although each swash plate is oscillating with an 
amplitude of about 0.3°, the average swash angle of the two 
sides of the pump is much more constant. This is an 
advantage of the mirrored out-of-phase operation of the 
floating cup principle. 

 

Fig. 10: Measured influence of the delivery pressure of the 
pump on the pressure in the actuator system (n = 3000 rpm, 

p0 = 10 bar, T0 = 50°C, ß’ = 7.8°) 

 

 
a) Influence of the operating speed n 

 

b) Influence of the swash angle ß 

Fig. 11: Measured influence of the rotational speed (a) and 
the swash angle (b) on the pressure in the actuator system 

(p1 = 300 bar, p0 = 10 bar, T0 = 50°C) 

The pressure variation in the actuator system is strongly 
influenced by the delivery pressure of the pump (see Figure 
10). This is to be expected: a higher pump pressure creates a 
larger torque load on the swash plate, which has to be 
counteracted by a higher pressure and pressure variation in 
the actuator system. The rotating pressurised cylinders of 
each barrel determine the torque load of the rotating group. 
Aside from the commutation, the hydrostatic forces from the 
barrel are to a much lesser extend related to the operating 
speed or the swash angle. As a result the amplitude of the 
actuator pressure is almost independent of the operating 
speed n and the swash angle ß, as can be seen in Figures 11a 
and 11b. 

The relationship between the oscillating pressure in the 
actuator system and the hydrostatic force generated by the 
barrel can be explained by means of the forces shown in 
Figure 12. There are many forces acting on the swash plate, 
such as the force from the bias spring, the hydrostatic force 
from the ß-valve and the friction force in the swash plate 
bearing, but the most dominating forces are the hydrostatic 
force Fb from the barrel, the force Fbias from the bias cup, 
and the two actuator forces Fact. All of these forces create a 
moment around the swivel axis of the swash plate. The 
torque generated by the barrel fluctuates around zero, being 
alternating positive and negative. The bias cup adds an 
almost constant torque load and pushes the total moment of 
the barrel and the bias cup above the zero axis. The 
calculated effects of the operating pressure and speed on the 
torque load of the swash plate can be seen in Figure 13. 
Both the average torque and the torque variation have an 
almost linear relationship with the delivery pressure of the 
pump. The operating speed only has a mild influence on the 
torque load, most and for all because of the influence of the 
pump speed on the commutation.  

The actuator system has to counteract the load from the 
barrel and the bias piston. There are three parameters that 
determine the torque created by the actuators: 

• the effective arm length of the actuators 
• the hydrostatic area of the actuator cups 
• the pressure level in the actuators 

Both the cup area and the arm length can be considered to 
be constant. Therefore, a variation of the torque created by 
the actuators can only be achieved by a variation of the 
pressure level in the actuator system. This variation needs to 
correspond with the strong and dynamic variation of the 
torque created by the bias cup and the barrel. Figure 15 
shows the average and the amplitude of the measured values 
of the pressure in the actuator system. The measured values 
show the same trend as the calculated values for the torque 
load (Figure 14). 
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Fig. 12: Most important forces that determine the torque balance of the swash plate 

 

 

Fig. 13: Calculated torque load of the barrel MB and of the barrel plus the bias cup (MB + Mbias) for one barrel revolution 
 (n = 2000 rpm, p1 = 300 bar, p0 = 10 bar, ß’ = 7.8°) 
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a) Average torque load b) Amplitude of the torque load 

Fig. 14: Calculated effect of the operating speed and delivery pressure of the pump on the average torque load and the 
amplitude of the torque load on the swash plate (p0 = 10 bar, ß’ = 7.8°). 

  

a) Average actuator pressure b) Amplitude of the actuator pressure 

Fig. 15: Measured mean pressure and pressure amplitude of the actuator system for various operating pressures and speeds 
(p0 = 10 bar, T0 = 50°C, ß’ = 7.8°) 

  

a) Average swash angle ß b) Amplitude of the swash angle ß 

Fig. 16: Measured influence of the delivery pressure and the operating speed on the average swash angle and the peak-to-peak 
amplitude of the swash angle (p0 = 10 bar, T0 = 50°C, ß’ = 7.8°). 

 

In order to generate a strong and dynamic variation of the 
pressure level in the actuator system, the swash plates have 
to oscillate, thereby forcing oil in and out of the actuator 
cups, through the centre restriction in the line that connects 
both actuator systems (see Figure 2). The ∆p of the 
resistance is dependent on the flow, which is generated by 
the rocking movement of the swash plates. This flow is 
directly related to the operating speed of the pump. To 

compensate for the reduced frequency at lower speeds, the 
swash plate system responses by increasing the amplitude of 
the swash plate (Figure 16b), thereby creating again the 
desired flow through the connecting orifice. This effect can 
be seen in Figure 17, which shows the oscillation of the 
swash plate relative to the setting point of the ß-valve for 
three different operating speeds of the pump. 
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Fig. 17: Measured swash plate oscillation, relative to the 
opening position ß’ of the ß-valve, for three different pump 

speeds (p1 = 300 bar, p0 = 10 bar, ß’ = 6°, T0 = 50°C) 

The effect of the increased amplitude of the swash plate 
oscillation at reduced pump speeds can also be seen in 
Figure 16b. Since the ß-valves define the maximum value of 
the oscillation, the average swash angle (Figure 16a) reduces 
when the oscillation amplitude increases, i.e. at low 
operating speeds. This implies that the pump displacement, 
when operated with the ß-valves, is not a constant value, 
despite the mechanically defined opening position of the ß-
valves. 

6 Effects on the commutation 
The oscillating movement of the swash plate also creates an 
additional movement of the barrel, and therefore affects the 
cylinder volume of each cup of the rotating group. The 
effect of the swash plate oscillation is largest in the top and 
bottom dead centres where the commutation occurs. 
Consequently, the swash plate oscillation also influences the 
compression and expansion of the oil in the cups. Figures 18 
and 19 show the results of the simulation for two pump 
speeds (500 and 3000 rpm) and for two different operating 
conditions: 

• Assuming a fixed swash plate, locked at a constant 
swash angle of ß = 7.8° 

• Simulating a real pump operation with an 
oscillating swash plate, having an opening position 
of the ß-vale of ß’ = 7.8° 

Both simulations have been performed for a delivery 
pressure of 300 bar. The grey area in the middle of each 
diagram shows the position of the silencing grooves (see 
Figure 3).  

 

Fig. 18: Calculated effect of the swash plate oscillation on 
the pV-diagram in and around the top and bottom dead 

centres at two different pump speeds  
(p1 = 300 bar, p0 = 10 bar, ß’ = 7.8°, T0 = 50°C) 

In the areas where the commutation occurs, the additional 
displacement, which is created by the swash plate 
oscillation, is in most operating points larger than the base 
sinusoidal movement. The results shown in Figures 18 and 
19 are calculated for a situation in which the pump is 
operated at full displacement. At smaller displacements, the 
sinusoidal movement will be further reduced, whereas the 
swash plate oscillation is hardly affected by the swash angle. 
As a result the effect of the swash plate oscillation is even 
larger at smaller swash angles. Generally, the effect of the 
swash plate oscillation is largest at low operating speeds, 
high pump pressures and small swash angles. The influence 
of the swash plate oscillation should be taken into account in 
the design of the port plates and the silencing grooves. This 
has not yet been considered in the design of the port plates 
shown in this paper. 
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a) pump speed n = 500 rpm 

 

b) pump speed n = 3000 rpm 

Fig. 19:Calculated cup pressure and volume in case of a locked swash angle ß and in case of a free oscillating swash angle ß. 
The grey areas in the middle of each diagram indicates the position of the silencing grooves  

(n = 3000 rpm, p1 = 300 bar, p0 = 10 bar, ß’ = 7.8°) 
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a) Locked swash plate with constant ß (ß = 8°) b) Oscillating swash plate (ß’ = 7.8°) 

Fig. 20: Measured total efficiency of the variable displacement floating cup pump  
(Measurements performed at Eindhoven University of Technology) 

7 Effects on the efficiency 
The efficiency and performance of the pump have been 
tested in a wide range of operating conditions and swash 
angles at Eindhoven University of Technology. The results 
for the total efficiency of the pump at full displacement are 
presented in Figure 20. Two situations have been examined: 

a. the pump is operated as conventional against a 
mechanical end stop, 

b. the swash plates were free to oscillate and the swash 
plate position was controlled by means of the ß-valves. 

The oscillation of the swash plate and the opening position 
of the ß-valve at ß’ = 7.8° resulted in an average swash 
angle of 7.7°, which is about 4% smaller than the situation 
in which the pump was operated at a constant non-
oscillating swash angle of ß = 8°. Nevertheless, the two 
measurements will be compared further on. 

Figure 21 presents the difference between the total 
efficiency of the two measurements. According to the test 
results, the oscillation of the swash plates results in a 
reduction of the efficiency of up to 6%. 

About half of the efficiency reduction is due to increased 
leakage, possibly of the actuator pistons (which are 
pressurised in situation b.), but also because of leakage of 
the ß-valves. The other half is for the largest part due to the 
flow restriction of the orifices in between both actuator 
systems. Both power losses are approximately linearly 
dependent of the pump pressure but nearly independent of 
the rotational speed.  

 

 
Fig. 21: Effect of the swash plate oscillation on the total 

efficiency of the pump, measured at full pump displacement 
(ß ≈ 8°) 

This corresponds with the measured reduction of the overall 
efficiency (Figure 21): a reduced pump speed results in a 
reduced pump power, whereas the additional power losses 
due to the pump oscillation are nearly independent of the 
pump speed.  
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The simulation model also allows a calculation of the flow 
losses in the restriction of the silencing grooves of the port 
plates. However, the simulations show no significant 
influence of the swash plate oscillation on the dissipation in 
the silencing grooves. 

The data of Figures 20 and 21 were acquired for a pump 
running at full displacement. The measurements and 
simulations show that the extra leakage and flow losses from 
the actuator system are not influenced by the pump 
displacement i.e. the swash angle of the pump. However, the 
pump power is linearly dependent on the pump 
displacement. Therefore, the relative effect of the swash 
plate oscillation (i.e. the effect on the overall efficiency) is 
much stronger at small displacements.  This can be seen in 
Figure 22, which is the same diagram as in Figure 21, but 
now based on a pump operation at 25% displacement, i.e. at 
ß’ = 2°. Now, the efficiency reduction, which is caused by 
the operation of the actuator system, is about four times as 
high as at maximum pump displacement. 

 
Fig. 22: Effect of the swash plate oscillation on the total 

efficiency of the pump, measured at 25% pump displacement 
(ß’ = 2°) 

It will certainly be possible to reduce the extra leakage of 
the actuator system and the ß-valves. It is estimated that the 
additional losses can be halved. But even then, the 
displacement control and oscillation of the swash plate will 
have a significant effect on the efficiency, especially at low 
operating speeds and reduced pump displacements. 

8 Conclusions 
In variable displacement pumps and motors, the swash plate 
oscillates during normal operation. Yet, it is common to 
treat the variable displacement machine as a constant 
displacement machine when analysing the efficiency, noise 
or pulsations. The swash plate is then rotated until a 

mechanical end stop is reached. As a consequence, the 
normal dynamic oscillation of the swash plate is suppressed 
and the losses and effects caused by the oscillation and the 
swash plate control are disregarded. 

In this study, the performance of a variable displacement 
floating cup pump is measured and analysed, while allowing 
the swash plate to respond to the dynamic torque loads. A 
simulation model has been created to get a better 
understanding of the dynamic behaviour of the swash plate 
oscillation and its effects on commutation and pump 
efficiency. 

From the study it can be concluded: 

• The amplitude of the oscillation of the swash plate 
increases proportionally with the delivery pressure of the 
pump. The amplitude is largest at low pump speeds and 
high pump pressures. The pump displacement (i.e. the 
average swash angle) does not influence the swash plate 
oscillation. 

• The oscillation of the swash plate causes an additional 
displacement of the individual cylinders of the rotating 
group. While passing the silencing grooves this 
additional movement is larger than the base sinusoidal 
movement. In the design of port plates and silencing 
grooves the effect of the swash plate oscillation should 
therefore be taken into account. 

• The oscillations of the swash plate and the control system 
of the swash angle have a significant effect on the overall 
efficiency of the pump, especially at low pump speeds 
and reduced displacements.  

Although not reported in this paper, the noise and pulsation 
levels of the pump are also strongly influenced by the new 
test procedure.  

There are many differences between the floating cup pump  
–which is studied in this paper– and conventional state-of-
the-art slipper type and bent axis pumps and motors. 
However, previous research [1-6] has already proven that 
also in conventional pumps and motors a similar dynamic 
behaviour occurs. It is strongly recommended to investigate 
the effects of the swash plate oscillation and the swash plate 
control system in these conventional pumps and motors. 

If, as expected, the swash plate oscillation influences the 
commutation, the efficiency, the noise level and the 
pulsation level, then the common procedure to lock the 
swash plate must be abandoned, also for the analysis of 
conventional piston pumps and motors. It is also certain that 
the power losses of the control valves should be included in 
the determination of the efficiency. The standards, which 
describe the general procedure for determine the 
performance of hydrostatic machines, should be changed 
accordingly. 
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Nomenclature 
Designation Denotation Unit 

Dhydr hydraulic diameter of the opening 
area between the barrel port and 
the ports and silencing grooves of 
the port plate 

[mm] 

Fb axial barrel force [N] 

Fbias force bias cup [N] 

Fact force actuator cup [N] 

n rotational speed of the pump shaft [1/min] 

p0 supply pressure of the pump [bar] 

p1 delivery pressure of the pump [bar] 

pact pressure actuator system [bar] 

pcup pressure in a cup of the rotating 
group 

[bar] 

MB torque load of the barrel on the 
swash plate 

[Nm] 

t time [s] 

T0 oil temperature at the supply side [°C] 

T duration of 1/12 of a revolution [s] 

Vcup oil volume in the cup of the 
rotating group 

[cm3] 

x displacement [mm] 

z Number of pistons of the pump [-] 

ß’  swash angle were the ß-valve 
opens 

[°] 

ß swash angle [°] 

φ rotational position of the barrel [°] 
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A novel approach to predict the steady state temperature in ports and case of swash
plate type axial piston machines

M. Zecchi, A. Mehdizadeh, and M. Ivantysynova

Maha Fluid Power Research Center, Purdue University, 1500 Kepner Dr. Lafayette, IN, USA 47905

Abstract

This paper presents a model able of predicting the working temperature of the hydraulic fluid
in the case volume and outlet port of axial piston machines. For the first time the working
temperature is estimated accounting for the power losses associated with the fluid flow in the
lubricating interfaces, the churning motion of the oil in the machine case and the losses due
to the compressibility of the hydraulic fluid. The paper illustrates a thorough comparison
between the calculated and the measured case and outlet port temperatures for steady state
operation of the axial piston machine.

Keywords: Axial piston machines, Heat transfer, Churning losses, Case temperature

1 Introduction

Current advanced developments in the fluid power systems
technology, such as displacement controlled actuation, power
split and hydraulic hybrid transmissions, use variable dis-
placement axial piston units directly as control element. The
units are therefore forced to operate over a much wider range
of operating conditions compared to standard load sensing
and similar systems, in terms of speed, displacement and dif-
ferential pressure. These types of applications expect the axial
piston unit to maintain a very high efficiency under extremely
varying operating conditions, introducing a significant chal-
lenge for the designers. The performance and level of en-
ergy dissipation in axial piston machines is determined by the
design of the rotating group and the design of the three main
lubricating interfaces between piston and cylinder, cylinder
block and valve plate and slipper and swash plate.

A cross section of the rotating group of a swash plate type
axial piston machine is represented in 1. The main lubric-
ating interfaces between parts in relative motion are high-
lighted The lubricating interfaces represent a key design ele-
ment, because they have to fulfill simultaneously a bearing
and a sealing function: the film of lubricant is fundamental to
properly support the high oscillating external loads, avoiding
metal to metal contact, but the clearance between the parts
is subjected to leakages of lubricant from high to low pres-
sure regions and also to viscous dissipation associated with
the fluid flow. The lubricating interfaces are most of the times
the major source of power losses. A deep understanding of
the behavior of the fluid film in these interfaces will allow
for improved designs, which can rise the overall axial pis-
ton machine efficiency especially at partial load conditions,
through computational design. Research towards computa-
tional design of positive displacement machines has made
major progresses in the recent years. The computer aided

Figure 1: Three main lubricating interfaces in swash plate
type axial piston machines.

design of axial piston machines has seen substantial develop-
ments and it is starting to gain a fundamental importance in
industry. Nevertheless, recent studies ([1], [2]) have demon-
strated that a reliable and accurate prediction of the lubricat-
ing interfaces performance can be achieved only if different
physical phenomena are coupled together. Moreover, latest
studies pointed out that the thermal behavior of the lubric-
ating interfaced is particularly critical for two reasons. First,
the solution of the non-isothermal fluid flow is fundamental to
correctly estimate the viscosity of the lubricant and therefore
the load carrying ability of the interface; second the temper-
ature distribution in the machine solid parts during operation
of the units causes thermal deflections which are of the same
order of magnitude of the fluid film thickness, leading to sub-
stantial modifications of the geometry of the resulting fluid
film. Advanced fluid structure interaction models are able of
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capturing the described phenomena, but one of their current
limits is the definition of the boundary conditions to be ap-
plied in the thermal analysis. The prediction of the lubricat-
ing interfaces performance is extremely sensitive to the tem-
peratures of the surrounding material and depends strongly on
the temperature of the case and machine ports. Usually these
temperatures are known from measurements, but during the
design of new units such information is not available. The
goal of the author’s research study was to develop a model,
which can predict the temperature of the fluid in the case and
at the outlet port of the machine for a given inlet temperature
of the fluid while the machine runs under steady state con-
ditions. The in this paper presented model represents a new
important step towards computational design of pumps and
motors.

2 Heat exchange in the axial piston machine
The case and the outlet volumes are represented in Fig. 2. The
case volume is defined by the hydraulic fluid filling the ma-
chine’s housing, the outlet control volume by the hydraulic
fluid in the high pressure port and in all the displacement
chambers connected with it. The temperature is assumed to be

Figure 2: Definition of the control volumes

uniform throughout the volumes and since steady state condi-
tions apply, the time variation is not of interest. The overall
heat exchange can therefore be reduced to a lumped parameter
representation. Each control volumes, exchanges mass, work
and heat with the exterior, as illustrated schematically in Fig.
3. The mass flow rate ṁi entering in the machine through the
inlet port is then transferred to the outlet volume. If the unit
works as a pump, and some load is applied, work is made
by the displacement volume to pressurize the fluid. When a
pressure difference is present between the two ports, the out-
let mass flow rate ṁo will differ from the inlet mass because of
different source of volumetric losses. The mass flow ṁl,e rep-
resents the total external leakage (or case flow) resulting from
leakage flow between pistons and cylinders, cylinder block
and valve plate and between slippers and swash plate. An-
other important source of loss impacting the effective outlet
flow is caused by the non ideal timing of the valve plate com-
bined with the compressibility of the fluid, which generates
a backflow from the outlet port to the displacement cham-
ber, as illustrated in . The dotted line indicates the theoretical

Figure 3: Schematic of the heat and mass transfer in the axial
piston machine.

Figure 4: Effect of oil compressibility on the outlet mass flow
rate associated to one displacement chamber.

dimensionless outlet mass flow associated with one displace-
ment chamber, which is just a function of the kinematics of
the machine; the solid line depicts the actual dimensionless
mass flow. The difference between the two lines is due to the
fact that when the displacement chamber opens to the valve
plate port the fluid is at lower pressure and therefore a back-
flow occurs with an impact on the effective outlet mass flow
rate. Furthermore, depending on the valve plate design, the
inlet and outlet ports can be connected through the displace-
ment chamber; in this case an amount of fluid is not properly
delivered because it flows back from the high to the low pres-
sure port; this volumetric loss is called internal leakage. The
rate of mass associated with compressibility and internal leak-
age is indicated with ṁi,l in Fig. 3

The heat transfer is included with a quite simple approach,
considering forced convection between displacement and case
volumes, natural convection and radiation between machine’s
housing and ambient. The governing equation is the expres-
sion of the energy conservation for an open system: with ref-
erence to the schematic of Fig. 5, the following equation ap-
plies for each control volume

∑ ṁihi−∑ ṁoho + Q̇−Ẇ = 0 (1)
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In Eq. 1 ṁ is the mass flow rate, h the enthalpy, Q̇ is rate of
heat flow into the control volume and Ẇ is the rate of work
done by the control volume. Figure 3 illustrates a schematic
representation of the heat and mass flows associated with the
axial piston machine operation. In the next two sections Eq.

Figure 5: Schematic representation of the mass, heat and
work exchanged by a control volume

1 will be applied to the outlet and case control volumes, gen-
erating a system of two equations in the two unknown tem-
peratures in the case Tc and outlet volumes To.

2.1 Energy balance for the outlet control volume

The outlet control volume is defined as the volume enclosed
by the outlet port and the volume of all the displacement
chambers connected with it. Assuming pumping operation,
after being compressed, the mass flow taken from the inlet
is partially lost through leakages in the lubricating interfaces
and is then delivered at the outlet. Regardless of whether the
mass flow leaves the volume as leakage or actual discharge
flow its thermodynamic state is the same, being defined by
the conditions at the outlet. Therefore, the two summations in
Eq. 1 can be written as follows:

ṁi (hi−ho) (2)

The enthalpy’s differential can be expressed as follows

dh =

(
∂h
∂T

)
p

dT +

(
∂h
∂ p

)
T

d p (3)

The first term in Eq. 3 is the definition of specific heat capa-
city at constant pressure, while it can be demonstrated [3] that
the second term is related to the volumetric expansion of the
fluid. Equation 3 can therefore be rewritten as a function of
pressure and temperature as follows

dh = cpdT +(1− γT )
d p
ρ

(4)

where cp is the specific heat capacity at constant pressure, γ

is the fluid’s coefficient of volumetric expansion and ρ is the
fluid’s density. Equation 4 can be approximated to express a
finite difference and applied to the case of Eq. 2 as follows

hi−ho ≈ cp (Ti−To)+(1− γTi)
(pi− p0)

ρi
(5)

The outlet control volume also exchanges work with the fluid:
if the unit operates as a pump, work is made on the fluid by
the pumping action of the pistons; if the unit operates as a
motor, work is done by the pressurized fluid on the pistons.
In both cases the rate of work can be expressed as follows

Ẇ = βVon(pi− po) = ṁi
pi− po

ρi
(6)

where po is the pressure in the displacement volume, β is the
displacement angle (in percentage with respect to the max-
imum value), V0 is the geometric displacement of the unit and
n is the speed of the unit. The work is negative in pumping
mode and positive in motoring mode. In this way, according
to Eq. 1, the energy content of the fluid in the control volume
increases in the first case and decreases in the second case.
In Eq. 6 it is assumed that exactly half of the z displacement
chambers are actually part of the outlet control volume.

Regarding the heat transfer, it is assumed that the heat is ex-
changed with the cylinder block and the end case through
forced convection. The rate of heat flow has been expressed
through the Newton’s law of cooling as follows:

Q̇ f cv = zαDC
( ¯ADC +Aoc

)
(Tc−To) (7)

where ¯ADC is the average area of one displacement chamber
which exchanges heat with the cylinder block body over one
shaft revolution and Aoc is the inner surface of the outlet port;
αDC is the average convection coefficient associated with the
fluid flow in these surfaces. The fluid temperature is To and Tc
is the temperature of the wall. The temperature of the inner
surface of the displacement chambers and outlet port is indeed
unknown, but it is reasonable approximation to assume that
they are at the same temperature of the fluid in the case.

By combining Eq. 5, 6 and 7 the energy balance for the outlet
control volume yields:

ṁi

[
cp (Ti−To)+(1− γTi)

(pi− p0)

ρi

]
+

+zαDC ¯ADC (Tc−To)− ṁi
pi− po

ρi
= 0

(8)

In case of motoring mode operation, the pressurized region is
the inlet and the leakage will occur mostly there. Therefore,
the mass flow of interest is the outlet one and Eq. 9 changes
as follows:

ṁo

[
cp (Ti−To)+(1− γTi)

(pi− p0)

ρi

]
+

+zαDC ¯ADC (Tc−To)− ṁo
pi− po

ρi
= 0

(9)

It shall be noticed that the work done on the fluid has an op-
posite sign in case of pumping or motoring mode operation.
In the first case that contributes to raising the outlet temperat-
ure, while in the second case to lower it.

2.2 Energy balance for the case control volume

The case control volume is subjected to two major heat
sources: the heat coming from the viscous dissipation asso-
ciated with the fluid flow in the lubricating interfaces and in
the heat generated due to the rotation of the cylinder block
and pistons in the oil filled case. On the other hand, heat is re-
moved from the case volume thanks to different heat transfer
phenomena.

The first cooling effect is determined by the external leak-
age ṁl,ext ; the situation is sketched in Fig. 6 in the case of
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Figure 6: Schematic representation of the external leakage
flow through the cylinder block valve plate interface and the
heat exchange between solid parts and the hydraulic fluid in
the case.

the cylinder block valve plate interface. When the leakage
flow enters in the case, its temperature is different from the
temperature in the high pressure port, because during its path
through the lubricating interfaces it is heated up by the vis-
cous friction. However, for practical calculation, it is reas-
onable to assume that the temperature of the leakage flow is
not affected by the viscous dissipation and therefore that the
hydraulic fluid enters into the case volume at the same tem-
perature of the outlet port, To; to compensate for this approx-
imation it is assumed that all the heat generated in the lubric-
ating interfaces is transferred to the solid parts. The rate of
heat flow carried out by the external leakage is expresses as
follows

Q̇l,ext = ṁl,ext [cp (To−Tc)] (10)

The case volume is subjected to natural and forced convec-
tion. The forced convection is generated by the fresh oil flow-
ing from the inlet to the outlet port through the displacement
chambers and it was already introduced in the previous sec-
tion during the analysis of the heat exchange of the displace-
ment volume, Eq. 7. This second cooling effect actually takes
place inside the cylinder block, valve plate and end case bod-
ies, rather inside the oil in the case. Nevertheless, since it was
assumed that all the heat generated by viscous friction in the
lubricating interfaces is transferred to the solid parts in the ro-
tating kit, it is reasonable to think this convection effect just
as part of the total heat which is not transferred to the fluid in
the case. In this way the rate of heat flow associated with this
cooling action is expressed with Eq. 7, but with opposite sign

Q̇ f cv =−
z
2

αDC
( ¯ADC +Aoc

)
(Tc−To) (11)

Natural convection is assumed for the heat exchange of the
outer surface of the machine case with the ambience. The
associated rate of heat flow is expressed as follows:

Q̇ncv =−αhAh (Tc−Ta) (12)

The natural convection coefficient can be estimated with the
correlation for natural convection over a vertical plane [3].

αh = 0.478Gr0.25 (13)

where the Grashof number is defined as follows

Gr =
gL3 (Tc−Ta)

ν2Ta
(14)

where L is a characteristic dimension of the housing, g the
gravity acceleration and ν the kinematic viscosity of the air.
A value of about 25 W/m2K is usually a good estimate for
natural convection.

Thermal radiation is the last effect which impacts the case
temperature. Even though radiation heat transfer is propor-
tional to the difference of the fourth power of the absolute
temperatures, it is usually the smallest contribution to the
overall heat exchange, but it is not small enough to be totally
neglected. The expression for the radiation heat transfer is the
following:

Q̇R =−σεAh
(
T 4

c −T 4
a
)

(15)

The energy balance for the case control volume becomes
therefore the following:

ṁl,ext [cp (To−Tc)]−αhAh (Tc−Ta)

−zαDC ¯ADC

(
Tc−

Ti +To

2

)
−σεAh

(
T 4

c −T 4
a
)

+Φc,v +Φs,s +Φp,c +Φch = 0

(16)

The rate of heat flow associated with the viscous dissipation in
the piston / cylinder interface is represented by Φp,c; analog-
ous definitions apply for Φs,s and Φc,v for the slipper / swash
plate and the cylinder block / valve plate interface, respect-
ively. The rate of heat flow associated with churning losses
were instead indicated with Φch. The calculation of these
sources of heat will be discussed in detail in sections 3.2 and
3.3. Furthermore it shall be noticed that the entalphy differ-
ence does not include the term related with the fluid compres-
sion, since the oil enters and exits from the case volume at the
same pressure.

2.3 Calculation of the case and outlet temperatures

Equations 9 and 16 define a system of two equations with
the two unknowns Tc and To. Due to the non-linearity of the
equations an iterative procedure has been used to solve the
problem.

3 The estimation of the power losses in the
axial piston machine

Axial piston pumps and motors are affected by two sources
of power loss: mechanical and volumetric losses. As already
anticipated in section 2 volumetric losses are represented by
external and internal leakage and by the effect of the oil com-
pressibility. Mechanical losses occur due to friction in the
lubricating interfaces, churning losses, drag due fluid flow
from inlet to outlet and losses in shaft bearings and seals. In
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this study the losses associated with drag and the losses in
shaft bearings and seals are neglected, i.e. only the two ma-
jor sources of mechanical losses are considered; losses due to
friction in lubricating interfaces and churning losses.

Since the oil temperature in the case and displacement volume
is affected by many of the aforementioned losses, this section
illustrates how they are calculated through computer simula-
tion. In this way the results of this study can be presented
into a bigger picture, which extends to the prediction of the
machine’s overall efficiency.

3.1 Prediction of the effective outlet flow and associated
volumetric losses

The prediction of the effective volumetric flow rate and volu-
metric losses due to compressibility, non ideal timing and in-
ternal leakage are based on a lumped parameters approach.
The control volume in this case is defined just by the fluid in
the displacement chamber, as illustrated in Fig. 7. The actual

Figure 7: Modeling approach used to predict the lubricating
interface performance in axial piston machines.

volumetric flow delivered by the displacement action of the
pistons is Qri. However, additional volumetric flows leave the
control volume in form of leakage through the piston / cylin-
der interface QPCi, cylinder block / valve plate interface QCVi
and and slipper / swash plate interface QSSi. The sum of these
leakage flows for all the displacement chambers determines
the volumetric external leakage flow:

Ql,e =
z

∑
i=1

(QPCi +QCVi +QSSi) (17)

Changes in the amount of fluid in the control volume lead to
changes in the displacement chamber pressure pDC as indic-
ated by the pressure build-up equation:

dpDC

dt
=

K
V
(Qri−QPCi−QCVi−QSSi) (18)

where K is the bulk modulus of the hydraulic fluid and V is the
instantaneous volume of the chamber. The volumetric flow
Qri can be thought as a sum of the volumetric flow coming
from the inlet Qi and the volumetric flow heading to the out-
let Qo. These two volumetric flows depend on the pressure
differentials between the displacement chamber and the rel-
ative ports and are modeled with the equation describing the

turbulent flow through an orifice

Qri = Qri,i +Qri,o =

= AiαD,i

√
2(pDC− pi)

ρ
sgn(pDC− pi)+

+AoαD,o

√
2(pDC− po)

ρ
sgn(pDC− po)

(19)

In Eq. 19 αD,i and αD,o are the discharge coefficients, while
Ai and Ao are the orifice areas, determined by the geometry of
the valve plate.

The combination of Eq. 18 and 19 allows the instantaneous
pressure in the displacement chamber and the effective outlet
flow to be calculated over one shaft revolution. More details
about the modeling approach and the solution method can be
found for example in [4]. Figure 8 illustrates the predicted
volumetric outlet flow for a 75 cc unit at 2000 rpm and 300
bar of differential pressure. The combined effect effect of

Figure 8: Effective and theoretical outlet flow for a 75 cc unit,
at 2000 rpm,maximum displacement angle and 300 bar of dif-
ferential pressure.

compression loss, internal leakage and backflow due to non
ideal timing (shown in Fig. 4 for one displacement chamber),
determines an average volumetric outlet flow rate Qo,e that is
lower than the theoretical Qo,th. The power loss associated
with this lower volumetric flow rate is calculated as follows

Pl,ci =
(
Qo,th−Ql,e−Qo,e

)
∆p (20)

3.2 Prediction of power losses in the lubricating inter-
faces of axial piston machines

The prediction of the energy dissipation and leakage flows in
the three lubricating machine interfaces (piston/cylinder, cyl-
inder block/valve plate and slipper/swash plate) represents an
extremely difficult problem because the fluid film thickness
is determined by the combined effect of a variety of phys-
ical phenomena. Recent works of the author’s research group
have demonstrated that the fluid film behavior can be pre-
dicted with good level of accuracy only when multiphysics
simulation model are introduced [1], [5], [6] for the piston
/ cylinder interface, [7], [8] for the slipper / swash plate in-
terface and [9], [10], [2] for the cylinder block / valve plate
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interface. The three interfaces are subject to the same phys-
ical phenomena and therefore can be modeled using the same
basic structure.

An overview of the modeling approach is represented in Fig.
9. Four main modules, coupled together, account for all the

Figure 9: Modeling approach used to predict the lubricating
interface performance in axial piston machines.

main physical phenomena in the lubricating interfaces. The
first module solves for the non-isothermal fluid flow in the
lubricating interfaces, the governing equations are the Reyn-
olds and the Energy equations. The Reynolds equation is
solved iteratively by changing the normal squeeze term until
the external loads on the solid parts are balanced by the pres-
sure field in the lubricant. A modified version of the standard
Reynolds equation has been derived, in order to account for
any alteration of the surfaces in contact with the clearance and
to allow the viscosity to change along the film. Furthermore,
the fluid viscosity is calculated with experimentally derived
correlation and it is estimated as a function of pressure and
temperature. The energy equation accounts for conductive
heat transfer between fluid film and solid parts, convective ef-
fects determined by the fluid velocity field and heat generation
due to the viscous dissipation; this last term is fundamental
for the present work and it will be discussed with more detail
later. Thanks to the solution of the non-isothermal fluid flow,
the main oil properties (pressure, temperature, viscosity, velo-
city) can be calculated as function of the operating condition;
this allows for the load carrying ability, leakages and torque
losses to be estimated for all the three lubricating interfaces.

From the knowledge of the pressure field, the elastic deform-
ations of the solid parts are calculated using an in house fi-
nite element solver. The deformations of the surfaces in con-
tact with the lubricant are extracted and used to correct the
film thickness in the fluid flow module. However, pressure
and deformation mutually influence each other and therefore
a converged solution can be found only by solving a fluid
structure interaction problem or, more precisely, an elasto-
hydrodynamic lubrication problem. This is achieved thanks to

a partitioned fluid structure interaction algorithm: two separ-
ate solver are used for the fluid mechanic and the solid mech-
anic problems and the solutions are coupled together through
the interface between fluid and structure; an under-relaxed it-
erative procedure ensures the convergence of the solution.

Also the heat transfer is characterized by an interaction
between the lubricating interface and the solids. In the solu-
tion of the Energy equation the surface temperatures of the
solid parts are important boundary conditions that strongly
affect the calculated temperature field. On the other hand, the
mechanical dissipated in the fluid flow generates heat, which
heads to the solid parts. The rate of heat flow released by
the viscous friction can be calculated using the mechanical
dissipation function for a Newtonian fluid [3]. The typical as-
sumptions that the lubrication theory allows to make, simplify
the expression of the mechanical dissipation as follows:

Φd = µ

[(
∂u
∂ z

)2

+

(
∂v
∂ z

)2
]

Φd = µ

[(
∂u
∂ z

)2

+

(
∂v
∂ z

)2

+
4
3

(u
r

)2
+
(v

r

)2
] (21)

In Eq. 21 the first expression is used for a Cartesian refer-
ence frame, the second for a cylindrical reference frame; u
and v are fluid velocity components along the film and z is the
direction of the film thickness.

From Eq. 21, the heat fluxes towards the solid parts can be
calculated and applied as boundary conditions to solve for
the temperature fields in all the parts of the rotating kit. A
finite element solver based on the Galerkin formulation of
the finite element method has been specifically developed for
this purpose. From the knowledge of temperature fields in
the solids, the thermal loads associated to the temperature in-
duced strains are calculated through the coefficient of linear
expansion of the materials. The resulting thermal deflection
of the solid parts are determined thanks to finite element cal-
culation. Likewise the elastic deformation due to pressure,
the deflections deriving from the thermal expansion affect the
fluid film thickness with substantial modification of the fluid
film behavior.

The whole model requires many iterations to reach a con-
verged solution, because just the external loads on the parts
can be calculated a priori; all the other variables have to be
guessed and updated iteration after iteration. The described
modeling approach is quite complex and certainly a thorough
description is out of the scope of this paper; more detailed in-
formation is addressed to the publications mentioned above.

Using the above very briefly described modeling approach the
energy dissipation taking place during steady state operation
of the machine can be calculated for all three interfaces ac-
cording to Eq. 19. In addition the case flow resulting from all
three interfaces can be accurately predicted. These values are
used as inputs for the in this paper presented model.

3.3 Prediction of the churning losses in the machine case

The rotation of the cylinder block together with the reciproc-
ating motion of the pistons in the case filled with hydraulic
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fluid generate power loss, which is usually referred as churn-
ing loss. The two major contributions to churning losses are
illustrated in Fig. 10.

Figure 10: Two main sources of churning losses.

In order to estimate churning losses as a function of the pump
design and the working speed, the following model is pro-
posed.

3.3.1 Churning losses due to the cylinder block rotation

To determine the power loss due to the rotating cylinder block
in the oil filled case, the following assumptions have been
made:

• the internal shape of the housing can be well approxim-
ated with a cylinder or, in other words, the cylinder block
and the internal region of the housing are conformal sur-
faces;

• the flow is laminar and no major eddies are present. In
this way, since the fluid flow is determined by the drag-
ging effect of the cylinder block rotation, the only non
zero component of the fluid velocity is in the circumfer-
ential direction.

These conditions are usually a reasonable simplification of the
problem and lead to acceptable results. With reference to Fig.
11, recalling Eq. 21, when the above mentioned conditions
are applied the expression of the viscous dissipation becomes

Φd = µ

[
r

∂

∂ r

(v
r

)]2

(22)

Furthermore, the expression of the oil velocity is

v = ωRB

(
RB + t− r

t

)
(23)

where ω is the cylinder block’s angular velocity and t the
thickness of the gap between cylinder block and internal sur-
face of the case. The mechanical dissipation per unit volume
can therefore be defined as

Φd = µω
2R2

B

(
RB + t

RBt

)2

(24)

Figure 11: Schematic representation of the flow field between
cylinder block’s outer surface and housing’s inner surface.

The dissipation associated with all the volume of the fluid
enclosed by the cylinder block and the housing is determined
by the following integral

Φch,cb =

RB+t∫
RB

2πLµω
2R2

B

(
RB + t

RBt

)2

r dr (25)

The result of the integration is the following expression

Φch,cb =−2πLµω
2R2

B

(
RB + t

t

)2

ln
(

1− t
RB + t

)
(26)

By defining the Reynolds number as

Re =
ωRBtρ

µ
(27)

Eq. 26 becomes

Φch,cb =−
2πLρω3R3

B
Re

(
RB + t

t

)2

ln
(

1− t
RB + t

)
(28)

The thickness of the gap t is usually small and Eq. 26 reduces
to the following expression

Φch,cb ≈
2πLρω3R4

B
Re

(29)

3.4 Churning losses due to the pistons and slippers mo-
tion

The fluid flow determined by the motion of the pistons and
slippers is less likely to meet the conditions listed in the previ-
ous section. The pistons and slippers are subjected to friction
and pressure drag. However, since the pistons are very closed
to each other in circumferential direction, the pressure drag
component can be neglected in first approximation, because
each piston is shielding the next, located downstream with re-
spect to the rotation direction. This effect is shown schemat-
ically in Fig. 12. The problem can be addressed by following
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Figure 12: Schematic representation of the flow field between
piston & slipper assemblies and the housing’s inner surface.

the same procedure illustrated for the cylinder block churn-
ing losses, by defining the radius RS as the outer radius of the
slippers, as shown in Fig. 12. Nevertheless, in this situation
is reasonable to expect that turbulence is likely to occur.

As suggested by [11], a modified version of Eq. 29 can still
be applied for the calculation of the mechanical dissipation
under turbulent flow, if the skin friction coefficient Cd(Re) is
properly estimated. For the laminar case it was Cd = Re/2,
while in general

Φch,cb ≈CdπLρω
3R4

S (30)

In this work the skin friction coefficient was calculated ac-
cording with the correlation proposed by [12]:

1√
Cd

= 2.04+1.78ln
(

Re
√

Cd
)

(31)

The combination of Eq. 30 and 31 allowed reasonable res-
ults to be achieved; however, the effect of turbulence will be
further investigated in future studies.

Figure 13 illustrates the dependence of churning losses upon
the speed of the machine for a 75cc swash plate type axial
piston pump. The trend in Fig. 13 is in very good agreement

Figure 13: Total churning losses versus machine’s speed for
a 75 cc swash plate axial piston unit.

with the results found in [13], where the authors measured the

difference in input power between full and dry case operation
for 233 cc bent axis unit with 45◦ angle.

4 Results
This section presents a simulation study for a 75 cc unit of
current production. The steady state performance of the unit,
together with the case and outlet temperature were predicted
for the two operating conditions listed in Table 1 and com-
pared with steady state measurements.

Table 1: Definition of the operating conditions considered in
the present study.

OC Ti [C] n [rpm] pi [bar] po [bar] ∆p [bar] β [%]

1 52.5 1000 20 320 300 100

2 52.5 2000 20 320 300 100

Before the presentation of the simulation results, a brief dis-
cussion about the estimation of the performance parameters
from the steady state measurements is given in the next sec-
tion.

4.1 Steady state measurements and data analysis

Tables 2 and 3 summarize the results of the steady state meas-
urements for the two operating conditions listed in Table 1.
The measurements were conducted following the specifica-
tions found in [14].

Table 2: Steady state measurement data for OC1.

Measured quantities Value Unit

∆p Pressure differential 299.8 bar

n Speed 1006 rpm

Qo Effective volumetric outlet flow rate 66.4 l/min

Qc Case volumetric flow rate (external leakage) 1.8 l/min

Mi Input torque 371.4 Nm

Ti Inlet temperature 52.5 ◦C

To Outlet temperature 57.1 ◦C

Tc Case temperature 64.9 ◦C

Derived quantities Value Unit

Vd Derived displacement 72.8 cc/rev

Pi,th Theoretical input power 36.6 kW

Qo,th Theoretical volumetric flow rate 73.2 l/min

M1,th Theoretical torque 347.3 l/min

Po Output power 33.2 kW

Pl,Q External leakage power loss 0.90 kW

Pl,mh Mechanical power loss 2.54 kW

Pl,ci Power loss due to Compressibility & internal leakage 2.4 kW

Pl,tot Total power loss 5.9 kW

The derived displacement was determined through the Toet
method, for more details see [15]. The theoretical input
torque and the theoretical volume flow rate were calculated
through the derived displacement volume as follows

Mi,th =
∆pVd

2π
Qo,th =

ωVd

2π
(32)
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Table 3: Steady state measurement data for OC2.

Measured quantities Value Unit

∆p Pressure differential 299.8 bar

n Speed 2008 rpm

Qo Effective volumetric outlet flow rate 139.2 l/min

Qc Case volumetric flow rate (external leakage) 2.5 l/min

Mi Input torque 376.9 Nm

Ti Inlet temperature 53.2 ◦C

To Outlet temperature 57.3 ◦C

Tc Case temperature 72.5 ◦C

Derived quantities Value Unit

Vd Derived displacement 74.1 cc/rev

Pi,th Theoretical input power 74.3 kW

Qo,th Theoretical volumetric flow rate 148.8 l/min

M1,th Theoretical torque 353.5 l/min

Po Output power 69.7 kW

Pl,Q External leakage power loss 1.2 kW

Pl,mh Mechanical power loss 4.9 kW

Pl,ci Power loss due to Compressibility & internal leakage 3.4 kW

Pl,tot Total power loss 9.6 kW

The theoretical input power and the actual output power were
derived according to Eq. 33:

Pi,th = ωMi,th Po = ∆pQo (33)

The external leakage and mechanical losses were calculated
as follows

Pl,l,e = ∆pQc Pl,mh = ω
(
Mi−Mi,th

)
(34)

The power loss due to compressibility and internal leakage
were calculated using Eq. 35 considering the difference
between the theoretical volumetric flow rate

Pl,ci = ∆p
(
Qo,th−Ql−Qo

)
(35)

4.2 Simulation results

Tables 4 and 5 summarize the simulation results for the two
operating conditions listed in Table 1. The simulation were
run with the same inlet temperature, speed and differential
pressure of the corresponding measurement. For both the
operating conditions the prediction of the overall perform-
ance of the axial piston unit is in excellent agreement with
the measurements.

The simulation model tends to underestimate the case flow
with an error of about 20%, which is reasonable considering
the complexity of the prediction of the fluid film thickness
discussed in Sec. 3.2. The outlet flow is predicted almost
exactly; the simulation model also matches quite well the
compressibility and internal leakage losses, which represent
a very important source of power loss of the unit.

Looking at the total mechanical loss, the simulation predic-
tions are lower than the values derived from the measured
data, but this is justified by the fact that the simulation model
does not account for the additional mechanical losses in the
machine. Moreover, the value calculated from the measure-
ments is affected by the derived displacement in Eq. 32,

Table 4: Simulation results for OC1.

Simulation input Value Unit

∆p Pressure differential 300.0 bar

n Speed 1000.0 rpm

Ti Inlet temperature 52.5 ◦C

Simulation predictions Value Unit

Qo Volumetric outlet flow rate 67.2 l/min

Pl,mh,PC Mechanical loss p/c 0.610 kW

Pl,mh,SS Mechanical loss s/s 0.250 kW

Pl,mh,CV Mechanical loss c/v 0.430 kW

Pl,ch Churning losses 0.052 kW

Pl,mh Total mechanical loss 1.375 kW

Ql,e Total external leakage 1.34 l/min

Pl,l,e External leakage loss 0.67 kW

Pl,ci Compressibility & internal leakage loss 3.32 kW

Pl,tot Total power loss 5.36 kW

To Outlet temperature 56.3 ◦C

Tc Case temperature 63.4 ◦C

Table 5: Simulation results for OC2.

Simulation input Value Unit

∆p Pressure differential 300.0 bar

n Speed 2000.0 rpm

Ti Inlet temperature 53.2 ◦C

Simulation predictions Value Unit

Qo Volumetric outlet flow rate 140.5 l/min

Pl,mh,PC Mechanical loss p/c 0.97 kW

Pl,mh,SS Mechanical loss s/s 0.55 kW

Pl,mh,CV Mechanical loss c/v 1.06 kW

Pl,ch Churning losses 0.340 kW

Pl,mh Total mechanical loss 2.92 kW

Ql,e Total external leakage 2.00 l/min

Pl,l,e External leakage loss 1.00 kW

Pl,ci Compressibility & internal leakage loss 3.92 kW

Pl,tot Total power loss 7.84 kW

To Outlet temperature 56.0 ◦C

Tc Case temperature 74.0 ◦C
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which is just an approximation of the actual displacement of
the machine, not an exact number. For example, just 1 cc/rev
of difference in the derived displacement can change the de-
rived mechanical loss of more than 500 W. The maximum
error on the outlet and case temperature predictions is below
the 2 ◦C overall, which confirms a remarkable accuracy of the
thermal model.

In order to further confirm the fidelity of the developed model,
the case and outlet temperatures were predicted for a fixed
speed of 2000 rpm and a variety of differential pressures.
The comparison between the measurements and the simula-
tion results are illustrated in Fig. 14 and 15.

Figure 14: Comparison of the predicted and measured outlet
temperature for maximum displacement, 2000 rom and differ-
ent operating pressures.

Figure 15: Comparison of the predicted and measured case
temperature for maximum displacement, 2000 rom and differ-
ent operating pressures.

Also in this case the maximum error between the simulation
and measurements is limited to 2 ◦C. This not only further
confirms the validity of the thermal model, but also highlights
the ability of the fluid structure interaction model for the lub-
ricating interfaces to predict with high accuracy the mechan-
ical losses. If this was not the case, major discrepancies would
have been observed between simulation and measurements.

5 Conclusion
A thermal model for the prediction of the temperature in
the case and outlet port of axial piston machines under
steady state operation was described. The thermal model was
coupled with simulation models for the estimation of the ef-
fective flow rate of the machine and for the prediction of the
performance of the three main lubricating interfaces.

The prediction of the overall machine efficiency and the work-
ing temperature in the outlet and case volumes was in very
good agreement with the measurements, for many different
operating conditions. The developed model has confirmed
that the accuracy required for virtual prototyping of axial pis-
ton pumps and motors has been successfully achieved.
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Nomenclature

Symbols Denotation Unit

z number of pistons []
ṁ mass flow rate [kg/s]
Q̇ rate of heat flow [J/s]
Ẇ rate of work [J/s]
P power [J/s]
p pressure [Pa]
n rotational velocity [rpm]
ω angular velocity [rad/s]
∆p pressure differential [Pa]
T temperature [◦C]

µ dynamic viscosity [Pa s]
ν kinematic viscosity [m2/s]
ρ density [kg/m3]
h enthalpy [J/kg]
cp specific heat capacity [J/kg◦C]
α convection coefficient [W/m2◦C]
γ volumetric expansion coeff. []
β swash plate angle [%]
V0 displacement volume [m3/rev]
Vd derived displacement volume [m3/rev]
Q volumetric flow rate [m3/s]
A area [m3/s]
K isothermal bulk modulus [Pa]
V volume [m3]
Φd mechanical dissipation [W]
Cd drag coefficient []
L cylinder block length [m]
RB cylinder block outer radius [m]
RS slippers outer radius [m]
t radial gap between cylinder block

and housing
[m]

Re Reynolds number []

Subscripts Denotation

i inlet
o outlet
c case
h housing
a ambient
th theoretical
l loss
mh mechanical
ci compressibility and internal leak-

age
DC displacement chamber
PC piston / cylinder interface
CV cylinder / valve plate interface
SS slipper /swash plate
ch churning
ncv natural convection
f cv forced convection
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Abstract 

Noise generation in fluid power systems remains an important problem in current applications, 
and in the expansion of fluid power to new lighter applications such as passenger vehicles. The 
current research looks to understand noise generation from two main angles, experimental 
measurements and numerical modeling. This activity shows the experimental procedures and 
results towards better understanding the noise performance in the particular case of external 
gear pumps. Sound intensity measurements and analysis of the frequency characteristics of 
these machines are used to characterize the air-borne noise generated. Better understanding of 
the key sources and transmission paths of the noise can lead to a better understanding of how to 
improve the noise performance from a design standpoint. The method of measuring and 
interpreting the noise performance of several different displacement machines is explained 
along with the significance of the results pertaining to the design of new quieter hydraulic 
solutions. This research serves the more general goal as a validation reference for modeling 
noise generation and propagation from the sources inside the machine and out to the 
environment. 

Keywords: Fluid power, Air-borne noise, Fluid-borne noise, External gear machines

1 Introduction 

Positive displacement machines are the prime movers of 
energy in most fluid power systems. They convert the 
mechanical energy from an engine or motor shaft into a 
pressurized fluid which is used in many applications for 
moving heavy loads. The primary applications of these 
machines are currently in construction and agriculture 
equipment, aircraft systems, and heavy industrial equipment. 

In typical hydraulic pumps, delivery of fluid is caused by a 
displacing action of moving mechanical parts. This 
displacing action is also responsible for generating flow 
oscillation at the outlet port of the machine and the attached 
hydraulic lines due to the limitation of a finite number of 
displacing chambers spread out over each machine cycle. 
These flow oscillations cause pressure fluctuations when 
acting against a load, and this is a source of noise in the 
system called fluid-borne noise (FBN). This FBN 
propagates through the structure and the system as structure-
borne noise (SBN) and then out into the environment as air-
borne noise (ABN) as described by Fiebig [1]. Due to the 
high pressures and forces involved, the sources of FBN and 
SBN in the displacement machine tend to make them 
significant sources of noise and vibration in fluid power 
systems. High noise and vibration is undesirable as it 
decreases system stability, wastes energy, and reduces 
comfort of the nearby environment. Even more, the noise 

and vibration can reduce machine lifetime and introduce 
more costly maintenance. All of these downsides are present 
to some degree in most commercial displacement machines, 
and limit the applications where fluid power systems can be 
used.  In particular, this causes fluid power solutions to be 
unsuitable to spread to some new applications such as light 
passenger vehicles. 

Previous research has developed advanced models to 
simulate the physical phenomena in external gear pumps in 
general such as Vacca and Guidetti [2], Vacca, Dhar, and 
Opperwall [3], and Dhar and Vacca [4]. In particular, the 
predictions of these advanced models are used to simulate 
the noise generation in this type of displacement machine as 
in Opperwall and Vacca [5]. 

Many researchers have tried to reduce the radiated noise by 
minimizing the pressure ripples in the lines of hydraulic 
systems. This has been done using targeted attenuators such 
as Helmholtz resonators and expander mufflers 
demonstrated by Ortwig [6]. Other concepts relating to 
attenuating line pressure ripple were presented by Earnhart 
[7]. Edge [8] demonstrated how to take into consideration 
the system specifications in order to reduce the generated 
noise. Hartmann [9] optimized an internal gear pump to 
reduce the FBN. Negrini [10], Lätzel [11], and others have 
completed work to reduce the noise in external gear pumps 
through new gear designs. Among others, Ericson, 
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Johansson, and Palmberg [12] designed optimized axial 
piston machines. 

Bonano [13] compared the frequencies of the SBN to the 
measured data. Also, Klop and Ivantysynova [14] used 
sound intensity measurements to match trends between the 
noise sources and the measured noise for axial piston 
machines. A similar work was completed by Ngah and Edge 
[15] using acoustic measurements on components of 
hydraulic transmissions. Additionally, some work has been 
done on determining transfer functions and other 
relationships between noise sources and the radiated ABN 
such as that done by Pettersson, Weddfelt and Palmberg 
[16]. 

The present work seeks to understand the sources and 
transmission of noise from displacement machines through 
interpreting measurements of the ABN under a wide range 
of operating conditions. These measurements were 
completed in the semi-anechoic chamber at Maha Fluid 
Power Research Center (Maha). 

For the purposes of this research, a reference type of 
displacement machine is chosen. Four different external 
gear machines with 38cc/rev displacement were chosen to 
study the ABN generation. Example gear geometry is shown 
in Fig. 1. One of the gears is typically driven by an electric 
motor or combustion engine. This gear then drives the 
second gear through contact in the meshing zone. Fluid is 
taken into the volumes of the teeth at the inlet side and 
carried around the periphery of the machine to the outlet 
side by the rotation of the gears. The displacing action is 
achieved by the meshing of the gears where the fluid is 
forced to move to the outlet port as each tooth volume 
meshes with the corresponding tooth on the opposite gear. It 
is this finite number of displacing chambers that causes 
oscillations in the flow and pressure at the outlet of the 
pump at frequencies corresponding to the shaft speed and 
the number of teeth. 

 

Figure 1: Example geometry and principle of operation of a 
typical external gear pump. 

Three reference pumps of different designs from different 
manufacturers are compared and are referred to as Pumps 
1,2,3. For Pump 2, two different designs are considered, 
which will further be referred to as Pump 2A and Pump 2B. 

The noise characteristics of the different pumps will be 
compared so that additional insight may be gained. The 
pumps are physically very similar in terms of overall 
dimensions and features. All three pumps contain pressure 
compensated lateral plates or bearing blocks. They all 
feature identical port sizes and shaft couplings/flanges. The 
pumps are different from each other in a way which is of 
interest to noise generation. First, Pumps 1 and 3 contain 
gears with 10 teeth each. Pumps 2A and 2B contain gears 
with 14 teeth, but with slightly different part geometry that 
results in a reduced flow ripple generation by pump 2B with 
respect to Pump 2A. The differing numbers of teeth and the 
different flow/pressure ripples will result in differing ABN 
frequency content and magnitudes if the different pumps are 
compared at the same speed. Finally, Pumps 1, 2A, and 2B 
share very similar specified operating condition ranges 
while Pump 3 is limited to a lower pressure range. A 
description of the measurement techniques and results can 
be read in the following sections. 

2 Methods of Measuring Noise 

The first step in the measurement of the ABN is to ensure an 
accurate measurement technique and calibrated sensors. To 
complete this, a known sound power source was measured 
at 62 grid points chosen on a cube of 1.4m by 1.4m by 1m in 
the semi-anechoic chamber at Maha Fluid Power Research 
Center of Purdue University (Maha) shown in Fig. 2 and Fig 
3. 

 

Figure 2: Semi-anechoic chamber at Maha, from outside the 
chamber with the doors open. 

The semi-anechoic chamber was built to the requirements of 
ISO 16902-1 [17]. The acoustic insulation is realized by 
0.305m acoustic foam wedges attached to walls and ceiling 

Outlet 

Inlet 
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excluding inside of the measurement frame. The noise floor 
is 42dB above 150Hz and a reverberation time of 0.11s as 
reported by Klop [14]. A pump can be mounted to the test 
rig electric motor, which is isolated from the pump and the 
chamber by the staggered-stud reflecting wall shown in Fig. 
2. An example pump on the test bed is shown in Fig. 3.  

 

 

Figure 3: Example pump detail image. 

A main use for measurements of ABN in hydraulic systems 
is through a sound intensity technique for the purpose of 
calculating total sound power level (SWL). A description of 
sound intensity calculations can be found in Bendant and 
Peirsol [18]. This method has previously been applied to 
fluid power applications by Klop and Ivantysynova [14]. A 
short summary of the sound power calculations will be 
included here. 

The basis of calculating sound power is measuring the sound 
intensity at discrete points on a surface surrounding a 
source. Intensity can be simply stated as the pressure times 
the velocity in a sound field. As a result, the experiment is 
completed using at least one pair of microphones along with 
suitable signal acquisition equipment as shown in Tab. 1. A 
microphone pair is needed since a means of approximating 
the velocity field must be used.  

Table 1: Description of noise measurement equipment. 

Item Type  Description  
Sound 
intensity 
probe  

GRAS, three microphones Type 40A0 – 
Sensitivity 0.2 dB ref 2·10-5 Pa, ½“ diameter  

Pre-
amplifier  

GRAS, Type 26CB, ¼“ diameter  

Signal 
acquisition 
module  

NI 9234, 4 channels, 51.2 kS/s per-channel 
maximum sampling rate, ±5 V input  

High 
speed USB 
Carrier  

NI USB 9162 – bus powered carrier for 
portability  

 

The microphone pairs are spaced at a fixed distance ∆r, 
with one pair separated by 12mm, and a second pair 
separated by 32mm. Considering a single microphone pair, 
two separate time signals of pressure are recorded at 50kHz 
sampling rate for each n discrete point on the measurement 
grid for N total points. 

 ���� � ���Δt� (1) 

 

 	���  � ���Δt� (2) 

The time signals are divided into segments of 8000 points 
and zero padded, with 23 total segments for each time signal 
after the noise sample has been recorded. Each segment is 
windowed using a Hanning window w(n∆t) which requires a 

scaling factor of �8 3⁄  to account for energy loss due to 
windowing. 

 ���Δt� � 1 � ���� ���
� � (3) 

The Fast Fourier Transform (FFT) is completed in Matlab 
on each windowed segment. 
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Finally, the sound intensity average taken across all of the 
segments and summed over the discrete measurement points 
can be calculated using the two-sided estimate of the cross-
spectral density. 

 

8��� �
89� 18234 � ∑ 2� � Δ� ;��<��� � 6����=>#$%&'

?*+ �
2�@��� � A � ΔB  

(6) 

The total sound power is found by multiplying the 
calculated sound intensities by the area discrete 
measurement element. The total sound power level is 
calculated based on Wref = 10-12 Watts. 

 CDE � 10log'+ J D
DK3L

M  NO 
(7) 

Once the measurement technique and signal processing 
algorithm is confirmed, the calibrated sound power source 
can be replaced by the displacment machine. 

 

 

191



A hydraulic test rig circuit was developed for this study
shown in Fig. 4 and Tab. 2. The test rig layout is designed to 
reproduce the normal open circuit operation of the tested 
pumps. In particular, a proportional valve is used in closed 
loop to establish a constant level of pressure at the pump 
inlet (1 bar), using the hydraulic power supply system 
present at Maha. Pressure in the inlet lines was measured to 
examine the pressure fluctuations introduced by the supply 
and the ripples were found to be in the magnitude of less 
than 0.2bar, which is within the magnitude of the inlet 
ripples caused by the pump flow oscillations. 

Figure 4: Test rig schematic 

Details of the components shown in Fig. 3 are listed in Tab. 
2. 

 

 

 

 

 

 

 

hydraulic test rig circuit was developed for this study as 
layout is designed to 

reproduce the normal open circuit operation of the tested 
pumps. In particular, a proportional valve is used in closed 

sh a constant level of pressure at the pump 
the hydraulic power supply system 

Pressure in the inlet lines was measured to 
examine the pressure fluctuations introduced by the supply 

he magnitude of less 
which is within the magnitude of the inlet 

 

Details of the components shown in Fig. 3 are listed in Tab. 

Table 2: Details of test rig components.

# Description Details 

1 Oil Reservoir Shell Tellus 32 oil, held to 52° C 
at inlet for 20cSt

2 Maha hydraulic 
supply 

Delivery unit, 80cc/rev, 1185rpm 
axial piston machine

3 Proportional 
valve 

Hydraforce TS10
12DR proportional orifice for 
pressure reducing to 1bar

4 Pressure relief 
valve  

For setting inlet line pressure 
from supply

5 Inlet pressure 
sensor 

WIKA, 0-
0.25% FS 

6 Hydraulic 
accumulator  

2 L accumulator t
no added precharge

7 Inlet temperature 
sensor 

Omega K-
thermocouple, range 0
accuracy 1% FS

8 Electric motor SSB, 500Nm, speed +/

9 Shaft speed 
sensor 

HBM MC60, max 5000rpm, 0.05 
Accuracy class

10 Shaft torque 
sensor 

HBM MC60, scale 0
0.05 Accuracy class

11 Test pump Only feature included inside of 
noise measurement grid.

12 Line pressure 
sensor 

WIKA, 0-
0.25% FS 

13 Flow meter VS 4 by VSE, gear type, 0
400L/min, accuracy 1% FS

14 Pressure relief 
valve 

Safety feature only, set to 300bar.

15 Proportional 
valve 

Hydraforce TS10
12DR proportional orifice

 

3 Sound Pressure and Power

The measurement procedure for sound pressure level (SPL) 
and sound power level (SWL) is similar to that presented by 
Klop [14]. In order to accurately visualize the sound field 
generated by the pump, a much finer grid would be 
this may be explored in the future similar to
Cho and Bolton [19] in the near field of the pump
example of the measurement planes for the experimental 
setup is shown in Fig. 5. 

: Details of test rig components. 

Shell Tellus 32 oil, held to 52° C 
at inlet for 20cSt 

Delivery unit, 80cc/rev, 1185rpm 
axial piston machine 

draforce TS10-26C-8T-N-
12DR proportional orifice for 
pressure reducing to 1bar 

For setting inlet line pressure 
supply pump 

-100bar, accuracy 
 

2 L accumulator to damp inlet, 
no added precharge 

-type resistive 
thermocouple, range 0-120° C, 
accuracy 1% FS 

SSB, 500Nm, speed +/-3000rpm 

HBM MC60, max 5000rpm, 0.05 
Accuracy class 

HBM MC60, scale 0-500Nm, 
0.05 Accuracy class 

Only feature included inside of 
noise measurement grid. 

-400bar, accuracy 
0.25% FS  

VS 4 by VSE, gear type, 0-
400L/min, accuracy 1% FS 

Safety feature only, set to 300bar. 

Hydraforce TS10-26A-8T-N-
12DR proportional orifice 

Power Results 

The measurement procedure for sound pressure level (SPL) 
ilar to that presented by 

In order to accurately visualize the sound field 
generated by the pump, a much finer grid would be required; 

similar to the method of 
in the near field of the pump. An 

of the measurement planes for the experimental 
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Figure 5: Surfaces for sound measurement. 

The measurement volume is a box with six sides. Four of 
the six sides of the cube are measurement surfaces as shown 
in Fig. 5. The bottom surface and back surface are reflecting 
planes of the floor and wall of the chamber respectively. 
Note that sound pressure level measurements suffer from 
doubling effects near the main boundaries with the 
reflecting floor of the chamber. This effect is not seen to a 
great extent where the top surface meets the reflecting plane 
since the pump is fixed to the reflecting surface and hence 
most of the sound is travelling parallel to the surface in that 
location with little reflection off the surface.  

To better understand why noise measurements must be 
made at many discrete points instead of at just a single 
point, notice Fig 6. Considering just one discrete point on 
each of the four measuring surfaces gives insight onto the 
varying pressure field surrounding the pump. The FFT of 
the sound pressure is shown in Fig. 6 for one representative 
point from each of the four measurement surfaces shown in 
Fig. 5 at an operating condition of 1000rpm with 100bar 
outlet pressure for Pump 1. The pump primary frequency 
occurs at 167Hz for Pump 1 based on the shaft speed and 
the number of chambers. The higher integer multiples are 
also present. 

 

 

(8) 

 The higher multiples of the pump primary frequency feature 
can be clearly seen as they dominate the frequency 
spectrum. Furthermore, while the frequency content occurs 
in basically the same locations on the spectrum across all 
four discrete measurement points, it does not contain the 
same magnitudes at those frequencies. In particular, the left 
and top sides have generally larger magnitude frequency 
content at the primary pump frequency and around 1000Hz 
(the 6th multiple of the primary frequency). The right and 
front sides have generally smaller magnitude frequency 
components except the right side is fairly large at the 3rd and 
7th multiples of the pump primary frequency. 

 

Figure 6: Four points of ABN sound pressure frequency 
content for Pump 1. 

If the sound pressure were to be measured at only a few 
points, the magnitudes of the various frequency components 
cannot be considered in terms of absolute value, but only in 
terms of trends since the set of measurement points is not 
adequate to calculate an accurate average. Section 4 of this 
paper will explore the value of other kinds of considerations 
using fewer discrete points. 

 The calculated sound intensity map is shown in Fig. 7, 
along with the total summed SWL. It is shown that the 
sound intensity also varies over the surface from around 
65dB to over 80dB. When these are multiplied by their 
corresponding areas and summed, the total SWL of 81.49dB 
is calculated. 

 

Figure 7: Example sound intensity map with representative 
point highlighted. 

Total SWL measurements for all four pumps is shown in 
Fig. 8. Each data point in Fig. 8 represents the sum of a set 
of 62 noise measurements taken over the measurement grid. 
Total SWL measurements were completed for the operating 
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ranges of 1000rpm to 2500rpm and 50bar outlet pressure to 
250bar outlet pressure except for Pump 3 where its 
specifications limited it to 200bar. An interesting feature of 
the pumps is shown in Fig. 8. The pump which is designed 
to operate at a lower operating condition produces the 
lowest SWL at 1000rpm across all three measured pressures. 

 

Figure 8: Total SWL for 1000rpm operating speed. 

This result shows that the while the original Pump 2A was 
the noisiest at 1000rpm, Pump 2B achieved a reduction in 
SWL across the pressure range which brought it into line 
with Pumps 1 and 3. The improvement in Pump 2B can be 
fully attributed to the reduced pressure ripple generation. It 
has been shown by other authors as well, as in the modeling 
work done in parallel with this project, that the frequencies 
of the FBN can be predicted or measured via various 
approaches such as in Vacca and Guidetti [2]. It is also 
shown and can be perceived in the experimental tests that 
the main frequencies of the ABN are mainly the same 
frequencies as present in the FBN area inside the outlet 
volume of the pump and the attached hydraulic lines. 
According to that understanding along with the experimental 
results shown in Fig. 8, the conclusion can be made that the 
reduction in FBN can have a large positive effect on the 
ABN. Furthermore, the main difference in SWL between 
various commercial pump products can likely be attributed 
to how well the pump design handles the generation of FBN. 

 

4 Representative Point Measurements 

The noise measurements completed in the previous section 
involved holding the pump to a steady-state condition while 
manually moving the sound probe to 62 distinct locations on 
the microphone grid. The advantage of this method is that 
the total sound power of the pump can be accurately 
measured without an impact of the structures and equipment 
outside of the grid volume. Also, this results in a much 
higher accuracy estimation of the total sound power of the 
pump, which can be used to compare various difference 
pumps on a level playing field without the interference from 
other sources. The main disadvantage to the SWL method 
over the discrete grid is the time required for each operating 
condition. This leads to a very coarse grid of operating 
points which is not good for spotting trends related to small 
changes in speed or pressure. In order to make comparisons 

at a finer set of operating points, a single representative 
point highlighted in Fig. 7 is chosen. This point was selected 
as it reflects the average value of sound pressure level at 
many speeds across all of the different combinations of 
pumps and operating conditions tested for SWL. The 
magnitudes of the sound pressure measured at the reference 
point cannot be reliably used for characterizing specific 
features about the total noise generated by the pump, but the 
frequency content can be analyzed on a much finer set of 
operating points in order to spot trends or features in the 
frequency domain. 

First, at a single speed and pressure of 1000rpm and 100bar, 
the FFT of the sound pressure can be analyzed comparing 
all four pumps simultaneously as shown in Fig. 9. This 
comparison shows several interesting features of the 
different pump operations. The frequency range is limited to 
1200Hz in order to highlight the differences between the 
various pumps in this range. First, the primary pump 
frequencies can be interpreted from this graph. Additionally, 
the number of teeth on the gears in each pump can be 
inferred as long as the speed is known, or vice versa. From 
this graph (and confirmed by the pump catalog 
specifications) it can be stated that the primary pump 
frequency corresponding to Pump 1 and Pump 3 is 167Hz as 
was previously stated in Fig. 6. This corresponds to a 10 
tooth pump at 1000rpm. Likewise, for Pumps 2A and 2B, 
the primary pump frequency is 233Hz which corresponds to 
a 14 tooth pump at 1000rpm. Looking closer at the FFT in 
Fig. 9, the frequencies shown for Pumps 1 and 3 correspond 
very closely to each other despite being different designs 
from different manufacturers. This occurs mainly because 
the main features relating to noise generation are very 
similar. Namely, the number of teeth, the relative size of the 
pump, and the pressure compensated design. The close SWL 
results in Fig. 8 also suggests the different designs are 
operating in a very similar manner. Similarly, the FFT 
results at the representative point for Pumps 2A and 2B are 
very similar, with a small decrease in the overall magnitude 
seen for Pump 2B with respect to Pump 2A. 

 

Figure 9: ABN at representative point for all pumps 
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The peak at 1000Hz for all four pumps see in Fig. 9 
indicates that the structure, the system, or features of the 
geometry of the measurement location are contributing to 
the sound pressure frequency content. A peak at 1000Hz 
would be expected for the 10 tooth pumps as that 
corresponds closely with the sixth multiple of the pump 
primary frequency. However, a peak at 1000Hz would not 
be expected based on the FBN of Pumps 2A and 2B since 
the nearest multiples of the primary pump frequencies are at 
the 4th multiple at 933Hz, and the 5th multiple at 1167Hz. 
However, at 1000Hz, all four pumps have a strong peak in 
frequency. The ability to detect these kinds of features is 
simultaneously one of the best things and one of the most 
difficult things about these kinds of measurement 
comparisons. 

In order to better understand what is happening in the 
frequency domain, a wider range of frequencies and 
operating conditions must be considered. The method for 
this study selected was to hold the outlet pressure constant at 
50bar while adjusting the speed across the operating range 
and recording the sound pressure at the representative 
measurement point shown in Fig. 7. This results in a fine 
definition of the pressure spectra across a wide range of 
operating conditions. The results for Pump 1 are shown in 
Fig. 10. 

 

Figure 10: Representative point power spectral density for 
Pump 1 at 50bar outlet pressure. 

The angled lines in Fig. 10 are created by the relationship 
between the pump speed and the primary pump frequency. 
The slope of each line is determined by the integer multiples 
of the pump speed times the number of teeth divided by 
sixty as shown in Eqn. 8.  Figure 10 in particular highlights 
the fact that the vast majority of the energy in the sound 
pressure is centered at the multiples of the primary pump 
frequency. Additional energy content is shown at the shaft 

frequency represented by the farthest left line in Fig. 10. 
System/structural frequencies can also be seen in the image 
represented by vertical lines; that is, frequency content that 
is independent of the pump speed and present for all of the 
displayed operating conditions. Also to be noted is that the 
frequencies with the most power all occur at relatively low 
frequencies under about 2000Hz. 

An alternate way of looking at the information is to take the 
integral at each pump speed and sum from left to right while 
displaying the total value of the PSD. For Pump 1, this 
alternate display is shown in Fig. 11. This method of 
looking at it allows for the different noise results to be 
considered in terms of their contribution to the overall PSD. 
The frequency range here is cut to 2000Hz since the integral 
sum was nearly constant after that point for all speeds. Of 
particular interest to understanding the generation of noise 
in displacement machines is looking at the dominating 
frequencies at each speed. In particular, in the speed range 
of 1000rpm to 1800rpm, the PSD of the ABN is dominated 
by the same frequencies that are present in the FBN. 

 

Figure 11: Summed PSD of representative point 
measurements for pump 1 at 50bar outlet pressure. 

Figure 13 shows the same PSD map for Pump 2B. It can be 
said that there is remarkable similarity between Figs 10 and 
11. Everything that was said about Fig. 10 can thus be 
repeated for Fig. 12. 

Of interest after comparing both results in Figs. 10 and 12 
together is that the same system/structural frequency 
features are present in both images, in particular at about 
2000Hz and 3500Hz. 
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Figure 12: Representative point power spectral density for 
Pump 2B at 50bar outlet pressure. 

For further comparison and completeness, the summed PSD 
for Pump 2B is shown in Fig. 14. 

 

Figure 13: Summed PSD of representative point 
measurements for pump 2B at 50bar outlet pressure. 

The results for Pumps 2A and 3 were omitted as the 
similarities to the already presented data were very strong. 

A final result of the representative point measurements is to 
compare the average sound pressure level of all four pumps 
across the same speed range. This result is shown in Fig. 15. 

This once again shows the remarkable similarity in the 
results for all four of the pumps. In particular, the peaks 
around 1000rpm and 1250rpm in the SPL. This 
demonstrates a possible bias in all of the measurements. The 
shape of this function across all four pumps is very nice to 
describe both the influence that the acoustic environment 
has on the sound pressure, and also the similarity in the 
performance of the different models of external gear pump. 

 

Figure 14: Representative point SPL at 50bar outlet 
pressure. 

5 Conclusions 

From the experimental results for total sound power, the 
total ABN generated by each pump can be measured. The 
frequency spectra for the representative point measurements 
for Pumps 1 and 2B shown in Figs. 10-14 demonstrate that 
for the region of 1000rpm through 1800rpm, the dominating 
frequencies in the ABN match the main frequencies in the 
FBN. Thus, since the dominating effect in that speed range 
can be declared to be the FBN. The lower pressure ripple 
Pump 2B should be expected to have an improvement in the 
radiated noise in this range over its counterpart Pump 2A, 
and this expectation was confirmed. The representative 
point measurements are very helpful in understanding the 
important features in the ABN, and can be used to aim 
further design improvements. Also, the procedure is general 
and can be completed for different pumps. For very similar 
styles of pump (all are 38cc/rev external gear pumps), the 
results of these experiments show clues to the most 
important sources of FBN and SBN in different speed 
ranges. Optimal speed ranges could also be measured or 
designed for based on the measurement data. Additionally, 
the human factor should be taken into account when 
considering design changes to the effect that decreasing the 
magnitude of the primary pump frequency in the FBN with 
no regard for the higher frequency noise may result in a 
pump that is perceived to be noisier, instead of quieter, 
despite a lower total sound power. All of the sound power 
measurements and representative point measurements 
shown previously in this work are good for understanding 
important components in the ABN, but future work will be 
done to better apply how humans in contact with these 
systems will actually be affected by changes to the pump 
performance. 
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As better understanding of the effect of FBN on ABN is 
gained, the possibility of using an experimental approach in 
combination with the design process could lead to new 
methods of designing better displacement machines. The 
main future work of these experiments is closing the loop 
and reconciling measured noise with the fluid dynamic 
model of the pump and developing coupled acoustic model. 

Nomenclature 

Designation Denotation Unit 

FBN Fluid-borne noise  

SBN Structure-borne noise  

ABN Air -borne noise  

���� Sound pressure signal 1 [Pa] 

	��� Sound pressure signal 2 [Pa] 

� Number for current measurement   

� Total number of points  

����� FFT for sound pressure signal 1 [Pa] 

6���� FFT for sound pressure signal 2 [Pa] 

�234 Number of points in each segment  

8��� Sound intensity [W/m2] 

@��� Frequency range [Hz] 

A Density of air [kg/m3] 

ΔB Distance between mics [m] 

@' First pump frequency feature [Hz] 

nc Number of chambers in pump  
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Abstract 
Rising demand, scarcity and lower production rate of crude oil has made fuel an unaffordable 
for a public passenger vehicle. In this scenario, an energy or fuel efficient system called hybrid 
system is the hardcore requirement of the automotive industry. The latest gasoline-electric 
hybrid and hydraulic hybrid systems are significantly more energy and fuel efficient than 
conventional vehicles. Strength of electric hybrids is its high energy density of electric batteries, 
allowing for large storage in relatively compact and lightweight batteries. Hydraulic hybrid is 
the potential technological solution for the limitations in the electric hybrid vehicle. Scalability 
of hydraulic hybrid system to larger, more powerful vehicles like garbage trucks, passenger bus 
and delivery trucks when compared to its counterparts. In this paper, a new configuration of the 
series hydraulic hybrid system has been proposed. The dynamic response of the system is 
studied using simulation results of the system model in AMESim tool. Sizing of key 
components in the system involves a parametric optimization with objective function as 
maximize system energy delivered. However, A trade-off prevails between the system energy 
consumed and energy delivered. Hence, the process parameters of the system are optimized 
through multi-objective function. The system simulation results after optimization apparently 
show that, optimal system parameters significantly improve energy efficiency.  

Keywords: Series hydraulic hybrid, Multi-objective function, Energy efficiency, Optimization 
 

1 Introduction 
The American petroleum institute has estimated that, world's 
crude oil resources (2 trillion barrels or 320000 m3) would 
deplete between 2062AD and 2094 AD at a consumption 
rate of 80 million barrels per day [1,2]. The high cost and 
shortage of crude oil have created an alarm to the crude oil 
dependent industries such as automobile, construction 
machinery and agriculture machinery industries to design 
and develop the energy saving, energy efficient and 
environmental friendly system. Hence, these companies 
replace their conventional systems by energy efficient 
hybrid systems to overcome the current fuel crisis. A hybrid 
system is a combination of two source of power. The 
possible combinations include gasoline/hydraulic, 
gasoline/electric, and fuel cell/battery. Typically, one source 
is used for conversion of fuel into energy and another source 
is used as the storage unit. In a conventional vehicle, kinetic 
energy in the wheel during mechanical friction braking is 
converted into heat energy and dissipated into atmosphere. 
But, hybrid system has the capability to regenerate the 
available kinetic energy for braking into useful energy. This 
method of regeneration is generally called regenerative 
braking and it is quite possible in various fields like 
automobile, construction machinery, and agriculture 

machinery. Thus, hybrid systems turn out to be a hot topic 
for research in automotive companies and research institutes 
all over the world [3]. 

Generally, these systems can be classified into two 
categories- electric hybrids and hydraulic hybrids. The most 
promising hybrid system today is the electric hybrid system, 
which has two power sources, namely electric battery and 
internal combustion engine in series or parallel 
configuration. However, it has a relatively low charging/ 
discharge rates and also poor regeneration energy saving in 
contrast to the hydraulic hybrid system [4]. Electric hybrids 
have their own advantages over their counterparts. This 
hybrid system has better energy density than hydraulic 
hybrid system but it has relatively poor power density when 
compared to its counterpart. Hence, electric hybrid systems 
can't be potentially used in construction and agriculture 
machinery, where, power requirements are immense. 
Hydraulic hybrid system meets high power demand in case 
of heavy vehicles. These systems can be classified based on 
configurations into two, namely, parallel and series 
hydraulic hybrid system [5]. 

In parallel hydraulic hybrids, input power from prime-mover 
takes a parallel path via mechanical transmission as well as 
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hydraulic transmission to reach the output shaft. These 
systems have better power transmission efficiency but it has 
poor controllability of power in the system due to power 
transmission in two different domains. In case of series 
hydraulic hybrid system, the input power takes purely a 
hydraulic domain of power transmission, in spite of this; 
better controllability of system is possible when compared 
to parallel configuration [6, 7].  

Series Hydraulic Hybrid System (SHHS) has got great 
potential to save the regenerated hydraulic energy as 
potential energy by compressing the nitrogen gas in the 
hydro-pneumatic accumulators, hence, creating a relatively 
higher power density than its counterparts. Moreover, high 
rates of charging/discharging and lower charging time of 
regenerated energy makes the SHHS a most energy efficient 
system [8]. SHHS is a highly non-linear and non-continuous 
system in which designing physical and process parameters 
are a complex and tedious process. However, a conflict 
exists between the input and the output energy which leads 
to conflicting multiple objective function, that is, maximize 
energy delivered and minimize energy consumed [9]. In 
order to design such a system, a multi-objective 
optimization process is an essential method to achieve 
optimal physical and process parameters, which results in 
maximum energy delivered for the minimum energy 
consumed. In addition to that, it augments the vehicle 
performance, downsizes the engine, reduce the fuel 
consumption and also pollution. The multi-objective 
optimization based on multi-membered multi-criteria 
evolutionary strategy (MMES) algorithm can effectively 
decide the optimal system parameters, substantially improve 
the vehicle performance, and also reduce the power 
consumption of SHHS in a vehicle.  

MMES is one type of evolutionary algorithm used to solve 
the multiple objective problems and it implements a family 
of population-based (or: multi-membered) evolution 
strategies with the mutative self-adaptation of step-size 
variances. It includes a multi-objective extension of 
evolution strategies using the non-dominated/crowding 
distance sorting technique. Furthermore, it is capable of 
dealing with mixed integer problems by employing 
specialized variation operators for different parameter types. 
Main features of MMES include self adaptive refinement of 
step sizes, handles user defined constraints by objective 
function penalization, supports mixed discrete/continuous 
optimization, supports multi objective pareto optimization, 
allows concurrent evaluation of independent individuals. 
These features are not commonly found in other methods 
like gradient-based optimization, simulated annealing and 
genetic algorithm [10,11,12]. In this paper, a multi-objective 
design optimization procedure based on MMES algorithm, 
is proposed, which is used to improve the energy efficiency 
in SHHS is presented. With energy efficiency as a 
composite function, this procedure decides the process 
parameters of the system with maximum energy delivered 
for the given minimum energy consumed. Multi-objective 
design optimization based on MMES algorithm is discussed 
in the following paragraphs. 

2 Series hydraulic hybrid system 
Series Hydraulic Hybrid Vehicle (SHHV) is propelled by a 
system which includes sub-systems such as prime mover 
(gasoline engine), hydraulic motor/pump, and hydro-
pneumatic accumulator. During braking of vehicle, 
transmission efficiency of vehicle is enhanced by 
regenerating the kinetic energy in the wheel into useful 
hydraulic energy using a hydraulic motor/pump. This 
regenerated hydraulic energy is stored in the high pressure 
hydro-pneumatic accumulator and used during the 
subsequent acceleration of vehicle [13, 14]. A modeling 
methodology for a hybrid vehicle was proposed in 1997 and 
then a computer model of series hydraulic hybrid vehicle 
was developed and investigations focused only on urban 
passenger vehicle. This study shows that hydraulic hybrid 
power-train is a feasible concept and fuel economy in 
addition to emission reduction can be done considerably [15, 
16]. 

Figure 1 shows the proposed configuration of the SHHS, 
which consists of subsystems such as a prime-mover, master 
hydraulic pump, a hydraulic traction motor, a hydraulic 
regeneration pump and a hydro-pneumatic accumulator 
arranged in a series configuration. The prime-mover is 
directly coupled to a master hydraulic pump, which converts 
the mechanical energy into hydraulic energy. According to 
the operating mode, the hydraulic traction motor is driven 
by the hydraulic energy from the master hydraulic pump as 
well as hydro-pneumatic accumulator. The hydraulic 
regeneration pump and hydraulic traction motor are coupled 
together through a gearbox, which is connected to wheel via 
a differential. 

 
Figure 1: Configuration of series hydraulic hybrid system  

The system is divided into three operating modes namely 
acceleration, cruising and braking mode in a vehicle. When 
the vehicle is in acceleration mode, energy from two power 
sources (prime-mover and hydro-pneumatic accumulator) 
are used to propel the vehicle, that is, hydraulic energy from 
two sources are supplied simultaneously to power the 
hydraulic traction motor. During the cruising mode of the 
vehicle, hydraulic energy from hydro-pneumatic 
accumulator is cut off and the power from the prime-mover 
is only used to drive the vehicle. Moreover, the hydro-
pneumatic accumulator is also charged with hydraulic 
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energy from the master hydraulic pump. In the braking 
mode, hydraulic energy from prime-mover and hydro-
pneumatic accumulator is cutoff. An energy recovery 
method called hydraulic regenerative braking is applied to 
convert the useless kinetic energy into hydraulic energy. In 
this method, a new approach called displacement factor 
control is proposed. It is a process of changing the 
displacement factor of hydraulic regeneration pump, that is, 
the increasing in displacement factor proportionately 
increases the applied torque or load on the hydraulic traction 
motor. As a result, hydraulic regenerative braking offers 
resistance to wheel rotation in the vehicle leading to the 
braking. In addition to that, this method converts kinetic 
energy in the wheels (usually lost as heat energy due to 
mechanical friction braking) into useful hydraulic energy. 

2.1 System modeling and simulation 

In order to study the system dynamic characteristics of 
SHHS, a system model was developed in LMS AMESim 
tool as shown in Fig. 2. 

 
Figure 2: AMESim model of series hydraulic hybrid system 

System simulation is carried out with federal urban driving 
cycle as input to the system [17]. The dynamics 
characteristic curves of system parameters are plotted as 
shown in Fig.3. The acceleration mode of the vehicle occurs 
between 134th and 164th second in the driving cycle. During 
this acceleration phase, the hydraulic traction motor is 
powered by the hydraulic energy from the master hydraulic 
pump and hydraulic accumulator to meet the high power 

requirements in the vehicle. It is apparent from Fig. 3(a) 
that, the master hydraulic pump speed increases from 0 to 
1620 rpm which enables it to deliver hydraulic energy to 
hydraulic traction motor. Meanwhile, Hydraulic energy 
from the hydro-pneumatic accumulator is also discharged, 
which is noticeable from accumulator flow rate between 
134th and 164th second as shown in Fig. 3(b). Furthermore, 
accumulator hydraulic oil volume decreases from 7.4 × 10-3 
m3 to 7.0 × 10-3 m3 as shown in Fig. 3(c) for the 
corresponding change in accumulator oil pressure from 13.1 
MPa to 12.3 MPa as shown in and Fig. 3(d). It is also 
observed from Fig. 3(e) that hydraulic traction motor speed 
increases from 0 to 1180 rpm for the corresponding power 
from the two sources. Therefore, this substantiates that, the 
prime-mover as well as hydro-pneumatic accumulator 
simultaneously delivers the power to the hydraulic traction 
motor in the acceleration mode of system. 

In the braking phase of the vehicle between 460th and 495th 
second of the driving cycle time, hydro-pneumatic 
accumulator volume compresses adiabatically from         
0.4× 10-3 m3 to 5.8× 10-3 m3 as shown in Fig. 3(c). At the 
same time, pressure also rises from 5.2 MPa to 10.1 MPa as 
shown in Fig. 3(d). It is observed from the above response 
that, 5.4× 10-3 m3 of hydraulic oil volume is stored in to the 
hydro-pneumatic accumulator.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3: Variation of system parameters Vs driving cycle 
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3 Multi-objective optimization of 
process parameters  

In case of SHHS, non-optimal physical/process parameters
like accumulator size, accumulator pre
volumetric displacement of traction motor, master hydraulic 
pump and regeneration hydraulic pump have an effect on 
system energy efficiency [18]. Apart from this,
hydraulic leakage, mechanical friction losses and poor 
controllability reduce the system output energy or energy 
efficiency. In spite of these factors, vehicle performance 
becomes very poor. Even though, the energy delivered by 
the system can be enhanced by increasing the system energy 
consumed, but the objective is to reduce
consumption or energy consumed by the system, so that, 
potential downsizing of a prime-mover can be attained. 
However, when the energy consumed by the system is 
reduced, subsequently there will be a decline in 
delivered energy by the system. Therefore, 
between energy consumed and energy delivered by the 
system. Here, an attempt is made to design the system in
order to maximize the energy delivery and 
minimize the energy consumed by optimizing the syst
physical/process parameters. 

Figure 4 shows the energy distribution in the SHHS. 
consumed and energy delivered are the cumulative ener
available at the input and output of the system
Energy delivered by the system includes the energy used to 
drive the vehicle or work done and regeneration energy from 
hydraulic regenerative braking. Energy consumed for 
hydraulic regenerative braking and vehicle driving are 
shown in Eq.1and Eq.2. The output power at traction
hydraulic motor is equivalent to sum of power consumed for 
driving the vehicle and hydraulic regenerati
shown in Eq. 3. The multi-objective functions are sh
Eq 4 and Eq.5.  

Figure 4: System energy distribution

The composite function is formulated as the energy 
efficiency as shown in Eq.6, which is a ratio of system 
energy delivered to the system energy consumed. Energy 
efficiency parameter is used to select the optimal Design ID 
(ID corresponds to design parameter set and their value) or 
global optimum point from the pareto optimal front.

objective optimization of system 
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like accumulator size, accumulator pre-charge pressure 
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Maximize regeneration energy , E   =  P dt

Maximize vehicle driving energy , E   =  

Maximize  energy delivered, E   =  P dt
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Figure 5 shows the schematic of multi
of SHHS. Accumulator pre-charge pressure, accumulator 
size, master hydraulic pump displacement, hydraulic 
traction motor displacement and regeneration pump 
displacement are considered as input variables to the 
mathematical model in the AMESim. A set of random 
values (design ID) of these parameters with lower, upper 
boundaries and step size are sent from the Design of 
Experiments (DOE) to the MMES scheduler in the process 
loop as shown in the schematic diagram. The MMES 
scheduler in turn schedules the order of design ID’s to the 
mathematical model.  

 

Figure 5: Input-Output architecture of SHHS 
objective optimisation 

The system simulations are carried out for each set of
variables (design variables) to determine the output 
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shows the schematic of multi-objective architecture 

charge pressure, accumulator 
size, master hydraulic pump displacement, hydraulic 
traction motor displacement and regeneration pump 

sidered as input variables to the 
mathematical model in the AMESim. A set of random 
values (design ID) of these parameters with lower, upper 
boundaries and step size are sent from the Design of 
Experiments (DOE) to the MMES scheduler in the process 

shown in the schematic diagram. The MMES 
scheduler in turn schedules the order of design ID’s to the 

architecture of SHHS in multi-
objective optimisation  

carried out for each set of input 
variables (design variables) to determine the output 
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variables, that is, input and output energy of the system. 
Pareto optimization of SHHS is carried out using Mode 
Frontier tool [19, 20] with lower and upper limit of input 
variables considered for optimization as shown in Table 1. 

Table 1: Lower and upper limit of input variables 
considered for optimization. 

 

Multi-criteria optimization results are highlighted and 
discussed in the following paragraphs. The results of 
multiple objective functions are plotted in pareto optimal 
front, which consists of pareto optimal points denoted as 
design ID. Figure 6 shows the pareto optimal front of multi-
objective functions (energy delivered and energy consumed) 
of system. The selection of global optimum from a pareto 
optimal front is a complex process because all the points in 
pareto front are optimal solutions, however selecting the 
best solution out of all optimal solution is intricate. In order 
to select the global optimum, a composite function called 
maximize energy efficiency is considered, which satisfies 
the multi-objective functions in order to determine the best 
solution out of all optimal solutions. 

Figure 7 shows the energy efficiency of the system versus 
design ID. Design ID - 119, which as maximum energy 
efficiency of 94 % is selected as the global optimum point 
from the pareto optimal front. It is apparent from the pareto 
optimal front that multi-objective optimization based on 
MMES converges the pareto optimal points towards a global 
optimum point, where in, the system delivers 4606 kJ of 
energy for the 4900kJ of energy consumed. This pareto 
optimal point satisfies the multiple objective functions as 
maximum energy delivered for minimum energy consumed. 
Parameter values of design variables as shown in Table 2 

are incorporated in to the AMESim model and system 
simulation is repeated. 

 
Figure: 6 Pareto optimal front of multi-objective functions 

 
Figure: 7 System energy efficiency Vs design ID 

Figure 8 shows the difference of system energy between 
before and after optimization of series hydraulic hybrid 
system. It is observed from the plot that, the system energy 
efficiency after optimization has increased by 4 % from the 
initial value of 90 % before optimization to 94% after 
optimization. Due to the increase in energy efficiency, It is 
clear that, it will facilitate better vehicle performance in 
optimized SHHS. Moreover, it also facilitates potential 
downsizing of prime-mover, reduction in power 
consumption and environmental pollution is possible due to 
lower energy consumption. Thus, a multi-objective design 
optimization of process parameters determines the optimal 
process parameters of series hydraulic hybrid system, which 
is used to improve the energy efficiency of SHHS. 
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displacement 
(m3/rev) 

3.5×10-5 5.5×10-5 2×10-6 

Regeneration 
hydraulic pump- 
displacement 
(m3/rev) 

1×10-5 2×10-5 1×10-6 

Hydraulic 
traction motor -
displacement 
(m3/rev) 

5.2×10-5 7.2×10-5 2×10-6 

4650

4670

4690

4710

4730

5000 5100 5200 5300

Design ID -119 

Global optimal 
point 

203



Table 2 Optimal design parameters values in optimal design 
ID 119 

Design Variables Optimum 

value 

Before 

optimization 

Accumulator volume (m3) 0.013  0.015 

Accumulator pre charge 
pressure (MPa) 3  3 

Master hydraulic Pump- 
displacement (m3/rev) 4.0×10

-5
  4.5×10

-5
  

Regeneration hydraulic 
Pump- displacement 
(m3/rev) 

1.75×10
-5

  2.5×10
-5

  

Hydraulic traction motor -
displacement (m3/rev) 9.3×10

-5
  8.8×10

-5
  

 

 
Figure: 8 System energy before and after optimization 

Conclusions 
The need for series hydraulic hybrid system arises from 
world's concern about non- availability of natural resources. 
In this paper, a multi-objective design optimization of 
process parameters based on multi-membered multi-
objective evolutionary strategy has been carried out to attain 
better energy efficiency and energy saving. The optimal 
design ID with maximum energy efficiency of 94% is 
obtained as global optimum point in the pareto optimal front 
and it corresponds to 4606 kJ of energy delivered for 4900 
kJ of energy consumed. The system simulation with optimal 
parameters shows that 4 % increase in energy efficiency in 
comparison with non-optimized system. As the four-
wheelers majorly contribute to the world's vehicle 
population, implementation of series hydraulic hybrid 
system in these vehicles enhances performance, hydraulic 
regeneration energy saving, dramatic reduction in power 

consumption (downsize the prime-mover) and 
environmental pollution. 

Nomenclature 
Designation Denotation Unit 

ETM Energy delivered from the system [kJ] 

PTM System output power or actual power 
delivered by motor 

[kW] 

PMP System input power or actual power 
delivered to master hydraulic pump 

[kW] 

TMP Actual torque delivered to the pump [Nm] 

TTM Actual torque delivered by the motor [Nm] 

ηOTM Overall efficiency of hydraulic 
traction motor 

[%] 

ηOMP Overall efficiency of master hydraulic 
pump 

[%] 

V0 Hydraulic accumulator volume or size [m3] 

p0 Hydraulic accumulator pre-charge 
pressure 

[Pa] 

DMP Volumetric displacement of master 
hydraulic pump 

[m3/rev] 

DTM Volumetric displacement of hydraulic 
traction motor 

[m3/rev] 

ωin System input speed [rad/s] 

ωout System output speed [rad/s] 

ηvMP Volumetric efficiency of master 
hydraulic pump 

[%] 

ηvTM Volumetric efficiency of hydraulic 
traction motor 

[%] 

pgas Hydraulic accumulator gas pressure [Pa] 

patm Atmospheric pressure [Pa] 

ρ0 Density of hydraulic oil [kg/m3] 

ρgas Density of hydraulic accumulator gas [kg/m3] 

DRP Volumetric displacement of hydraulic 
regeneration pump 

[m3/rev] 

ηvRP Volumetric efficiency of hydraulic 
regeneration pump 

[%] 

t Driving cycle time [s] 

MP Master hydraulic pump  

RP Hydraulic regeneration pump  

FR Flow restrictor  

DCV Directional control valve  

NRV Non return valve  

TM Hydraulic traction motor  

S1 Prime-mover control signal  

S2 Control signal to R1  

S3 Braking signal  

W1,W2 Angular velocity sensor 1 & 2  

T1, T2 Torque sensor 1 & 2  
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C1,C2,C3,C4 Non return valve 1 ,2,3 & 4  

F1 Flow control valve 1  

R1 2/2 Directional control proportional 
valve 

 

PRV1 Pressure relief valve 1  

PRV2 Pressure relief valve 2  

P1 System input power  

P2 System output power  

OIP Energy input  

OOP Energy output  

AD Aerodynamic resistance  

SL Slope of the road  

VR Linear velocity sensor  

RC Rotary node (T-Bevel gear box)  

HP Hydraulic oil properties  

MPAD Driving cycle  

ηEE System energy efficiency  
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Abstract 

The paper presents an innovative hydraulic power generation system able to enhance 
performance, reliability and survivability of hydraulic systems used in military jet engines, as 
well as to allow a valuable power saving.  This is obtained by a hydraulic power generation 
system architecture that uses variable pressure, smart control, emergency power source and 
suitable health management procedures.  A key issue is to obtain all these functions while 
reducing to a minimum the number of additional components with respect to the conventional 
hydraulic power generation systems.  The paper firstly presents the state-of-art of these systems 
and their critical issues, outlines the alternative solutions, and then describes architecture, 
characteristics and performance of the hydraulic power generation system that was eventually 
defined as a result of a research activity aimed at moving beyond the present state-of-art in this 
field. 

Keywords: Hydraulic power generation, adaptive pressure, energy saving, jet engines, health 
management 

1 Problem statement 

Jet engines of several military aircraft are equipped with 
hydraulically powered actuation systems controlling the 
angular position of the stator blades of the high pressure 
compressor (VIGV = Variable Inlet Guide Vanes actuators) 
and actuation systems controlling the throat and exhaust 
areas of the nozzle (VEN = Variable Exhaust Nozzle 
actuators).  Furthermore, the engines of some recent military 
aircraft are also capable of vectoring the thrust, which is 
typically obtained by individually controlling the positions 
of the VEN actuators placed around the engine nozzle. The 
nozzle actuators outputs are connected to a linkage 
mechanism which moves the nozzle petals such to orientate 
the flow of the exhaust gases, and hence the thrust, in the 
required direction. 

The hydraulic power necessary for the operation of these 
actuators is obtained by a hydraulic power generation unit 
(HPGU) whose pump is driven by a shaft of the engine 
accessory gearbox, and an autonomous hydraulic circuit is 
thus created in the engine, which is separated from the 
aircraft hydraulic system. The engine hydraulic system uses 
a different oil, better suited for high temperature operation. 

A few critical issues are associated to engine hydraulic 
systems and to their operation. Firstly, the system 
components operate in a severe temperature environment. 
The internal heat generation associated to the system 
operation, in combination with high temperatures of the 
surrounding air and of the components mounting points, 
creates a heavy thermal burden on the fuel cooled oil heat 

exchanger, with a resulting high temperature of the 
hydraulic fluid. This makes the system components (in 
particular the seals) more prone to damages, and reduces the 
bulk modulus of the hydraulic fluid with an ensuing 
worsening of the servoloops stability margins. Secondly, a 
loss of the hydraulic pressure leads to a loss of system 
operation. A loss of the system pressure may have several 
origins, but the most likely ones are by far: a pump failure, 
or a lack of hydraulic fluid due to a progressive depletion of 
the hydraulic reservoir resulting from external leakages. The 
engine design is normally such that in case of loss of system 
pressure, the VIGV and VEN actuators are driven by the 
aerodynamic loads to a fail-safe position preventing 
catastrophic consequences, but at the same time leading to a 
loss of engine thrust.   This is a major, but still acceptable 
failure for a two-engine aircraft, but it becomes hazardous 
for a single-engine aircraft. A possible way of mitigating the 
loss of system pressure is to use the hydraulic power supply 
only for the VEN actuators, while using fuel as a working 
fluid for the VIGV actuators; this would leave the VIGV 
actuators operational in case of failure of the hydraulic 
pump, thereby allowing the engine to still be partially 
controlled and develop sufficient thrust. It is a viable 
solution which however brings about a heavier system due 
to the relatively low pressure of the fuel system and the 
resulting large size of the VIGV actuators. 

A research activity was therefore conducted with the intent 
of mitigating the criticality of the issues outlined above. In 
particular, the main objectives of the research were to define 
a hydraulic power generation and actuation system for a jet 
engine able to provide control of variable inlet guide vanes, 
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nozzle exhaust area and thrust orientation with the following 
characteristics: 

� Use of high pressure hydraulic power source for all 
actuators 

� Minimize the internal heat generation by making the 
system pressure adaptive to the actuators loads. It must 
be noticed that maximum loads occur for a very small 
fraction of the aircraft mission, thus unnecessary 
energy is generated and converted into heat by a 
constant pressure system 

� Establish components characteristics and control laws 
such to ensure a dynamics of thrust vector control 
equivalent to that typical of the primary flight controls 
of a military aircraft 

� Ensure a limited back-up power supply for allowing 
VIGV operation and controlled recentering of the 
nozzle actuators in case of loss of the system pump 

� Implement prognostics and health management 
algorithms into the engine electronic control unit able 
to identify the precursors of critical system failures, 
thereby creating an alert before the failure develops 

A hydraulic power generation and actuation system was 
hence defined to attain the above characteristics, and to do 
that while keeping the number of sensors to a minimum. The 
objective was not to add any sensor to those already present 
in the existing systems, and to take advantage of signals 
provided by sensors external to the hydraulic power 
generation system, but available in the engine electronic 
control unit.  The system uses an engine driven variable 
delivery / variable pressure pump and an auxiliary, 
electrically driven, variable speed fixed displacement pump 
to assist the engine driven pump in ensuring the required 
frequency response for the actuators and as an emergency 
power source in case of failure of the main pump. In this 
latter case, a priority valve in the hydraulic distribution 
system favours the flow passage to the VIGV actuators that 
retain full performance while the nozzle actuators operate in 
a degraded mode. The system discharge pressure is 
established by an appropriate law embedded in the engine 
control electronics as a function of engine rating and nozzle 
actuators position; a pressure transducer located on the high 
pressure line provides the pressure signal necessary to close 
a pressure servoloop that operates by modulating the setting 
of the pressure compensator of the engine driven pump and 
the speed of the electrically driven pump. The modulation of 
the system pressure as a function of the actuators loads is a 
very effective way of reducing the heat generation, hence 
minimizing the power consumption and limiting the 
maximum temperature of the hydraulic fluid. 

The signals provided by all system sensors (reservoir oil 
level quantity, temperature, filters differential pressure, 
pumps speeds, servovalves currents, actuators positions) are 
fused together and managed by appropriate algorithms in 
order to get a continuous indication of the system health and 
identify possible degradation patterns of its components. 

All together, when compared with existing engine flow 
control systems, the one defined and thoroughly analyzed in 
the research activity looks more robust, less power 

demanding and better maintainable. The system concept, 
architecture, characteristics and performance are outlined in 
the proposed paper. 

2 State-of-Art 

Jet engines are required to operate at different conditions 
during the aircraft flight and some sort of control of the 
airflow must be provided in order to ensure an optimal 
engine performance over the entire range of operating 
conditions.  This section of the paper briefly outlines the 
main features relevant to the airflow control. 

2.1 Variable inlet guide vanes 

Most of military jet engines are provided with an actuation 
system that controls the angular position of the stator vanes 
of the compressor.  By doing so, the airflow leaving the 
stator vanes impinges the rotor vanes of the subsequent 
compressor stage with the most suitable angle of attack, 
thereby ensuring a good aerodynamic efficiency, averting 
the compressor stall and enabling a wider range of engine 
operating conditions.  The compressor vanes provided with 
the capability of changing their orientation are known as 
variable inlet guide vanes (VIGV).  The stator vanes are 
actually equipped with levers rotating about a fixed hinge 
and connected at one end to a unison ring placed around the 
compressor [1].  By modulating the position of the unison 
ring, the stator vanes levers are rotated and the vane angle is 
hence varied.  

2.2 Variable exhaust nozzle 

A second feature used in several military jet engines to 
optimize the airflow is the variation of the nozzle flow area 
(VEN = Variable Exhaust Nozzle). The nozzle is the engine 
component where the gas jet accelerates from moderate 
speed in the turbine to the higher velocity of ejection from 
the engine to generate the thrust.  A variable exhaust nozzle 
requires an actuation system to control the position of a 
mechanical element driving a series of linkages connected to 
the nozzle petals.  The variation of the actuators output 
position eventually causes the variation of the nozzle area, 

2.3 Thrust vectoring 

In addition to variable geometry, some modern military jet 
engines are provided with thrust vectoring capability    
(TVN = Thrust Vectoring Nozzle), which allows to vary the 
direction of the thrust, thereby enhancing the aircraft 
maneuverability. Thrust vectoring technology has been 
successfully demonstrated on several programs to provide 
tactical maneuvering advantages in the very slow speed, 
very high angle-of-attack flight regime. This technology has 
matured to the extent that it is being incorporated into 
present day fighter aircraft designs [2-7]. 

2.4 Actuation systems 

To accomplish VIGV, VEN and TVN functions actuation 
systems are required to control the position of the inlet guide 
vanes unison ring and of the nozzle petals such to obtain the 
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desired guide vanes angle of attack, nozzle area and thrust 
direction.  Three different actuation technologies can in 
principle be used: 

� Hydraulics: A dedicated hydraulic power generation 
unit with an engine driven pump provides high pressure 
hydraulic power supply to the actuators 

� Fueldraulics: The actuators are supplied by pressurized 
fuel drawn from the engine fuel system 

� Electrical: Electromechanical actuators accept the 
controlled electrical power supply from the engine 
electrical system 

Aircraft engines that are provided only with VIGVs, but do 
not have nozzle variable exhaust area control typically use 
fueldraulic actuators because the loads are small and the size 
of the actuators is acceptable and can be accommodate in 
the engine envelope also if the fuel system pressure as low 
as 6-7 MPa.   

Studies have been recently conducted on VIGVs controlled 
by elecromechanical actuators [8] within the research 
activities on a more electric engine, but no application has 
so far followed.  When nozzle control is required, 
fueldraulics is not any longer a viable technology because 
the low pressure of the engine fuel system would lead to an 
unacceptable large size of the actuators.   

Electromechanical actuation technology, though appealing 
for several reasons, still falls short of meeting the envelope 
and safety requirements for the nozzle actuators performing 
either VEN or combined VEN + TVN functions.  The 
critical issues of electromechanical actuation for these 
applications are the envelope constraints in the nozzle area, 
the thermal management and the possibility of actuators 
seizure, that could lead to a hazardous condition for a single 
engine aircraft.   

For these reasons, hydraulic actuation is the only technology 
presently used in engines with VEN, or VEN+TVN 
capability.  The research activity presented in this paper was 
focused to engines featuring a VEN, or a VEN+TVN in 
addition to the VIGVs, thus hydraulic actuation was the 
technology being considered. 

2.5 Hydraulic power generation 

Different architectures of hydraulic power generation 
systems can be considered for providing the hydraulic 
power supply to the engine actuators.  Firstly, the overall 
hydraulic actuation system architecture can be based on a 
valve controlled system in which the actuators flows are 
controlled by throttling the flows by means of servovalves, 
or on a pump controlled system in which individual 
overcenter variable delivery pumps interface with the 
corresponding actuators.  Although this second concept has 
the merit of automatically adapting the pumps delivery 
pressures to the actuators loads, it leads to a too heavy and 
expensive system because of the large number of pumps; 
moreover, the continuous tare flow of the servovalves 
controlling the variable delivery mechanisms of the pumps 
reduces the overall energy saving achievable from the pump 
control concept.  

The solution typically used for the hydraulic power 
generation units (HPGU) of engine hydraulic systems is thus 
to have a pressure compensated, variable delivery pump 
providing the constant pressure variable flow required to 
move the actuators, plus the flow necessary to compensate 
the internal leakages.  These HPGUs are sized on the basis 
of the maximum actuators speed and load determining the 
maximum flow and pressure to be provided by the HPGU.  
This sizing ensures that the actuators performance is 
attained, but does not optimize the energy consumption.  
The combination of actuators maximum speed and load 
typically occurs for a very limited portion of the aircraft 
flight envelope and may last only a few percent of the total 
aircraft flight time.  When loads lower than maximum act 
upon the actuators, energy is lost through the control valves 
and heat is generated.  Heat is rejected from the engine 
hydraulic system to a fuel cooled heat exchanger, but there 
are flight conditions in which the fuel entering into the heat 
exchanger is already at high temperature, which thwarts the 
cooling of the hydraulic fluid.  Minimizing the heat 
generation is therefore paramount for the engine hydraulic 
systems.   

2.6 Existing solution for heat load reduction 

A load sensing hydraulic system seems the logical solution 
for reducing the heat generation.  These systems have been 
extensively used in industrial and earth moving machinery 
applications, but are less suitable for the requirements 
typical of the jet engine hydraulic systems that supply 
servoactuators requiring a high frequency response.  A 
viable solution for reducing the heat generation of a jet 
engine hydraulic system was however developed for the air 
flow control system installed on a reheated turbofan engine 
for a front-line fighter aircraft and is described in [9].  An 
analysis of this system is presented in [10].  This hydraulic 
system supplies the VIGV and the VEN actuators, and uses 
a variable delivery / variable pressure pump in which a 
modified pump pressure compensator changes the 
compensation pressure as a function of the load acting upon 
the VEN actuators, which are mechanically synchronized 
and controlled by a single servovalve.   

The flow required for the VEN actuators operation is an 
order of magnitude greater than that required for the VIGV 
operation; therefore, this hydraulic system was designed to 
make the pump delivery pressure dependent only on the 
VEN actuators load.  The pump delivery pressure varies in a 
well defined range depending on the VEN actuators loads 
and the VIGV actuators were sized to be capable of 
providing full performance also for the minimum pressure 
condition.   This architecture of the hydraulic system has the 
merit of allowing a great reduction of heat generation with a 
very simple design; it leads to a slight greater size of the 
VIGV actuators, which is however acceptable due to their 
low absolute dimensions.  When all internal losses of the 
hydraulic system are accounted for, including the pump 
frictional losses, the heat generation of a variable delivery / 
variable pressure system for a typical flight mission is well 
below that obtained from a conventional constant pressure 
system. 
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This variable delivery / variable pressure hydraulic system is 
therefore a good solution for a reheated turbofan engine 
equipped with VEN and VIGV actuators, and when the 
aircraft is provided with two engines.  For the case of a 
single engine aircraft this system becomes critical since the 
loss of the hydraulic power supply resulting from a pump 
failure would lead to the inability of controlling the VIGVs, 
which could result in an engine shutdown and thus to a 
flight safety critical condition.  

Moreover, this same hydraulic system is good for an air 
flow control system in which four VEN actuators are 
mechanically synchronized and controlled by a single 
servovalve, but it falls short of optimizing the delivery 
pressure for engines with TVN capability, in which four 
servoactuators are independently controlled by four 
servovalves.   

Devising a new architecture for an engine hydraulic system 
suitable for single engine operation and for TVN control, 
which is also minimizing the heat generation was hence the 
objective of the research activity described in this paper. 

3 Smart adaptive system architecture 

3.1 Objectives 

While defining the new HPGU architecture, the following 
main objectives were addressed: 
� The engine driven pump is the component with the 

highest failure rate in the existing systems 
� Minimizing the heat generation is paramount 
� It is desirable that TVN control meets the dynamic 

response requirements of primary flight controls in order 
to enhance the aircraft maneuverability and also provide 
a backup in case of primary flight controls failure 

� Control of the VIGV has priority over VEN/TVN control 
because loss of VIGV control could lead to a loss of 
engine thrust and to a flight safety critical condition for a 
single engine aircraft 

� Probability of loss of hydraulic power supply to either 
VIGV or VEN/TVN servoactuators must be lower than 
1x10-7 per engine operating hour, whilst probability of 
total loss of operation of VIGVs must be lower than 
1x10-9 per engine operating hour 

� Maintainability improvement over existing systems is 
desired 

� HPGU operation is controlled and monitored by a dual 
Digital Engine Control Unit (DECU) 

The new HPGU architecture was hence defined such to meet 
the above objectives 

3.2 HPGU architecture 

The architecture of the HPGU is shown in the diagram of 
Fig. 1.  The overall system is single hydraulic with dual 
electrical control, but an electrical backup actuation is 

provided to the VIGVs to ensure that the flight safety target 
is met. 

The hydraulic fluid is stored in a bootstrap type self-
pressurizing reservoir, consisting of a differential area piston 
in which the high pressure delivered by the pumps is 
provided to the low area side of the piston.  The resulting 
force is balanced by an equal force acting in the opposite 
direction on the large area side of the piston, which 
determines the value of the pressure of the hydraulic fluid 
stored in the reservoir.  With a ratio of 40 between the large 
and low areas of the differential piston, a reservoir pressure 
of 0.5 MPa is obtained for a delivery pressure of 20 MPa.  
That reservoir pressure is sufficient to avoid cavitation at the 
pumps suction for any operating condition, including start 
up at very low temperature.  The reservoir accepts the return 
fluid from the hydraulic system and has an additional port 
for connection to an overfill/overtemperature relief valve 
that opens in case of inadvertent overfilling the hydraulic 
circuit, or of excessive volumetric expansion of the 
hydraulic fluid caused by abnormal high temperature 
resulting from HPGU internal failures.  Opening of the relief 
valve prevents a fracture of the reservoir with the loss of the 
hydraulic system.  It must be noticed that when the system is 
filled up on ground with the hydraulic fluid the plug placed 
soon downstream the overfill/overtemperature relief valve is 
removed and the corresponding port is connected to the 
reservoir of the ground support hydraulic unit.  Therefore, if 
the reservoir is inadvertently overfilled and the reservoir 
piston is forced against its mechanical stops, the relief valve 
opens and the hydraulic fluid is returned back to the external 
reservoir, thereby preventing any external spillage.  When 
the hydraulic system is operating, if an abnormal volumetric 
expansion forces the reservoir piston against its mechanical 
stops and the relief valve opens, the plug is now in place and 
the pressure increase causes a safety disc to fracture and the 
hydraulic fluid is vented overboard.  After the excess 
volume has been vented, the pressure in the reservoir is 
reduced and the relief valve closes preventing any further 
passage of the hydraulic fluid and thus a depletion of the 
hydraulic system.  Operation can then continue unabated.  A 
visual indicator placed in the overboard vent line allows the 
maintenance crew to detect that hydraulic fluid spillage has 
occurred in flight and take the necessary maintenance 
actions. 

The reservoir is provided with a hydraulic fluid level sensor, 
a low hydraulic fluid level switch and a temperature sensor.  
The signals provided by these sensors and switches are used 
by the health usage and monitoring system outlined at the 
end of the paper. 

Hydraulic pressure is generated by two pumps: an engine 
driven pump and an electrically driven pump.  The flows 
delivered by the two pumps are eventually summed 
upstream of the high pressure filter unit. 
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Figure 1: System block diagram 
 

The engine driven pump is the primary pump of the 
hydraulic system; it is an axial piston variable delivery, 
pressure compensated pump mechanically connected to a 
shaft of the engine accessory gearbox.  An important feature 
of the engine driven pump is that it uses a modified pressure 
compensator able to change the compensation pressure 
according to the actuators loads.  The variable pressure 
compensator is a modified version of the conventional 
pressure compensator.  A pilot pressure signal acts on an 
auxiliary piston which on its turn exerts a force on the 
compensator spool that is a function of the pilot pressure.  
The end result is to change the preload of the pressure 
compensator spring, thereby making the pump discharge 
pressure a function of the pilot pressure.  

 A pressure transducer located on the pump discharge line 
measures the pump discharge pressure and provides this 
information to the DECU.  The pump compensator pilot 
pressure is generated by a 3-way pressure control valve 
accepting the electrical command from the DECU.  This 
arrangement enables the DECU to vary the pump discharge 
pressure according to the actuation system needs as it will 
described in the following section 4.  A check valve 
downstream of the pressure transducer prevents a reverse 
flow from the hydraulic system to the engine driven pump. 

The electric driven pump acts as an auxiliary unit for the 
hydraulic system; it is an axial piston, fixed displacement 

pump driven by a speed controlled brushless dc electric 
motor.  A gas charged accumulator is placed on the delivery 
line of the electric driven pump; the delivery line 
downstream of the accumulator is then connected to the  
delivery line of the engine driven pump upstream of the high 
pressure filter unit.  A check valve prevents a reverse flow 
from the hydraulic system back to the accumulator.  A 
pressure transducer measures the accumulator pressure and 
provides this information to the DECU that eventually 
controls the electric motor speed to maintain the 
accumulator pressure at the required value. 

The control of the hydraulic fluid cleanliness is performed 
by high pressure and low pressure filter units.  The high 
pressure filter unit consists of a filter element with a β200 = 3 
µm and a differential pressure transducer.  The high filtering 
grade is recommended to protect the actuators servovalves 
and ensure their correct operation over the entire system life. 
The differential pressure transducer provides indication of 
the pressure drop through the filter enabling the DECU to 
monitor the HPGU health as it will be outlined in section 5.  
No bypass valve is used for the high pressure filter unit 
because of the high sensitivity of the actuators servovalves 
to contamination.  If the filter creates a large pressure drop, 
also if temporary, it is preferable to accept a reduction of the 
actuation systems performance rather than risk to 
contaminate the actuators servovalves. 

213



The low pressure filter unit consists of a flow dividing 
valve, a filter element with a β200 = 10 µm, a differential 
pressure transducer and a bypass valve.  The flow dividing 
valve consists of a spring loaded pressure relief valve and a 
restrictor placed in parallel.  The flow dividing valve accepts 
the return flow from the actuators at its inlet and divides it 
into two output flows.  If the inlet flow is small, as it is for 
most of the operating time, the flow passes entirely through 
the restrictor because the pressure drop created by the 
passage of this flow through the restrictor is lower than 
required to open the relief valve.  If the actuators are 
commanded to move such to create a large flow, the 
pressure drop through the restrictor exceeds the limit of the 
relief valve that then opens bypassing the excess flow 
directly to the oil/fuel heat exchanger. In this case, part of 
the hydraulic fluid is not filtered by the low pressure filter, 
but this is not detrimental for the hydraulic system 
operation.  The purpose of the low pressure filter is in fact to 
protect the pump from excessive wear, which is a 
progressive process.  The passage of a limited quantity of 
unfiltered hydraulic fluid from the return line to the 
reservoir and eventually to the pump suction does not harm 
the pump operation, nor contribute significantly to the pump 
wear since the contaminants entrained by this flow will be 
eventually captured by either the high or low pressure filters 
as the fluid continues to circulate through the hydraulic 
system.  Moreover, the contamination level of the flow 
returning from the actuators is normally low, and it is thus 
acceptable that occasional return flow spikes are not filtered. 
On the contrary, the drain flows from the two pumps are 
routed directly at the return filter inlet since they carry most 
of the contaminants generated by the wear of the pumps 
moving parts.   

A differential pressure transducer senses the pressure drop 
through the filter element and provides the relevant signal to 
the DECU for monitoring the HPGU health status.  A 
bypass valve is placed in parallel to the filter element to 
prevent an excessive backpressure in the return line in case 
of actuators operation during a very cold start, or of filter 
element clogging.  An excessive backpressure in the return 
line could lead to a damage of the return line components of 
the hydraulic system, including the servovalves return paths.  
Opening of the low pressure filter bypass valve is signalled 
by a visual indicator to alert the maintenance crew; the 
visual indicator is provided with a thermal lockout to avoid 
its activation at low temperature since opening of the bypass 
valve in that condition is not an abnormal behaviour.  

The above described configuration of the low pressure filter 
unit offers the advantage of ensuring an efficient control of 
the hydraulic fluid cleanliness with a low size filter element, 
which entails lower HPGU size, weight and reduced 
maintenance costs.  The mean flow through the hydraulic 
system during a flight is typically lower than 10% of the 
maximum flow, hence a much greater filter would be 
required if designed to accept the rated system flow.  

The total return flow leaving the low pressure filter unit 
passes through a fuel cooled oil heat exchanger which is 
also provided with a bypass valve to prevent excessive 
pressure drop in case of system operation during a cold 

start-up.  It must be noticed that the fuel used as a coolant 
for the hydraulic fluid of engine hydraulic system has 
already been used to cool other aircraft system and may 
enter into the heat exchanger at a relatively high 
temperature; this makes highly important to minimize the 
energy losses in the engine hydraulic system to limit insofar 
as possible the maximum temperature of the hydraulic fluid.   

A system pressure relief valve is placed upstream of the 
high pressure filter unit with the purpose of protecting the 
hydraulic system from abnormal pressures that could arise 
as a result of abnormal transients of the actuation systems, 
or of a failure of any of the two pumps.  Section 5 will 
describe the recovery actions in case of a pump failure. 

A motor operated shutoff valve is placed on the suction line 
of the engine driven pump.  When open, this valve has a 
large enough passage to create minimum pressure drop, 
thereby avoiding any risk of cavitation at the pump suction. 
The purpose of this valve is to isolate the engine driven 
pump in case of its failure.  The shutoff valve is provided 
with end-of-travel switches to allow a periodical check of its 
operation, thereby avoiding dormant failures.  

The clean high pressure fluid leaving the high pressure filter 
is directed to a priority valve whose purpose is to ensure that 
the VIGV servoactuator always has the hydraulic supply 
fluid necessary for its operation.  The priority valve is a 3-
way valve accepting the hydraulic fluid from the high 
pressure line and directing it toward the VIGV and the 
VEN/TVN actuators. The hydraulic system is sized such 
that under normal conditions both VIGV and VEN/TVN 
actuators receive all necessary flow for their operation.  
However, in case of reduced flow delivery, the priority 
valve progressively closes the passage of the VEN/TVN 
actuators line, hence throttling the flow to these actuators 
while leaving the VIGV flow unabated.  This function is 
obtained by sensing the pressure in the hydraulic line 
connected to the VIGV servoactuator pressure supply.  If 
this pressure decreases below 20 MPa, the priority valve 
spool moves in the direction of closing the port of the 
hydraulic line connected to the VEN/TVN actuators  
pressure supply. 

A solenoid operated shutoff/bypass valve is placed on the 
supply line to the VEN/TVN actuators which consist of 
servovalve operated linear hydraulic actuators, each 
provided with a position transducer.  The purpose of this 
valve is to cut off the hydraulic power supply to these 
actuators in case of a failure, thereby inhibiting their 
operation and isolating the VEN/TVN part of the entire 
system from the hydraulic power supply.  At the same time, 
the supply and return lines downstream of the 
shutoff/bypass valve are interconnected, which allows the 
aerodynamic loads acting on the nozzle to bring back the 
actuators to an aligned, fail safe position.. 

The HPGU has two hydraulic fittings for connection to an 
external ground support equipment which is used to fill the 
system with the hydraulic fluid and circulate it through 
system passageways, pipes and components to ensure a 
complete air removal. 
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3.3 Nozzle servoactuators 

Four linear hydraulic servoactuators placed around the 
engine nozzle are used to perform VEN and TVN control.  
Each of the four servoactuator is comprised of a slightly 
unbalanced area linear hydraulic actuator whose flow is 
controlled by an electrohydraulic servovalve.  A small 
bypass orifice placed across the servovalve control ports 
allows the actuator recentering under the external pressure 
loads in case of loss of hydraulic pressure, and helps the 
position servoloop stability.  The two servovalve coils are 
independent and accept the control current from the two 
separate sections of the DECU.  A dual electrical position 
transducer placed inside the piston rod provides a dual 
redundant position indication to the DECU, which is used 
both to close the position servoloop and to monitor the 
system operation. 

The unbalanced area configuration for the nozzle actuators 
entails more reservoir volume, but on the other hand it 
greatly reduces the actuators length and allows the 
installation of the position transducer inside the actuator, 
which is beneficial for the transducer because of the hot 
environment around the engine nozzle. 

3.4 VIGVs servoactuators 

It was stated in paragraph 3.1 that one of the system 
objectives is to keep the probability of total loss of VIGVs 
operation lower than 1x10-9 per engine operating hour.  This 
will allow the applicability of this system to a single-engine 
aircraft. Although the HPGU architecture is based on two 
pumps, meeting the 1x10-9 probability of total loss of the 
VIGVs operation is not possible unless the two VIGV 
actuators are connected to two separate HPGUs.  A 
possibility could be to connect one VIGV actuator and the 
VEN/TVN actuators to the main HPGU, and the other 
VIGV actuator two an auxiliary HPGU.  Although this 
second HPGU could be miniaturized, still its weight, 
envelope and cost would be unacceptable, because it would 
anyhow be a complex unit made up by several components 
to simply provide the hydraulic power supply to a small 
servoactuator using a limited amount of flow.   

The most logical solution is to have a VIGV actuator 
connected to the HPGU acting as a master actuator, and a 
second VIGV actuator consisting of a fueldraulic, or of an 
electromechanical actuator, acting as a backup actuator.  
The author preferred choice for the backup actuator is for an 
electromechanical actuator because it will eventually lead to 
lower size and weight.  In case of failure of the master 
actuator, it is necessary to control the position of the VIGVs, 
and the actuator must be able to develop the full load, but 
the actuation rate could be reduced.  There are engine 
operating conditions in which the fuel pressure is low, 
which requires a large area of a fueldraulic actuator to 
balance the VIGV load.  On the contrary, an 
electromechanical actuator can be designed as a geared 
system in which a small motor torque is amplified by a 
compact gear reducer, while speed is reduced.  An optimum 
compromise can eventually be reached between motor size, 
gear ratio and output speed such to make the actuator able to 

operate against the maximum load at a reduced, albeit still 
acceptable, rate. 

The solution eventually considered in this research activity 
was hence to have a hydraulic master actuator and an 
electromechanical backup actuator.  The hydraulic master 
actuator is a servovalve controlled actuator with a rotary 
output and a dual electrical rotary position transducer.  The 
servovalve has configuration and operational characteristics 
identical to those of the nozzle actuators servovalves, and a 
small bypass orifice is also placed across the servovalve 
control ports. 

The electromechanical actuator consists of a brushless dc 
motor with its electric motor drive and a gear reducer.  A 
resolver on the motor shaft provides rotor position 
information to the electric motor drive to perform the 
appropriate switching of the motor currents and close a 
motor speed loop.  An absolute dual electrical position 
sensor provides position indication to close the position 
servoloop.  The electric motor power supply is automatically 
switched to the active electrical lane. 

3.5 System architecture summary 

The architecture of the entire system described in the above 
paragraphs is then: 
� Single hydraulic HPGU with dual pressure supply 

generation and pressure adaptiveness to the actuators 
loads 

� Nozzle servoactuators consisting of servovalve 
controlled linear hydraulic actuators, each provided with 
an internal position transducer for VEN/TVN control 

� Master and auxiliary VIGV servoactuators for VIGV 
position control.  The master servoactuator is a 
servovalve controlled hydraulic actuator with a rotary 
output, the auxiliary servoactuator is an 
electromechanical actuator.  The actuators are provided 
with a rotary position transducer 

� System control is performed by a DECU consisting of 
two independent, mutually isolated, lanes operating in an 
active-standby mode 

� All sensors and switches are dual electrical interfacing 
with the two DECU lanes 

� The electrical power supply to the electric motors of 
auxiliary pump, engine pump suction shutoff valve and 
auxiliary VIGV servoactuator is automatically switched 
to the electrical supply of the active DECU lane 

4 System operation 

4.1 Hydraulic power generation 

Under normal operating conditions the hydraulic power is 
simultaneously provided by the engine driven and by the 
electric driven pumps.  The engine driven pump is a variable 
delivery unit whose input shaft speed depends on the engine 
speed and is not a controlled variable.  The pump is hence 
designed with a maximum displacement such to provide the 
maximum flow also for the minimum speed condition that 
occurs when the engine is in ground idle.  
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The electric driven pump is a fixed displacement unit whose 
shaft speed is controlled by regulating the electric motor 
speed.  The pump is sized to provide the flow necessary for 
full rate operation of the VIGV servoactuator and for 10% 
rate of the VEN/TVN servoactuators. 
The hydraulic fluid side of the gas charged accumulator is 
connected to the portion of the electric pump discharge line 
between two check valves.  In this way, the liquid side of 
the accumulator can be filled only by the hydraulic fluid 
delivered by the electric motor pump and not by the engine 
driven pump. This is instrumental in allowing a good 
dynamic operation of the VEN/TVN servoactuators under 
certain operating conditions as it will be described later in 
this section.  The accumulator can then provide pressurized 
fluid flow to the system pressure line when this pressure 
falls below the pressure prevailing in the accumulator.   

4.2 System pressure control 

One of the key features of the HPGU is the adaptation of the 
system pressure to the loads acting on the VEN/TVN 
actuators.  The loads acting on these actuators are not related 
to the loads acting on the VIGV master actuator; therefore, 
this actuator is sized to develop the full load when the 
system pressure is at the minimum of its variation range.  A 
tradeoff analysis led to the conclusion to set the variation 
range of the system supply pressure from a minimum of 21 
MPa to a maximum of 35 MPa.  Pressures lower than 21 
MPa would have led to a too large VIGV master actuator, 
while the upper limit of 35 MPa is the present state-of-art 
for aircraft hydraulic systems. 
The value of the required system supply pressure is not 
determined by measuring the loads acting on the VEN/TVN 
actuators, or by measuring the pressure differentials across 
the control lines of those actuators.  That solution is in 
principle possible, but would have led to a very complex 
system, with a large number of components and a large 
number of wires, with added weight and reduced reliability.  
The solution devised for this system is to implement an 
engine model in the DECU that computes the values of the 
loads acing on the VEN/TVN actuators based on the engine 
conditions.  In fact, the DECU has all the necessary 
information to perform that calculation.  It has available the 
engine rating, the aircraft speed and altitude, the fuel flow 
rate as well as command and position of all actuators.  An 
appropriate algorithm can thus perform real time 
computation of the actuators loads and hence generate the 
value of the optimum system supply pressure for that 
operating condition.  A similar concept is proposed for the 
hydraulic system of high-speed tilting trains [11]. 
When the loads on the VEN/TVN actuators are below a 
limit, the system pressure is kept constant at 21 MPa; this 
pressure is sufficient to ensure the full performance VIGV  
operation up to the maximum load and for full performance 
VEN/TVN operation up to the limit load, which normally 
occurs for more than 90% of the flight time.  When the 
VEN/TVN loads grow higher than the limit, the DECU 
issues an appropriate signal to increase the system pressure 
as necessary.  This is accomplished by creating two pressure 
control loops: one for the engine driven pump and one for 
the electric driven pump. 

The pressure control loop of the engine driven pump uses as 
a feedback signal the pressure transducer of that pump 
discharge line; the pressure error is processed by a 
proportional control law to generate the electrical input 
signal to the pressure control valve modulating the pilot 
pressure for the pump pressure compensator.  As a result, 
the pressure compensator setting is changed and the engine 
pump discharge pressure is accordingly modified.   

A pressure control loop is also created to control the 
discharge pressure of the electric driven pump.  Again, the 
pressure transducer of that pump discharge line provides the 
feedback signal to close the pressure servoloop and generate 
the pressure error which is processed by a proportional 
control law.  The resulting control signal is accepted as a 
speed signal by the pump electric motor drive; the pump 
speed is hence adjusted such to maintain the discharge 
pressure at the required value. 

Since the output flows of the two pumps are eventually 
merged, a concern is the possible insurgence of a hunting 
effect between the two parallel pressure control loops.  To 
avoid that, the pressure command for the engine driven 
pump is set by the DECU to a value slightly greater than 
that for the electric driven pump. For the prevailing load 
conditions the pressure command for the engine driven 
pump is then set at 21 MPa, while that for the electric driven 
pump is set at 20.5 MPa.  Therefore, in these conditions the 
main function of the electric driven pump is to keep the 
accumulator pressurized at 20.5 MPa, while the actuators 
flow is provided by the engine driven pump.  However, 
should the system pressure temporarily fall below 20.5 MPa, 
the accumulator will deliver the pressurized fluid volume 
necessary to maintain the system pressure at 20.5 MPa and 
ensure the actuators dynamic response.  It must in fact be 
noted that the time required by the variable delivery 
mechanism of the engine driven pump to go from zero to 
full displacement could be 30 to 40 milliseconds.  Without 
the reserve fluid provided by the accumulator, this would 
result in some initial delay of the VEN/TVN actuators 
response following a large step command, while the 
presence of the accumulator ensures a fast dynamic 
response. 

If conditions are detected by the DECU  requiring a system 
pressure above the 21 MPa base threshold, the pressure 
command computed by the DECU algorithms is provided to 
the two pressure control loops.   As it was mentioned before, 
the flow delivered by the engine driven pump cannot be 
directed to the accumulator, that can only be replenished by 
the flow delivered by the electric driven pump.  The reason 
for this solution is that if no check valve were present 
downstream of the accumulator, if a command is issued by 
the DECU to the VEN/TVN servoactuators simultaneously 
to the variation of the pressure set, the actuators response 
could suffer from a large delay because a large portion of 
the engine driven pump flow would be drawn to replenish 
the accumulator.  It is therefore much better to allow all the 
engine driven pump flow to be available to the actuators 
while leaving to the electric driven pump the task of 
providing the amount of fluid volume necessary to bring the 
accumulator pressure to the required value.  Of course, the 
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VEN/TVN actuators dynamic response for this particular 
operating condition might fall short of entirely meeting the 
requirements because of the time response of the variable 
delivery mechanism of the engine driven pump.  However, 
this shortfall is negligible in most of the cases, and has some 
effect only when a very large step command is given to the 
nozzle actuators either for VEN or TVN operation.   

Figure 3 shows the most critical condition of a nozzle 
initially aligned along the engine axis, which receives a full 
deflection command for which the actuators will be 
subjected to the maximum load and hence to the maximum 
pressure.  When the DECU receives from the aircraft flight 
control system the new position demand, it converts it into a 
position command varying in time with a rate equal to the 
maximum design speed of the actuators and it 
simultaneously issues the new pressure command.  The 
nozzle position command xsetN and response xN for this 
severe condition, as well as the variation of the actuators and 
of the supply pressure are shown in Fig. 2.  The actuator 
response has an initial maximum transient delay of about 
100 ms due to the combined time delay of the supply 
pressure control system and variable delivery mechanism of 
the pump; the delay of the actuator response progressively 
reduces as the pump reacts.   The 100 ms initial delay is 
large, but it is still acceptable for this type of command. 

 

Figure 2: TVN transient following a full deflection 
command with associated actuators load increase from 
minimum to maximum 

5 Performance 

5.1 Mathematical model 

The system performance was assessed for all range of 
operating conditions with the help of a dedicated 
mathematical model representative of the entire air flow 
control system.  PI control laws with a small dead band and 
a saturation on the integrator path were used for VIGV and 
VEN/TVN position servoloops, while a simple proportional 
control was used for the pressure control loops.   

The mathematical model was a "physical type" model and 
was implemented as a Matlab/Simulink software code.  The 
model is of non-linear type and provides the values of the all 
state variables versus time.  The independent variables are: 

- Nozzle actuators position commands 
- Variable inlet guide vanes actuators position command 
- Nozzle and VIGV actuators loads 
- Engine rating (pump speed) 

The model accepts the oil temperature as a parameter and 
will thus compute the relevant characteristics of the 
resistance and capacitance of the hydraulic components.  
The model is essentially organized in different blocks. A 
master block reads the input variables and data, and then 
manages the simulation. At definite intervals of the 
simulation time the master block prints the value of all the 
main variables and stores most of them in a file for 
subsequent plotting.  The other blocks are each dedicated to 
one of the subsystems and interface with the master block.  
A very detailed model was of each of the subsystem 
components was developed in order to obtain an accurate 
simulation.   An example of the simulation accuracy reached 
by mathematical models of hydraulic components is 
presented in [12].  The DECU characteristics such as A/D 
converter resolution, recursion rate, computation time were 
duly addressed by the mathematical model. 

5.2 Dynamic response 

The results of the simulations showed the ability of the 
system to meet the time and frequency response 
requirements typical for a primary flight control of a front 
line aircraft.  As an example, Fig. 3 shows the time response 
to a small step command to the nozzle actuators in VEN 
mode equal to 3% of the full actuators travel.  The time 
required to reach the commanded position is equal to 25 ms 
in agreement with the specifications. 

 

Figure 3: VEN transient for a small step position command 

Figure 4 shows the time response to a large step command, 
equal to 30% of the full actuators travel.  The time required 
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to reach the commanded position is in this case equal to 160 
ms, which shows the ability of the nozzle actuators to 
operate very fast. 

 

Figure 4: VEN transient for a large step position command 
 

The following Fig. 5 shows the nozzle servoactuators 
frequency response when commanded in TVN mode.  As it 
can be seen from the figure, the TVN servoloop has a 3 dB 
attenuation at 10 Hz and a 45° phase lag at 7 Hz, which are 
characteristics in line with primary flight control actuators 
requirements. 

An even better dynamic performance is presented by the 
VIGV subsystem, both when commanded by the hydraulic 
master servoactuator (normal operating mode), or when 
commanded by the backup electromechanical actuator.   
Figure 6 shows the VIGVs frequency response for the case 
of operation with the backup electromechanical actuator. 

5.3 Heat generation 

Heat is generated in the hydraulic system from hydraulic 
and mechanical sources.  Pressure losses of the fluid flow 
through the hydraulic lines, passageways and metering 
ports, as well as the leakage flows from high to low pressure 
side through the hydraulic components generate heat.  
Windage and tare losses originated by the pumps rotation 
are a second source of heat generation.  Most of these power 
losses are dependent on the system supply pressure; in 
particular, the losses associated to the internal leakage are 
almost proportional to the square of the supply pressure.    

Simulations were run to assess the average heat generation 
during different types of aircraft missions and an average 
heat generation for the variable pressure system equal to 
60% of that for a constant pressure system was found.   This 
reduction of heat generation is highly significant because it 
greatly reduces the average temperature of the hydraulic 
fluid with ensuing longer life and improved system 
reliability. 

  

Figure 5: Nozzle servoactuators frequency response in TVN 
mode 
 

 
Figure 6: VIGVs frequency response when commanded by 
the backup electromechanical actuator 

6 Failure behaviour 

6.1 In-flight monitoring 

The DECU uses the available information of the system 
status to perform a continuous monitor of the system 
behaviour in flight, detect failures that could impair the 
system performance and lead to potentially flight safety 
critical failures.  If any of such failures is detected, the 
DECU takes the appropriate actions to isolate the failed 
component and reconfigure the system operating mode to 
allow a continued safe flight.  The main failure cases are 
described hereunder.  It must be emphasized once more that 
in case of failure ensuring the VIGVs operation is the 
primary objective. 

6.2 Failure of a flow control component 

All electrically operated valves and all sensors are dual 
electrical with the two electrical lanes interfacing with the 
two sections of the DECU.  The two electrical lanes of the 
sensors are always active and the signals acquired by the 
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two sections of the DECU are mutually exchanged between 
them, so that each DECU section has available the 
information coming from both sensor lanes.  The electrically 
operated valves work in an active/standby mode; if the 
active section fails, the control is switched to the other 
DECU section.  

The functionality of the electrical parts of the control valves 
is continuously verified by performing the current wrap-
around: the actually measured control current is compared 
with the current command.  If an error is detected, the 
control is switched to the other electrical lane and the 
operation continues with full performance. 

If a failure occurs of any of servovalves controlling the 
VEN/TVN actuators position, this is recognized as an 
abnormal, or uncommanded movement, or lack of 
movement of the VEN/TVN.  In this case the solenoid 
operated shutoff/bypass valve is de-energized, which causes 
the valve to block the connection of the servovalves supply 
lines and to create a bypass and a connection with the return 
line for the actuators.  In this condition, the internal pressure 
forces acting on the nozzle will eventually recenter the 
nozzle and lead it to a fail-safe position.  It must be noticed 
that the VEN/TVN actuators, as well as the VIGV actuator, 
have a small bypass orifice across their control lines, which 
allows a slow movement under the external loads without 
compromising the dynamic response. 

If the same type of failure occurs to the servovalve 
controlling the VIGV, there is no shutoff/bypass valve to 
isolate the VIGV servoactuator.  The recovery action thus 
consists of totally removing the hydraulic power supply by 
switching off the electrically driven pump and by 
commanding the shutoff valve on the suction port of the 
engine driven pump to close.  This will starve the pump and 
after the accumulator will be emptied by the internal 
leakages, there will no longer any supply pressure available.  
Together with these commands, the VIGV backup 
electromechanical actuator will be activated and will take 
control of the VIGV operation, while the VEN/TVN 
actuators will recenter as for the previous failure case.  Of 
course, it would be possible to place a solenoid operated 
shutoff/bypass valve also on the VIGV supply line and 
allow a full system operation after a failure of the VIGV 
hydraulic servoactuator.  However, the probability of failure 
of the VIGV hydraulic servoactuator is small and does not 
justify the additional weight, complexity and cost of another 
electrically operated shutoff/bypass valve. 

The priority valve is a flow divider throttling the flow to the 
VEN/TVN actuators when necessary in order to keep full 
flow capability to the VIGV hydraulic actuator.  It could fail 
in two ways: unnecessary throttling the flow to the 
VEN/TVN actuators, or not doing it when needed.  In this 
second case, the VIGVs will not respond with the required 
dynamics and the DECU will activate the electromechanical 
actuator.  The correct VIGV operation can thus be ensured, 
and appropriate troubleshooting on ground will allow to 
detect whether the root cause of the anomalous behaviour 
was a failure of the priority valve, or of the VIGV hydraulic 
servoactuator. 

6.3 Failure of a pump 

The engine driven pump can fail in several ways, however, 
all type of failures will eventually end up in: 

� Lack of providing the pressurized fluid flow (could be 
for instance the case of fracture of the drive shaft) 

� Uncontrolled flow delivery (could be the case of the 
pump hanger plate stuck in the maximum displacement 
position) 

� Large internal leakage (could be the result of abnormal 
wear of the pump pistons) 

The first of the above three failures cases is detected by a 
lack of pressure signaled by the relevant pressure transducer.  
If this failure takes place, the DECU will still provide 
commands to the VEN/TVN actuators, but at a greatly 
reduced rate to be compatible with the flow delivered by the 
electrically driven pump. 

The second failure case will lead to an excess flow, an 
uncontrolled pressure increase and the consequent opening 
of the pressure relief valve.  A large heat generation will 
occur very likely leading to an abnormal temperature 
increase.  As long as the hydraulic fluid temperature remains 
below a safe limit, no action will be taken.  When the 
temperature grows above the limit, the shutoff valve on the 
suction port is commanded to close, thereby starving the 
pump and the operation will continue with the electrically 
driven pump alone as for the previous failure case.  A 
similar occurrence is for the third failure case of abnormally 
high internal leakage. 

If the electrically driven pump fails, the same possible 
occurrences outlined above for the engine driven pump can 
eventually show up, though they can be originated from 
other causes, such as a failure of the electric motor or of its 
drive.   Lack of providing the pressurized fluid flow will 
prevent the accumulator from being replenished, which 
could reduce to a minor degradation of the VEN/TVN 
servoactuators dynamic response, but leave full performance 
to the VIGV servoactuator.  This failure is detected by a 
lack of pressure signaled by the relevant pressure transducer.  
An uncontrolled fluid flow, or an excessive internal leakage 
will likely remain undetected in flight because the low 
maximum flow rate deliverable by the electrically driven 
pump would probably does not entail an abnormal 
temperature increase for the hydraulic fluid.  Should a too 
high temperature be actually reached, the same recovery 
action described for the engine driven pump failure will be 
taken.  It could at first seem wrong to starve the engine 
driven pump, which is normally working, as a consequence 
of a failure of the electrically driven pump, but this action is 
effective because the internal leakage of the engine driven 
pump is a large source of heat generation.  Therefore, 
bringing to zero that heat source is effective in limiting the 
temperature rise. 

6.4 Failure of the filter units and of the heat exchanger 

Filter units and heat exchanger are the system components 
contributing in maintaining a good condition of the 
hydraulic fluid.  High pressure and low pressure filters have 
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a certain dirt holding capacity; when this is exceeded the 
pressure drop through the filter increases rapidly, which is 
signalled by the relevant differential pressure transducer.  
Since the dirt accumulation in the filters is not a sudden 
event, but a progressive phenomenon, when the pressure 
drop grows above the acceptance limit a warning is 
generated by the DECU, but enough pressure differential is 
left for the actuators, allowing a reliable operation for the 
remainder of the flight.  In the very remote possibility of a 
complete sudden clogging of the high pressure filter, 
VEN/TVN will not be possible, but the VIGVs could still be 
operated by the electromechanical actuator.  Sudden filter 
clogging of the return filter does not impair the actuators 
operation because its bypass valve will open allowing direct 
passage of the return fluid to the heat exchanger. 

It was outlined in paragraph 3.2 that the low pressure filter 
unit includes a flow dividing valve that bypasses part of the 
return flow to the heat exchanger when this flow is greater 
than an established limit.  If this valve fails closed, then a 
temporary larger than normal pressure develops in the return 
line during rapid VEN/TVN actuators movements, which 
could result in a reduction of the actuation speed.  No 
corrective action is taken by the DECU, but a warning is 
generated for the maintenance crew to signal the anomalous 
behaviour.  If the valve fails open, most of the return flow 
will not be filtered by the low pressure filter.  Although 
undesired, this failure normally has limited consequences 
because the mostly contaminated hydraulic fluid flow is the 
drain flow from the pumps, which does not pass through the 
flow dividing valve and it is routed directly to the low 
pressure filter.  A failed open failure of the flow dividing 
valve can be detected by the health usage and monitoring 
system mentioned in section 7 of this paper. 

A reduction of the heat transfer capability of the heat 
exchanger is very unlikely; it could occur as a result of a 
partial or full clogging of the heat exchanger passageways, 
or of an anomalous condition on the fuel side, such as a very 
high temperature of the cooling fuel.  Whatever that failure, 
the end result is an abnormal temperature increase of the 
hydraulic fluid.  The corrective action is the same as for a 
pump failure: firstly, close the suction line of the engine 
driven pump; if this is not enough, shut down the electric 
driven pump and operate the VIGVs with the 
electromechanical actuator.    

6.5 Failure of pressure and direction control 
components 

The pressure relief valve protecting the system from 
overpressures could fail in two modes: remaining closed in 
case of overpressures, or opening at low pressures.  If the 
first failure mode (failed closed) occurs, this will anyhow be 
a second system failure: firstly there must be a component 
failure yielding an overpressure, and secondly the pressure 
relief valve failure.  This combination of failures has a 
remote probability of occurrence, well below 1x10-9 per 
engine operating hour because the latency period between 
two check of the pressure relief valve operation must be 
duly taken into account.  It must be in fact considered that 
the functionality of the pressure relief valve can be 

periodically tested on ground by commanding a slow 
increase of the discharge pressure for the electrically driven 
pump.  When the pressure corresponding to the relief valve 
setting has been attained, no further pressure increase should 
be measured because the relief valve will open.  If a 
pressure increase above the relief valve setting is signaled 
by the pressure transducer, the test is immediately stopped 
and a relief valve failure is then signaled.  However, should 
this combination of the above mentioned failures actually 
take place in flight, the pressure sensor of the failed pump 
which is the root cause of the excessive pressure build up 
will signal the abnormally high pressure and the flow from 
that pump will be brought to zero, either closing the pump 
suction (for the engine driven pump), or cutting off the 
electrical power supply (for the electrically driven pump). 

If the pressure relief valve fails open, this will result in a 
decrease of the supply pressure below  the normal minimum 
of 21 MPa and in an increase of the temperature of the 
hydraulic fluid.  Depending on whether the pressure relief 
valve fails partially or fully open two different scenarios are 
possible.  If the pressure relief valve is only partially open, 
then the priority valve will adjust the control areas for the 
VIGVs and VEN/TVN actuators such to ensure full 
performance of the VIGVs.  A slower than commanded 
movement of the VEN/TVN actuators will be detected by 
the DECU and an alert signal is generated.  If the pressure 
relief valve fails fully open, then the system supply pressure 
falls to a very low value and no further operation is possible 
with the hydraulic actuators.  Operation of the VIGVs is 
then performed by the electromechanical actuator. 

The HPGU includes two check valves that can fail either 
closed, or open.  If any of the two fails closed there could be 
conditions in which not enough flow can be provided to the 
actuators.  In this case, the priority valve will limit the 
VEN/TVN flow and the slower than commanded actuation 
will be detected by the DECU, thereby generating an 
anomalous behaviour alert.  If the check valve of the engine 
pump delivery line fails open, this will allow a reverse flow 
from the system supply line back to the engine driven pump 
in case of simultaneous failure of that pump.  The 
probability of combination of these two failures in flight is 
extremely remote because of the low failure probability of a 
check valve and because the check valve functionality can 
be tested during periodical pre-flight checks by looking at 
the indication of the pressure transducer of the engine pump 
discharge line when only the electric driven pump is 
activated on ground.  Anyhow, should this remote 
combination of failures occur in flight, VIGVs operation can 
be ensured by their electromechanical actuator. 

If the check valve on the accumulator output line fails open, 
this will lead to a partial degradation of the VEN/TVN 
dynamic response if they are commanded during a phase of 
increasing system pressure because part of the fluid flow 
delivered by the engine driven pump will be drawn by the 
accumulator, hence reducing the flow available to the 
actuators.   The functionality of this check valve can also 
periodically verified in pre-flight after the engine has been 
started and the engine driven pump is running.  A high 
pressure level can be commanded to the pressure control 
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loop of this pump, while a low pressure level is commanded 
to the pressure loop of the electric driven pump.  If the 
accumulator pressure increases, that will be an indication of 
a failed open check valve.   

6.6 Failure of the reservoir  

The reservoir is provided with temperature and hydraulic 
fluid quantity transducer and with a low hydraulic fluid level 
switch.  It also has a visual level indicator that can be used 
for a further check by the maintenance personnel.  Aside of 
a structural failure, or of a seal failure that are discussed in 
the following paragraphs, a possible reservoir failure is the 
seizure of its piston that remains stuck in one position.  In 
this case, if the system operation and the temperature 
variations would bring about a volume increase of the 
hydraulic fluid in the reservoir, such volume increase cannot 
be accommodated and the reservoir relief valve will first 
open, then the safety disc will spill the excess fluid volume 
overboard.  This failure will eventually be detected by the 
health usage and monitoring system because no variation of 
hydraulic fluid level in the reservoir will be sensed in 
association with the VEN/TVN actuators movements.  
Those actuators are unbalanced area actuators and their 
movement entails a variation of the hydraulic fluid volume 
in the reservoir.   

If the reservoir piston is stuck, but the operating conditions 
would bring about a decrease of the hydraulic fluid in the 
reservoir, there will be a decrease of the pressure at the 
suction ports of the pumps.  This might lead, or not, to 
cavitation of one or both pumps and to anomalous actuators 
operation.  If rapid variations of the actuators position are 
commanded, and hence large flows required, not enough 
flow could be available due to pumps cavitation.  The 
priority valve will ensure the correct operation for the 
VIGVs actuator, but the VEN/TVN actuators will move at a 
slower than commanded speed.  An alert signal is thus 
generated by the DECU, and the health usage and 
monitoring system will then identify the cause of the 
anomalous behaviour by analyzing the system response to 
the commands that the DECU will continue generating for 
the remainder portion of the flight.  

6.7 Failure of the accumulator 

A possible failure of the accumulator is the partial or total 
loss of the gas charge.  If this happens, the accumulator 
function is lost, which results in a possible reduction of the 
actuators dynamic performance because the pumps 
dynamics comes into play when the actuators receive a new 
position command.  The amount of dynamic performance 
reduction depends on the type of command generated by the 
DECU; deviations from the expected response are 
recognized and analyzed by the health usage and monitoring 
system, which provides a warning and a clue for 
troubleshooting  to the maintenance personnel.  A loss of the 
gas charge can be further confirmed by measuring the time 
necessary to rise the pressure at the system start-up when the 
electric driven pump is activated before the engine is started.  
If the gas charge is lost, there will be a noticeable reduction 
of the time needed to rise the pressure. 

The same behaviour happens in case of a fracture of the 
membrane separating the gas from the liquid side of the 
accumulator.   A possible additional consequence of this 
failure is the origin of an instability of the VIGVs and 
VEN/TVN servoactuators caused by a large quantity of gas 
mixed with the hydraulic fluid.  If an persistent actuators 
position oscillation is recognized by the DECU, the solenoid 
operated shutoff/bypass valve of the VEN/TVN actuators is 
first de-energized.  If the oscillation persists in the VIGVs 
hydraulic servoactuator, the supply pressure is removed by 
closing the shutoff valve on the engine driven pump suction 
port and stopping the electric driven pump.  At the same 
time, the VIGVs electromechanical actuator is activated.  

6.8 Failure of the components seals and components 
fractures 

All hydraulic components have seals preventing internal and 
external leakages.  A seal failure causing an internal leakage 
would eventually lead to more heat generation and some 
reduction of the maximum flow available for the actuators 
operation.  If the additional internal leakage generated by a 
seal failure is small, that might remain undetected, but it will 
also not directly affect the system operation.   However, in 
general a failure of an internal seal leads to a very large 
internal leakage with great reduction of the system 
capabilities and large temperature rise.  For instance, if a 15 
mm diameter cylinder seal fails and a 0.05 mm radial 
clearance is left open between piston and cylinder, a leakage 
flow of about 20 l/min develops for 21 MPa pressure 
differential.  This is a huge amount of flow that will cause a 
very fast temperature rise, and the same recovery actions 
will be taken as for the case of the failed open pressure relief 
valve discussed in paragraph 6.5. 

If there is a failure of an external seal, this will eventually 
lead to a depletion of the hydraulic fluid.  A rapid depletion 
in flight will lead to the inability of the hydraulic system to 
operate, but the VIGVs can still be operated by the 
electromechanical actuator.  A slow depletion can be 
signalled by the health usage and monitoring system, that 
will generate an alert signal allowing the maintenance 
personnel to check the system, identify the fault and repair it 
before the fault grows into failure during the following 
flights. 

The same consequences of a large external leakage are 
caused by a fracture of any component of the hydraulic 
system. 

6.9 Failure of the actuators 

The most likely failure of a hydraulic actuator is a failure of 
any of its seals, which has been addressed in the above 
paragraph 6.8.  A structural failure of its cylinder will lead 
to a loss of hydraulic fluid, which also has been addressed in 
paragraph 6.8, and eventually to a mechanical 
disconnection.  This is also the case of a fracture of the 
piston rod, or of the actuator eye ends.  A structural failure 
will thus be detected by a loss of VEN/TVN operation, or of 
VIGVs operation.  However, if there is a failure of the 
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hydraulic VIGVs actuator, operation will continue under the 
action of the electromechanical actuator. 

Failures of the servovalves controlling the actuators flows 
have been addressed in paragraph 6.2.   

The VIGVs electromechanical actuator is used as a backup 
unit and its functionality is regularly checked in pre-flight to 
make sure that there are no dormant failures and that this 
actuator is thus able to ensure VIGVs operation if required 
to do so in flight. 

6.10 Failure of transducers and switches 

All transducers and switches are dual electrical and interface 
with the two sections of the DECU.  The VEN/TVN and 
VIGVs position control loops operate in an active/standby 
mode, but the two electrical sections of the transducers are 
always active and provide the relevant signals to the two 
sections of the DECU that mutually exchange the 
informations.  An individual monitoring of the transducers is 
continuously performed during the system operation.  An 
effective monitoring is possible by analyzing the output 
signals of the individual transducers, by comparing the 
signals of the two sections of the same transducers, and by 
correlating the values of mutually related quantities. 

7 Health usage and monitoring system 

The Health Usage and Monitoring System (HUMS)  has 
three main tasks: 

� Detect failures in flight 
� Check in pre-flight that all components are properly 

operating, including those that cannot be continuously 
monitored in flight 

� Collect all available information and process it through 
dedicated algorithms to recognize possible slow 
degradations of the system components 

If a failure is detected in flight, then the DECU takes the 
appropriate corrective actions to allow a continued safe 
flight, as outlined in the paragraphs of section 6. 

Appropriate pre-flight checks are performed before flight 
initiation to ensure that no failures are present, and built-in-
tests are run to discover potentially dormant failures, such as 
a failure of the pressure relief valve to open.  Another pre-
flight check consists of closing and opening the motor 
operated shutoff valve placed on the engine driven pump 
suction and verify that the end position are reached, which is 
signaled by the closing and opening of the end-of-travel 
switches. If a failure is detected in pre-flight, the 
maintenance crew is alerted and the required maintenance 
action is taken. 

In addition to detect failures, either in flight, or in pre-flight, 
thereby ensuring the system safety and preventing the 
occurrence of flight safety critical conditions, the DECU has 
available all information of the system state variables that 
allow the implementation of algorithms able to detect if a 
degradation is under way.  If this happens, an alert signal is 
generated to warn that the system characteristics are drifting 

away from nominal, and that a maintenance action must be 
taken in due time before the fault develops into a failure.   

8 Conclusions 

The hydraulic power generation system and the associated 
actuators described in this paper make up a possible 
evolution beyond the state-of-art in the thrust control of 
military jet engines.  The main features of the system 
described in the paper that provide an advancement over the 
existing systems are: 

� Implementing a thrust vector control capability able to 
provide pitch and yaw control of the aircraft with 
dynamic performance equivalent to that of the primary 
flight control actuators 

� Allow a safe flight  condition after any single failure also 
for the case of a single-engine aircraft 

� Improve the system maintainability by implementing an 
effective health usage and monitoring system capable of 
detecting failures, faults and degradations by performing 
appropriate in-flight monitoring, pre-flight checks and 
degradations detection.  This will result in a 
maintainability enhancement, with an ensuing reduction 
of the maintenance costs and an increase of the aircraft 
availability. A further work is under way to fully define 
the health usage and monitoring system algorithms, 
identify the fault-to-failure mechanisms of all system 
components and establish the optimal values of the alert 
thresholds for a reliable signaling of the degradation 
process without generating false alarms.  
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Abstract 

Pressure and flow ripple generated by a fuel pump have essential impact on static and dynamic 

performances of an engine control system. It is especially dangerous for open-loop control used 

at a turbojet starting mode. The fuel consumption deviation at the engine starting caused by 

nonlinear averaging of fluctuations over throttling elements can reach up to 25% of a nominal 

value and provoke engine stopping. In the paper, the method for calculation of the hydro 

mechanical system characteristics in the presence of fluid born noise and its application for the 

turbojet start control system are developed. The harmonic analysis and the least mean square 

(LMS) method for the restrictor performance linearization is used. To avoid influence of fuel 

flow disturbances on the engine static performance it is proposed to increase system accuracy at 

the starting mode by placing the hydraulic RL-filter into the control unit. The effect of the 

device was surely verified by the engine test results. 

Keywords: Fuel flow ripple, turbojet control system, performance accuracy 

1 Introduction 

The problem of high flow ripple level generated in hydraulic 

systems is well known [e.g., 1]. The fluctuations of a 

working fluid caused by non-uniformity in delivery of 

hydraulic and fuel pumps, instability of separate system 

circuits, have essential impact on static and dynamic 

performances of aircraft power and control systems. 

Working fluid ripple is especially dangerous for turbojet 

open-loop control systems at a start mode. The fuel 

consumption deviation at the engine starting caused by 

nonlinear averaging of fluctuations across resistive elements 

can reach up to 25% of a nominal value. Therefore research 

of characteristics of engine control systems taking into 

account high-frequency noise to develop measures for 

increasing their static and dynamic accuracy is very 

important and actual.  

The problem of calculation of control system static and 

dynamic characteristics in the presence of fluid born noise is 

generally reduced to searching of the solution of system of 

the nonlinear differential equations with variable 

parameters. Variable parameters are hydraulic resistances of 

throttling elements evaluated as a result of solution of an 

equation subsystem in relation to high-frequency 

fluctuations. Such decision is possible at an assumption that 

a characteristic time of dynamic process of a desired signal 

is much more (at least by 5... 10 times) than the greatest 

period of oscillation components. 

In the paper, the generalized scheme of a turbojet control 

system containing in its structure sources of fluid 

oscillations is considered. The fluctuation sources are 

presented in the form of equivalent flow sources, the system 

parameters - in the form of the sums of slow variable and 

high-frequency components. 

The calculation models of the throttling elements are 

presented separately for a slow useful signal and a high-

frequency noise in the form of two interconnected equation 

systems. The high-frequency model of the control system is 

considered as distributed parameters system with circuit 

elements described in the form of acoustic two-port 

network. The system parts containing moving elements are 

presented in the form of six-pole network, which matrix 

coefficients depend on the frequency of fluctuations, 

parameters of connecting channels and damping properties 

of the element. 

The simultaneous solution of the nonlinear differential and 

algebraic equations is made by a numerical method. On an 

initial step of iterations the slowly changing system 

parameters are calculated without high-frequency 

fluctuations, then, having used an impedance method, 

complex amplitudes of pressure/flow oscillations in the 

allocated sections and pressure drops across restrictors are 

determined. The calculation by such iterative method is 

conducted till ensuring the required accuracy. 

The realization of the stated technique is presented to 

estimate influence of high-frequency fluctuations of a 

working fluid on static performances of the turbojet at the 

starting mode and to develop measures for increase system 

accuracy under conditions of fuel flow pulsations. 
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2 Modeling 

Consider hydraulic circuit having some source of FBN, 

which can be presented as equivalent flow source 
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where Q0 – steady flow component; qr  - complex amplitude 

of flow rate for r-component of spectrum; ωr – circular 

frequency of r-component; r=1…R – harmonic number. 

Then pressure, flow rate at a cross section ij and 

displacement of a moving element n of the circuit can be 

presented by sums of slow varying and high-frequency 

components 
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where P,Q and H – corresponding pressure, flow rate and 

displacement; i=1…I – number of circuit segment; γ=1 –

corresponds to inlet of circuit segment; γ=2 - corresponds to 

outlet of circuit segment; n=1…N – number of moving 

element. 

Since the control system nonlinear properties are mainly 

defined by throttling elements, for calculation of the poly 

harmonic oscillatory process it is expedient to use harmonic 

analysis and the least mean square (LMS) method for the 

throttle performances linearization.  

Model of hydraulic resistance k can be presented according 

to (2) for a slow varying useful signal by  
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and for high frequency components by 

      r r
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where 
kP  - slow varying component over nonlinear 

resistance k; 
kL  - inductance of throttle element; 

ln, ln,,k n k   - coefficients of linear and non linear hydraulic 

loses over throttling element; 
,kr kQ  - critical flow rate till 

linear law of hydraulic loses exists; 
kP - pressure drop 

increment over throttle element due to non linear averaging 

of pressure fluctuations; 
 r

kp ,  r

kq  - complex amplitudes 

of pressure drop and flow rate over throttling element k for a 

spectrum component r; bk – linearization coefficient for 

pressure/flow curve of the throttle k. 

Linearization coefficient bk and shift function (or systematic 

error) 
kP  are determined using LMS method (flow 

oscillation as input signal). 

A typical system part where the mean pressure shift occurs 

is presented in Figure 1.  

 

Figure 1: Diagram of a lateral pipeline: 1 –pipe (d=7.8mm, 

L=3.3m), 2 – restrictor (an orifice plate) d=1.04mm, 3 – 

vessel V=0.5l  

A restrictor 2 is located close to capacity input 3 at the pipe 

end. The restrictor has a sharp front edge and a rear edge 

angle 120
0
. Working fluid viscosity is 20*10

-6
 m

2
/s, density 

is 780 kg/m
3
. 

An input signal  

    0 1 1expP t P p j t   (5) 

where P0=40 bar, p1=4.2 bar.  

Theoretical and experimental research shows that pressure 

oscillations close to harmonic signal give a constant 

component of pressure difference over such asymmetrical 

restrictor (Figure 2). The similar phenomenon is observed at 

polyharmonic oscillations so over symmetric as asymmetric 

restrictors.  

 

Figure 2: Dependence of a constant component of pressure 

difference on the frequency of fluctuations  

Thus, if hydraulic system has a closed volume with a 

throttling element at the input, pressure pulsations can lead 

to emergence of pressure difference on a throttle which 

value changes depending on a spectrum of pulsations. Thus 

mean pressure in the cavity will drift relatively mean 

pressure in the system. In some systems it can have critical 

consequences. 

3 Application example 

Efficiency of the outlined method can be demonstrated on 

the example of turbojet control unite shown in Figure 3 

pressure ripple being generated by fuel gear pump 4.  
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Figure 3: Diagram of the engine fuel control unit: 1-

metering pin; 2-pressure drop control valve; 3-pressure 

relief valve; 4-gear pump; 5-sensing element (pilot valve); 

6-slave valve; 7-throttle; 8-bellow; 9-pressure drop 

compensator 

At a starting mode of operation a desired fuel rate 

determines by a control handle and a compressor pressure 

ratio. Fuel variation is carried out by moving metering pin 1 

and changing its flow area. The pressure drop across the 

metering pin 1 is stabilized by the control valve 2 acting on 

the relief valve 3. If pressure drop across the pin 1 increases 

then the sensing element 5 moves upwards causes the valve 

6 to open and to lower pressure in the spring chamber of the 

relief valve 3. The latest goes down increasing by-pass flow 

from the pump output to the input thus recovering pressure 

differential across the pin 1 and the fuel flow rate too.  

The fuel flow rate must increase with the compressor 

pressure ratio Pc/P1
* 

increasing. This task is carried out by 

the pressure drop compensator 9. As the ratio Pc/P1
*
 

increases, the needle valve of the compensator 9 moves 

down in Figure 3, thus increasing the fuel discharge flow 

from the chamber outside bellow 8 leading to the valve 6 

closing. Then pressure in the spring chamber of the valve 3 

increases, the latest moves upwards closing flow area, thus 

increasing pressure at the input of the metering pin 1 that 

consequently results in the fuel flow Qd increase. 

In the case of the fuel overflow the protection system can 

interrupt engine starting because of thermal overload. The 

possible reason of the excess fuel flow can be an increase of 

the pressure drop across the metering pin 1 as a result of non 

linear averaging of pressure fluctuation generated by the 

pump 4 over the restrictor 7. It leads to an unwarranted 

change of pressure drop over the membrane 5 and 

consequently to changes in pressure drop across the 

metering pin 1 and the fuel flow rate.  

It was shown in the present research that the fuel flow 

deviation depends on a speed of the pump rotation, 

amplitudes of flow ripple spectral components and on the 

structure parameters of the pipeline between the pump and 

the controller, volumes and passages of the control unit, 

resistances of the pin 1 and the throttle 7 and their 

asymmetry. At the engine starting the most fuel flow 

deviation occurs at the rotor speed 5000 RPM and 7600 

RPM. At these rotations flow ripple reaches the most 

intensity, maximum pressure drop is realized across the 

restrictor 7 and the pin 1, consequently resulting in 

maximum drift of fuel flow rate from the desired value (see 

Figure 4). 

 

Figure4: Fuel flow rate fluctuations at the outlet of the 

metering pin for various spectrum of flow ripple at the pump 

outlet: 1 – Aq
(1)

=0.125Q0, Aq
(2)

=0.5Aq
(1)

, Aq
(3)

=0.3Aq
(1)

;

  2 - Aq
(1)

=0.125Q0, Aq
(2)

=0.5Aq
(1)

; 3 - Aq
(1)

=0.125Q0 

The paper presents some results of analysis of the impact of 

the structure parameters and the spectral composition on the 

mean fuel flow rate deviation. 

To suppress flow ripple and thus decrease the fuel flow 

deviation it was proposed to use an acoustic filter. Such 

approach is well known and described [e.g., 2, 3 and 4]. The 

acoustic RL-filter was placed in the line of the restrictor 7. 

The filter presents a composition of hydraulic resistive and 

inductive elements. The basic issues of the filters and 

silencers design and application are considered in [2, 5]. Its 

parameters were determined on the base of a sizing 

procedure provided avoidance of the flow ripple influence 

on the engine start response. Experimental results of its 

application are shown in Figure 5. 

 

a 

 

b 
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Figure 5: Experimental static performance of engine control 

system for the altitude starting mode: a – standard version; 

b – with silencer in form of acoustic RL-filter at the inlet of 

the restrictor 7 

Conclusion 

The effective method for calculation of static and dynamic 

characteristics of hydro mechanical control systems under 

the action of flow ripple is presented. On the example of the 

turbojet controller it is shown that significant deviation of 

the engine operating regime can be provoked by changes in 

performances of resistive elements. To avoid influence of 

high-frequency fuel flow fluctuations on the engine static 

performances and to increase system accuracy at the starting 

mode it is proposed to place the hydraulic RL-filter into the 

control unit. The effect of the device was verified by the 

engine test results. 
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Abstract 

In order to comply with the safety level demanded by civil certification requirements and 

military standards, alternative methods of extending retractable landing gear are provided in 

practically all airplanes of this type currently flying throughout the world. However, the 

emergency extension operation system design is not unique and architectures comprising 

simpler systems like free-fall or spring-assisted up to more complex systems like auxiliary 

hydraulics-assisted or pneumatics-assisted ones can be found in different airplanes. The airplane 

landing gear free-fall operation comprises a redundant, dissimilar and independent 
mechanically operated method of extending airplane landing gear due to a main hydraulic 

system failure or an electrical system malfunction. This paper aims at describing the modeling 

and simulation of a general landing gear emergency extension system built in a test rig, for a 

non-assisted type system, applying only an extension by gravity. Due to the low associated cost, 

satisfactory results and capability of easily assessing the trade-offs between different systems 

configurations, modeling applying computational software has become a frequent practice in 

aeronautical industries with the purpose of reducing product development cycle. Therefore, a 

parametric model of the landing gear emergency extension system was created in MATLAB® 

Simulink® and the system performance at nominal and particular operational conditions could 

be predicted by running several model simulations. Afterwards, through the assistance of 

MATLAB® tools, discrete and continuous optimization processes were accomplished to 
illustrate the benefits of applying these techniques to improve system operation response. An 

optimum damping condition permits the attenuation of the impact effects suffered by aircraft 

structure when landing gear falls by gravity in an emergency operation, as well as the assurance 

of sufficient energy for landing gear locking at the end of its downward movement. 

Keywords: Landing Gear, Free-Fall, Modeling, Optimization 

1 Introduction 

Federal Aviation Regulations Part 23 and Part 25 and MIL-

HDBK-516 are examples of civil and military standards 

frequently applied during the development and certification 

phases of these types of airplanes throughout the world. In 

order to guarantee an acceptable degree of safety level on 

landings, the aforementioned standards present requirements 

that states the aircraft shall comprise alternative methods of 

extending retractable landing gear in case of normal 

operation system failure. Their purpose consists in avoiding 

a wheels-up landing and it is potentially hazardous 
condition, as depicted in fig. 1. 

According to [1], the landing gear design comprises more 

engineering disciplines than any other aircraft design topic. 

Knowledge about materials, manufacturing processes, 

electrical and hydraulic systems, mechanisms and even 

airfield strength is required to design the landing gear 

system. 

 

 
Figure 1: A wheels-up landing. Source: [2] 

The landing gear extension and retraction system choice is 

also a trade-off issue. For normal landing gear operation 

system, hydraulic systems consisting of accumulators, 

tubing, actuators and different types of valves, like 

restrictor, check and selector ones, represent the most used 

technology for this purpose. On the other hand, the 

emergency extension system design encompasses more 

types of architectures and therefore spring-assisted, auxiliary 
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hydraulics-assisted, pneumatics-assisted or non-assisted 

free-fall design can be found in different airplanes of a same 

category.  

The emergency free-fall system presents the simplest 

configuration, in which a lever or a knob installed in the 

cockpit is used by the pilot to unlock the landing gear and 

associated doors up locks, by means of cables, allowing the 

landing gear to fall by gravity. Basically, it consists in a 

redundant, dissimilar and independent mechanically 

operated method of extending airplane landing gear due to a 

main hydraulic system failure or an electrical system 
malfunction.  

In aeronautical industries, the use of test rigs to accomplish 

systems operational tests has become a common practice 

before installing them in an aircraft prototype and running 

ground and flight tests. The systems integration test bench, 

usually known as ‘iron bird’, permits the execution of 

isolated and integrated systems tests, allowing the 

engineering team to predict deviations in a system 

operational performance when functioning lonely or 

simultaneously with other aircraft systems. Figure 2 

illustrates an example of landing gear test rig. 

 

Figure 2: A landing gear test rig. Source: [3] 

On the other hand, performing system architecture changes 

during the rig test phase may lead to additional costs to the 
aircraft development program. Aiming to mitigate this risk, 

system modeling and optimization applying computational 

software have become a frequent practice in industries with 

the purpose of also reducing product development cycle. 

Due to the low associated cost, satisfactory results and 

capability of easily assessing the trade-offs between 

different systems configurations, the virtual modeling allows 

the predict of system performance at different operational 

conditions and facilitates the application of optimization 

techniques, hence reducing the possibility of a necessary 

system redesign in advanced stages of new aircraft 

development processes.  

The free-fall system to be modeled is associated with a 

general landing gear emergency extension system built in a 

test rig. Due to the commonly restrictive operational 

envelope applicable to the landing gear emergency 

extension capability, merely a 1g flight test campaign is 

generally required by advisory circulars like [4] to show 

compliance with related certification regulations. Therefore, 

the current model could be further improved to take into 

consideration the aerodynamic and maneuver inertial effects 

occurring during flight in order to define and even expand 

the landing gear emergency operation envelope to be 

included in aircraft flight manual. 

Finally, the provided model would be worth as a simple and 

quick evaluation tool to design the main components of the 

related hydraulic system and to define the variables to be 

measured during the system operational tests accomplished 

in production line applying hydraulic bench and aircraft lift 

on jacks.   

Figure 3 presents the free-fall system schematics under 
evaluation. As depicted in the hydraulic diagram, the 

elements that make up the system are: nose landing gear, 

main landing gear (right and left), restrictor valves, tubing, 

selector valve, free-fall valve, uplocks and emergency lever. 

However, since the simulations are considered to initiate 

with the emergency lever pulled and all uplocks released, 

and the landing gear legs are assumed to be down locked 

after reaching a predetermined extension angle, the uplock 

and downlock mechanisms will not be modeled. 

 

Figure 3: Landing gear free-fall system. Source: adapted 

from [5] 

2 Formulation 

The basic formulation that composes the free-fall system 

model will be divided into two separated topics: the 

hydraulic system equations and the landing gear dynamics 

ones. 

2.1 Hydraulic System Modeling 

A lumped element model is applied to the landing gear 

associated hydraulic system, which is characterized by the 

segregation of system important behavior effects like 

compliance, inertance and pressure drop, as well as the 
isolated components installed in the system such as valves 

and actuators, as discrete elements connected by means of 

the continuity law or specific pressure conditions. 

Nowadays, this methodology is embedded in modeling 

computational pieces of software like MATLAB® Simulink® 

Simscape library and allows the user a good comprehension 

of the relation between system components and their main 

effects. 
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Assuming at first no significant temperature variations in the 

system, constant values for fluid viscosity and density are 

used. However, the fluid density also exhibits a pressure-

dependence variation, whose effect can be represented by a 

discrete element called “system compliance”. The ideal 

compliance is related to fluid flow and line pressure through 

eq. (1) [6]. Besides the fluid compressibility, the effects of 

entrapped air in hydraulic line and the tubing flexibility can 

also be considered in the calculation of the “effective bulk 

modulus” by means of eq. (2) [3][7]. 
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  (2) 

Due to its kinetic energy, the fluid flow exhibits another 

effect known as “fluid inertance”. Represented as another 

lumped element, the relation between pressure variation and 

fluid flow in the fluid inertance element is given by eq. (3) 
[6]. 

 
     

  

  
 (3) 

A typical value used for the inertance parameter is present in 

eq. (4). This formulation is more applicable for turbulent 

flow regime, when the Reynolds number, calculated by eq. 

(5), is greater than 4000 [6][7]. 

 
   

  

 
 (4) 

 
   

   

 
 (5) 

The last effect observed in the flow dynamics through 

hydraulic pipes consists in the fluid resistance, also referred 

to as “pressure drop”. Again, the fluid pressure drop can be 
modeled as a discrete element, whose semi-empirical 

equation for horizontal straight tubing and completely 

developed flow is described by eq. (6). The first term in the 

right-hand side of the equation is called the “friction factor” 

and is dependent on tubing relative roughness and also on 

Reynolds number [7]. 

 
    

 

 

   

 
 (6) 

Components like restrictor and selector valves result in 

locally situated pressure drops. The relation between the 

fluid flow and the pressure drop through their orifices can be 

expressed by a non-linear equation for turbulent flows, as 
shown in eq. (7), or by a linear equation for laminar flows, 

given by eq. (8) [7]. 

 
       

 

 
     (7) 

 
  

       

 
    (8) 

The hydraulic actuators shown in fig. 3, responsible for 

performing the connection between the hydraulic system 

and the landing gear mechanism, are of double-acting, 

single-rod type. The continuity equations applied to the 

actuator chambers yield to the formulation presented in eq. 

(9) and eq. (10). As it can be seen, internal and external 

leakages are being taken into account as linearly dependents 

to the pressure differences between the chambers and 

between each chamber and the external environment, 

respectively [7]. 
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2.2 Landing Gear Dynamics Modeling 

The own landing gear weight comprises the main 

responsible for the extension torque in a free-fall system. 

For a ground test, the weight torque is basically a function 

of the landing gear mass, the distance between its center of 
gravity and the landing gear-to-aircraft attachment (landing 

gear rotation axle), and the landing gear extension angle. 

Therefore, substituting the landing gear mechanism mass for 

an equivalent mass located in the center of gravity of the 

landing gear leg, the weight torque for each landing gear 

becomes defined as in eq. (11). 

                (11) 

On the other hand, during this type of operation, some 

resistant forces act against landing gear downward rotation, 

decreasing the gravitational potential energy used by the 

landing gear to extend.  

The first resistant torque is consequence of the friction 

existing in the landing mechanism bearings. In order to 

simplify the model, this effect is summarized in a term 

called “viscous friction torque”. Proportional to the 

extension velocity by a constant factor known as damping 

coefficient, the viscous friction torque can be expressed by 

eq. (12). 

        (12) 

During the landing gear free-fall extension, another resistant 

torque appears in the system as a result of the internal flow 

created in the hydraulic system due to actuator piston 

movement. Assuming the piston mass and its friction as 
negligible, the actuator force is caused by the pressure 

difference existing between its chambers applied to the area 

of each side of the piston. Equation (13) denotes the actuator 

force. 

               (13) 

Therefore, the hydraulic actuator torque is defined as in eq. 

(14). Since the torque arms and piston displacements are 

functions of the landing gear extension angles, the nose 

landing gear and main landing gear CAD drawings were 

used to determine the relationship between them by doing 

simulated measurements at some extension angle values. 

Applying the obtained data, parametric curves were then 

defined making use of cubic polynomial regression 

techniques. 
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         (14) 

Finally, combining in Newton’s second law the sum of the 

torques that act on each landing gear leg during free-fall 

extension, eq. (15) is obtained. 

            (15) 

2.3 Block Diagram 

Figure 4 presents the block diagram of the free-fall system 

shown in fig. 3. Due to system symmetry, the same 

parameters values were considered for main landing gear 1 

and 2, that is, left-side and right-side. 

 

Figure 4: System block diagram. Source: adapted from [8] 

and [9] 

Meanwhile the hydraulic system blocks are depicted in the 

bottom portion of the diagram, the applicable external 

torques are represented in the upper part, being the landing 

gear blocks the connection between them by means of 

Newton’s second law. Regarding the system return pressure, 

which was assumed equal to the hydraulic fluid reservoir 
pressure, it basically represents the unique model boundary 

condition. 

For all landing gear legs, it was adopted an extension angle 

range from 0º to 90º (π/2 radians). Since the downlock 

mechanism was not modeled, it was assumed as a particular 

criterion that, at an extension angle of 89o (1.533 radians), 

the landing gear is instantaneously locked supposedly by 

means of a mechanical lock, which brings it immediately to 

the final extension angle of 90o (π/2 radians).  

Figure 5 illustrates the MATLAB® Simulink® model of the 

system. For the representation of tubing, restrictor valves, 
actuators and selector valve, as well as hydraulic fluid 

properties, the respective blocks from SimHydraulics® 

software were applied. Based on the Physical Network 

approach, SimHydraulics® comprises a modeling 

environment within Simulink® that is appropriate for 

hydraulic system design and control [10]. 

 

Figure 5: MATLAB® Simulink® model 

A more detailed view of the hydraulic portion of landing 

gear operation system is shown in fig. 6. Taken from the 

SimHydraulics® pipeline library, the segmented pipeline 

block comprises all hydraulic important behavior effects like 

fluid compliance, inertance and resistance in a unique block. 

Concerning the internal and external leakages of the 

hydraulic actuators, their representation was accomplished 

by means of fixed orifice blocks located inside subsystem 

blocks referred to as “piston leakages”, whose parameters 

were adjusted to maintain a laminar flow that kept the linear 
proportionality described in eq. (9) and eq. (10). 

 

Figure 6 – Detailed view of landing gear system hydraulic 

components 
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3 Simulation Results 

The simulation of the MATLAB® Simulink® model shown 

in fig. 5 was run applying the system parameters nominal 

values. To integrate the model differential equations, the 

simulation was configured to use a fixed-step solver known 

as “ode14x”. This implicit algorithm is a combination of 
Newton’s method and extrapolations from the current values 

[11]. The simulation step size was then adjusted in order to 

avoid convergence problems. 

Figure 7 through fig. 10 present the development of the 

landing gear extension angles e respective velocities for 

nose and main landing gear. As illustrated especially by the 

velocities graphs, all landing gear legs demonstrated a 

similar extension profile for the ground test condition. 

However, the higher rotational velocity values during the 

first seconds of landing gear extension are consequence of 

the weight torque magnitude originated when the landing 

gear legs are practically in a horizontal position. 

According to simulation results, the nose landing gear 

described a faster movement, taking 6.7 seconds to extend 

by free-fall. On the other hand, the main landing gear 

extension occurred in a slower manner, requiring 8.7 

seconds to reach its final position. 

 

Figure 7: Nose landing gear extension angle: nominal 

simulation 

 

Figure 8: Main landing gear extension angle: nominal 

simulation 

 

 

Figure 9: Nose landing gear extension velocity: nominal 

simulation 

 

Figure 10: Main landing gear extension velocity: nominal 

simulation 

The fluid temperature effect on landing gear extension times 

can be evaluated by means of fluid properties variation 

throughout hydraulic fluid temperature envelope. Assuming 

a fluid temperature range from -40ºC (-40ºF) to 66ºF 

(150ºF), the increase of landing gear emergency extension 
times at significant low fluid temperatures may be noticed in 

fig. 11, especially for main landing gear actuation.  

Figure 11: Fluid temperature effect on landing gear 

extension times 
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The impact of hydraulic fluid entrapped air on landing gear 

emergency extension performance can also be estimated 

using model simulation. For the present system, the 

consequence of a trapped air relative amount equal to 0.1 on 

main landing gear emergency extension is shown in fig. 12. 

Besides increasing extension time in approximately 0.5 

second, the presence of a considerable quantity of trapped 

air in hydraulic fluid led to more oscillations in main 

landing gear velocities up to about 2 seconds as a result of 

the fluid capacitance rise. Finally, the existence of entrapped 

air in hydraulic system can affect not only the emergency 
extension system, but also landing gear normal retraction 

and extension operation, especially for those systems whose 

uplock and downlock mechanisms are very dependent on 

components synchronism.   

 

Figure 12 – Main landing gear extension velocities for two 
trapped air configurations 

4 Model Optimization 

Generally associated with competitive issues, quality 

assurance and manufacturing costs reduction, the aerospace 

design was among the earliest disciplines to significantly 

apply optimization processes in their product design due to 

the critical necessity of reducing weight in this type of 
vehicle. Nowadays, the success of applying an optimization 

process in engineering design demands not only a good 

mathematical model describing quantitatively the design 

problem, but also some specific knowledge from the 

designer like computer programming and optimization 

techniques [12]. 

The nominal simulation results shown in fig. 7 to fig. 10 

present in such a way an example of what can be found in 

terms of free-fall operation. Not even the time delay 

between the final extensions of the landing gear legs, but 

also the impacts their movements may have on aircraft 
structure and landing safety are among the main concerns 

landing gear engineers have during the system design. While 

one landing gear leg may reach the lowest point with a 

considerable amount of energy, which eventually can cause 

structural damage to its attachment point, other landing gear 

leg may hardly get down and locked due to the small energy 

it has at the end of its movement, putting at risk the aircraft 

integrity in the subsequent landing. 

The purpose of the following steps is to illustrate a practical 

optimization process in order to reduce the time delay 

between the extension of nose and main landing gear and, 

consequently, better adjusting the behavior they present at 

the end of their movements. For this purpose, it is assumed a 

rig test requirement for free-fall extension time of 7.0 

seconds minimum and 8.2 seconds maximum at nominal 

environmental temperature. 

The first example of system optimization considers a 

discrete optimization method. Although several continuous 

optimization algorithms are available nowadays in software 
like MATLAB®, the discrete optimization is also 

fundamental for engineering design problems, since in many 

situations the parameter value choice is associated with the 

standard dimensions provided by the suppliers in their 

catalogs or for some reason restricted due to manufacturing 

issues [12]. 

The “exhaustive enumeration” method comprises a discrete 

optimization technique, in which all solutions in search 

space are evaluated [12]. Its main drawback regarding the 

exponential increase in calculations as more variables are 

considered may not be a limitation at the present time due to 
the high memory and fast data processing capabilities of 

current computers. Moreover, this methodology allows the 

designer to observe the system response sensibility on 

parameter value variations throughout the optimization 

process. 

Therefore, tab. 1 presents the parameters evaluated during 

the system discrete optimization process, as well as their 

nominal, minimum and maximum values considered in the 

algorithm. After running the iterative optimization, the 

parameter optimum values were obtained and are described 

in the last column of tab. 1. 

Table 1: System parameters discrete optimization  

Parameter 
Nominal 

Value 

Minimum 

Value 

Maximum 

Value 

Optimum 

Value 

Restrictor 1 

 (A0) 
2.54x10

-6
 1.96x10

-7
 7.07x10

-6
 1.96x10

-7
 

Restrictor 2  
(A0) 

2.54x10
-6
 1.96x10

-7
 7.07x10

-6
 7.07x10

-6
 

Tubing 1  
(D) 

8.00x10
-3
 4.00x10

-3
 1.50x10

-2
 4.00x10

-3
 

Tubing 2  

(D) 
8.00x10

-3
 4.00x10

-3
 1.50x10

-2
 8.00x10

-3
 

Tubing 3  

(D) 
8.00x10

-3
 4.00x10

-3
 1.50x10

-2
 1.50x10

-2
 

Tubing 4  

(D) 
8.00x10

-3
 4.00x10

-3
 1.50x10

-2
 8.00x10

-3
 

NLG Actuator 
(Ap1) 

1.50x10
-3
 1.30x10

-3
 2.00x10

-3
 1.30x10

-3
 

NLG Actuator 
(Ap2) 

1.00x10
-3
 8.50x10

-4
 1.25x10

-3
 1.25x10

-3
 

MLG Actuator 

(Ap1) 
3.20x10

-3
 2.60x10

-3
 3.80x10

-3
 2.60x10

-3
 

MLG Actuator 

(Ap2) 
1.70x10

-3
 1.40x10

-3
 2.51x10

-3
 2.51x10

-3
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Table 2 illustrates the discrete optimization process applied 

in the present example. In order to reduce the simulation 

time, the landing gear emergency extension times were 

evaluated for each parameter configuration, starting from 

the nominal values denoted by a gray background in tab. 2, 

and switching the value of only a unique parameter to its 

maximum and minimum values at a time, in a cascade, 

successive matter. The optimum solution was found in line 

18 of tab. 2.  

On the other hand, aiming to assure the obtained result 

comprised the global optimum solution for the applicable 
search space, every allowable parameter value combination 

should have been analyzed, which would have led to more 

than 59,000 simulations. However, since the landing gear 

locking times after the proposed discrete optimization 

became 7.09 seconds for nose landing gear and 8.19 seconds 

for main landing, it was possible to meet the established 

requirements only making use of the 21 simulations shown 

in tab. 2. 

Table 2: Discrete optimization process 

 
 

Another example of an optimization process in order to 

improve landing gear emergency extension performance, yet 

comprising continuous optimization, is demonstrated as 

follows. 

As shown in fig. 11, the overall time for main landing gear 

to lock down at low hydraulic fluid temperatures can 

increase considerably if compared to a nominal operational 
temperature of about 37ºC (100ºF). Therefore, a continuous 

optimization technique is applied aiming to reduce the main 

landing gear extension time in at least 1.5 seconds at a 

hydraulic fluid operating temperature of -32ºC (-25ºF). 

According to fig. 11, the main landing gear took about 11.4 

seconds to completely extend at the corresponding 

temperature. 

For a MATLAB® Simulink® model, the use of a "Signal 

Constraint Block", taken from the Simulink Response 

Optimization library, facilitates significantly the user’s 

workload when accomplishing a continuous optimization 

process. In order to optimize a variable response, the 
aforementioned block shall be linked to the respective signal 

of the Simulink® model and, by means of a graphical 

interface representation, have the signal amplitude limits 

defined by the user. As a result, by running the optimization 

algorithm, the selected design parameters values are 

adjusted to make the output signal obey the imposed 

bounds. Moreover, it is also possible to require that the 

variable response track a reference signal defined in the 

"Signal Constraint Block" user’s interface [11].   

Figure 13 presents the "Signal Constraint Block" applied to 

optimize the main landing gear emergency extension 

performance of the present model. The combination of the 

external torques in the left-side of fig. 13 are divided by the 
landing gear moment of inertia and then integrated twice to 

lead to the main landing gear extension angle. By means of 

a "Signal Constraint Block" linked to the main landing gear 

extension velocity signal, the respective variable response 

over the time can be enhanced through the application of the 

optimization process.   

 

Figure 13 – Use of the “Signal Constraint Block” in main 
landing gear emergency extension optimization 

For the present simulation, the "Signal Constraint Block" 

default optimization algorithm method called "gradient 

descent", applying a “medium scale” model size, was 

selected. The gradient descent algorithm makes use of 

MATLAB® Optimization Toolbox "fmincon" function to 

find the minimum of a nonlinear multivariable scalar 
function, subjected to predefined constraints in response 

signal and in design variable values, starting at an initial 

estimate. The "fmincon" function consists in a gradient-

based method that applies finite difference techniques for 

calculation of function gradients. Concerning the option for 

a medium-scale model, it represents the solution of a 

quadratic programming subprogram and the use of a quasi-

Newton approximation to calculate the Hessian of the 

Lagrangian at each iteration. Finally, the algorithm also 

allows the possibility of looking for the maximally feasible 

solution, which represents the finding of an optimal solution 

that is generally located further inside the constraint region 
instead of just closely satisfying the constraints [11]. 

The continuous system optimization was accomplished 

applying as design parameters three of the five component 

features associated with main landing gear actuation shown 

in tab. 1. Therefore, the orifice area of the restrictor valve 

located in main landing gear extension line and the tube 

diameters of both legs operation lines had their dimensions 

optimized in order to improve main landing gear emergency 

performance at low hydraulic fluid temperature. These 

parameters were selected due to the apparent convenience in 
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updating their respective components, that is, restrictor 

valve and tubes, without more significant impacts. 

As a result, the parameters evaluated during the system 

continuous optimization process, as well as their nominal 

and limit values, are present in tab. 3. The parameter 

optimum values obtained through the application of the 

"Signal Constraint Block" optimization algorithm are 

informed in the last column of tab. 3. 

In order to obtain the optimum solution, the algorithm 

performed 4 iterations, accomplishing 28 objective function 

evaluations. The iteration results and the response signal 
imposed bounds applied during the optimization process are 

displayed in fig. 14. The white background area represents 

the allowable region for the output signal to stay within 

during the extension time interval. 

Table 3: System design parameters applied in continuous 

optimization 

Parameter 
Nominal 

Value 
Minimum 

Value 
Maximum 

Value 
Optimum 

Value 

Restrictor 2  
(A0) 

2.54x10
-6

 1.96x10
-7

 7.07x10
-6

 7.07x10
-6

 

Tubing 3  

(D) 
8.00x10

-3
 4.00x10

-3
 1.50x10

-2
 9.40x10

-3
 

Tubing 4  

(D) 
8.00x10

-3
 4.00x10

-3
 1.50x10

-2
 1.38x10

-2
 

 

 

Figure 14 – “Signal Constraint Block” optimization result 

Finally, considering the enhanced values obtained by means 

of the current optimization process for low hydraulic fluid 
temperature, the new landing gear free-fall extension times 

were 7.4 seconds and 9.7 seconds, for nose landing gear and 

main landing gear, respectively. Meanwhile for nose leg 

practically no improvement in extension time was achieved, 

which was expected since the design parameters chosen do 

not have direct effects on its performance, for main landing 

gear a reduction of 1.7 seconds in extension time was 

successfully obtained. Moreover, no degradation in landing 

gear emergency extension performance was observed 

through the use of the continuous optimized parameter 

values if compared with the nominal simulation results 

shown in fig. 7 to fig. 10, for a hydraulic fluid operational 
temperature of 37ºC (100ºF). For this condition, the 

extension times of nose and main landing gear are 6.7 

seconds and 8.4 seconds, respectively. 

5 Conclusions 

The objective of the present work was to provide an 

example of modeling and simulation of a test rig airplane 

landing gear free-fall system applying MATLAB® software. 

In spite of the modeling assumptions considered, the 

formulation applied to construct the model yielded results 
that seemed to be satisfactorily representative of an airplane 

landing gear typical free-fall extension operation. 

Nowadays, the hydraulics formulation presented herein can 

be found implemented in several pieces of simulation 

software that apply a Physical Network approach, hence 

facilitating significantly the design process frequently 

performed by landing gear system engineers. 

Besides running nominal simulations, the effects of 

hydraulic fluid low temperature operation and the presence 

of entrapped air in landing gear system could also be 

evaluated through complementary model simulations. The 

use of a landing gear free-fall system model to predict the 
impacts of these particular conditions during later aircraft 

operation is important to assure an acceptable system 

performance throughout the required flight envelope or for 

unusual system operational characteristics. 

The impact a landing gear leg downward movement may 

cause to aircraft structure and the safety-related issue 

comprising the system capability of assuring landing gear 

downlocking at all foreseeable operational conditions are 

among the main concerns landing gear engineers have 

during the design of this type of system.  

Therefore, a discrete optimization process, representative of 
the situation commonly dealt with by system designers, was 

firstly used to determine the best values for some model 

parameters in order to improve both nose and main landing 

gear system performance. Afterwards, an example of the 

application of a continuous optimization procedure was also 

introduced to illustrate the facilities of using the 

optimization algorithms currently found in simulation 

software like MATLAB®. Although the feasibility of the 

optimum solutions provided by these algorithms still needs 

to be validated by an engineering analysis, they might 

represent a good sight of the global optimum solution for the 

design problem, as well as being applied as a starting point 
for a subsequent discrete optimization process. 

Consequently, the benefits of applying a virtual modeling 

and optimization process to reduce the possibility of system 

redesign in advanced stages of the product development, 

especially in system test rig phase, could be observed in the 

present work. The adoption of these processes and 

techniques shall be interpreted not only as a costly saving 

attitude, but also as a way of shortening airplane 

development cycle. 

On the other hand, in a next step of the development 

process, the system model will need to be improved to 
consider the aerodynamic effects and eventual maneuver 

inertial effects expected to occur in flight. For flight 

conditions, other extension time values requirements might 

be applicable. 
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Finally, since aeronautical system design commonly 

represents a trade-off between several aspects like system 

performance, weight, cost, maintenance and manufacturing 

issues, requirements from these fields may also be 

considered in any optimization process.  

Nomenclature 

A list of the variables and parameters referred to in this 

article is present below. 

Designation Denotation Unit 

a 

Distance between landing gear 

center of gravity and landing 

gear-to-aircraft attachment 

[m] 

A Tube internal sectional area [m2] 

Ao 
Restrictor orifice or valve port 

area 
[m2] 

Ap1 
Piston area at actuator 

chamber 1 
[m2] 

Ap2 
Piston area at actuator 

chamber 2 
[m2] 

B Damping coefficient [N.m.s/rad] 

Cd Discharge coefficient  

Cep 
Actuator external leakage 

coefficient 
[m3/s.Pa] 

Cf Ideal compliance [m3/Pa] 

Cip 
Actuator internal leakage 

coefficient 
[m3/s.Pa] 

D Tube inside diameter [m] 

Do Restrictor orifice diameter [m] 

f Tube friction factor  

F Viscous friction torque [N.m] 

g Gravitational acceleration [m/s2] 

h Hydraulic actuator force [N] 

H Hydraulic actuator torque [N.m] 

I 
Landing gear moment of 

inertia 
[kg.m2] 

If Inertance parameter [kg.m4] 

K Landing gear kinetic energy [J] 

L Tube length [m] 

m Landing gear mass [kg] 

P Line pressure [Pa] 

P1 Pressure in actuator chamber 1 [Pa] 

P2 Pressure in actuator chamber 2 [Pa] 

Q Fluid flow [m3/s] 

Q1 
Fluid flow in the actuator 

chamber 1 
[m3/s] 

Q2 
Fluid flow in the actuator 

chamber 2 
[m3/s] 

r Hydraulic actuator torque arm [m] 

Re Reynolds number  

t Time [s] 

T Weight torque [N.m] 

V Fluid velocity [m/s] 

      Relative amount of trapped air  

V1 Volume of actuator chamber 1 [m3] 

V2 Volume of actuator chamber 2 [m3] 

  Landing gear extension angle [rad] 

   
Landing gear extension 

velocity 
[rad/s] 

   
Landing gear extension 

acceleration 
[rad.s2] 

   Container bulk modulus [Pa] 

   Effective bulk modulus [Pa] 

   Gas bulk modulus [Pa] 

   Fluid bulk modulus [Pa] 

  Laminar flow coefficient  

   Pressure variation [Pa] 

  Fluid dynamic viscosity [Pa.s] 

  Fluid density [kg/m3] 
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Abstract 

The aim of this paper is to investigate the influence of the internal fluid flow characteristics of a 

special hydraulic solenoid valve, developed by Öhlins Racing AB, on its overall dynamic 

behavior. This valve is a two stage hydraulic pressure control valve and is typically mounted on 

each shock absorber of an on-road vehicle, allowing the implementation of semi-active 

suspension functionality. This technology is referred as CES (Continuously Controlled 

Electronic Suspension). The CES valve allows continuously controlling the vehicle shock 

absorbers damping characteristic by proportionally adjusting the metering geometry offered to 

its damping element, i.e. hydraulic oil. The electronic valve actuation and control, obtained 

through an electromagnetic solenoid, is based on the input from several vehicle dynamics 

sensors, such as accelerometers, gyroscopes and other displacement sensors. The CES valve’s 

unconventional design significantly influences the fluid flow, making the use of numerical 

modeling essential to discover its physical behavior and to support further product 

development. In this paper, a CFD (Computational Fluid Dynamics) analysis on the main and 

pilot stages of the hydraulic valve is discussed. This 3D numerical analysis is used to extract 

critical physical variables, affecting the valve behavior, such as flow coefficients and pressure 

distributions on the moving elements, i.e. flow forces. This information is coupled with a 

detailed lumped parameter model of the hydraulic valve, which solves for the valve moving 

element dynamics considering the action of the main external forces. Moreover, the 1D model 

allows predicting the valve critical pressure/flow characteristics. It is shown how the coupling 

of 3D modeling results with the CES valve 1D model strongly improves the whole valve 

dynamics numerical predictions over traditional methods for considering the effect of fluid 

inertia and discharge in lumped parameter simulations. Comparisons with measurement both on 

single regions of the CES hydraulic valve and on the entire valve are discussed in order to 

validate the various phases of numerical modeling.  

Keywords: Semi-active suspensions, shock absorber, hydraulic valve, flow forces, CFD   

1 Introduction 

Several aspects influencing the behavior of two-wheel or 

four-wheel vehicles, both on-road and off-road, are 

significantly influenced by their shock absorbers 

characteristics. In particular, the vehicle comfort, handling, 

grip and stability are a direct consequence of the shock 

absorber performance and they have to be carefully tuned by 

a vehicle manufacturer in order to meet the customer 

demands. 

Most of the vehicles today are equipped with passive shock 

absorbers, which, by connecting the vehicle chassis to the 

wheels, perform a critical damping function on the overall 

vehicle dynamics, leading to an improved ride quality. 

Referring to conventional shock absorbers, the damping 

characteristic is typically obtained by metering hydraulic oil 

through a set of special internal valves mounted in the 

damper. The damper kinetic energy is dissipated through 

fluid friction and the shock absorber damping response 

depends on the passive valves tuning. Different damping 

behavior for the shock absorbers compression (wheel 

moving towards the chassis) and rebound (wheel moving 

away from the chassis) cycles can be implemented, by 

mounting valves with different metering characteristics. 

Öhlins Racing AB (Sweden) is a worldwide leader in the 

design and development of passive shock absorbers for a 

variety of on-road and off-road applications. These state of 

the art shock absorbers fulfill the vehicle damping 

requirements, by allowing the end customer a wide range of 

discrete settings while preserving a superior level of 
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performance. However, a passive damper is unable to 

change its damping characteristics in real-time. The 

behavior of the shock absorber is determined by the 

hydraulic valving fixed metering settings and cannot 

continuously adapt to the changing driving conditions. 

A hydraulic semi-active suspension overcomes this 

limitation, by allowing a continuous electronic control of the 

shock absorber damping characteristics. This is obtained by 

continuously varying the metering geometry offered to 

hydraulic oil within the damper. The semi-active shock 

absorber can adapt its behavior during the compression and 

rebound cycles, considering several driving aspects, i.e. 

vehicle roll, pitch and yaw attitudes, vehicle accelerations, 

wheel displacements and throttle position. A simplified 

depiction of a semi-active suspension system is shown by 

Figure 1. 

 

Figure 1: Semi-active suspension technology schematic 

Öhlins CES Technologies is dedicated to the research and 

development of semi-active suspensions technology, named 

CES (Continuously Controlled Electronic Suspension). In 

particular, the core of Öhlins semi-active suspensions is 

represented by the hydraulic control valve responsible for 

continuously controlling the shock absorber fluid flow and 

damping performance. This hydraulic valve, is a two stage 

proportional control valve, actuated by an electromagnetic 

solenoid. It represents a state of the art component, in use by 

the several major automotive manufacturers to offer semi-

active suspensions as standard or optional features in their 

vehicles. The special hydraulic valve design allows 

obtaining a smooth pressure-flow characteristic at different 

input currents, which is ideal for implementing efficient 

damper control strategies. To obtain such performance 

characteristics, the CES valve presents unique design 

features, which strongly influences the internal fluid flow 

behavior. In addition, the small dimensions of this 

component, coupled with high operating pressure and flow 

rates, make several design details critical for a proper valve 

performance. Therefore, only through advanced computer 

simulation it is possible to capture the physical phenomena 

taking place in the valve, to exactly predict its behavior, to 

study novel design changes and to shorten the product 

development leading to a better performance by supporting 

Öhlins Racing engineers during the design phase. 

For these reasons, in this paper a CFD (Computational Fluid 

Dynamics) analysis on the most critical regions of the CES 

valve is presented. The numerical results obtained by this 

extensive 3D modeling analysis are discussed and used to 

improve the predictions of a detailed lumped parameter 

model of the CES valve. In fact, if the steady state CFD 

studies allow capturing the internal fluid behavior at 

different boundary conditions and moving elements 

positions, only with a 1D numerical model it is possible to 

predict the overall valve dynamic performance, both when 

studied singularly or coupled with a shock absorber model. 

In particular, the CFD results allow defining the correct flow 

regime and flow coefficients at different operating 

conditions for the critical metering elements of the valve. In 

addition, the prediction of the flow field static pressure 

distribution on the moving element surfaces is a key to 

determine their correct force balance [1]-[3]. Hence, the 

results from CFD analysis are used to consider the effect of 

flow inertia on the moving elements dynamic equilibrium 

solved by the lumped parameter model. 

The numerical results obtained by the coupled 3D and 1D 

numerical modeling are validated both by using special 

measurements on specific regions of the valve and by testing 

the complete CES valve over its typical working range. 

2 The CES8700 Solenoid Hydraulic Valve 

In this study, one of the CES valves designed by Öhlins 

CES Technologies, named CES8700, is analyzed and is 

shown in Figure 2.  

 

Figure 2: Öhlins Racing CES8700 hydraulic control valve 

compared to 1 Swedish Krona  

The CES8700 is a pilot operated pressure control valve 

composed by two hydraulic stages, a main stage and a pilot 

stage, and continuously controlled by an electromagnetic 

linear actuator, a solenoid.  

 

Figure 3: CES8700 valve operation in triple tube damper 

242



The CES8700 valve is externally mounted on triple tube 

type shock absorbers and, thanks to the triple tube design, 

receives flow only in one direction through the main stage 

inlet port, as depicted by Figure 3.  

The pilot operated solenoid valve allows controlling the 

damper fluid pressure through the main stage poppet using 

small solenoid forces. The pilot stage moving element, 

connected to the solenoid rod, by regulating the main stage 

pilot pressure, determines the main poppet metering effect 

on the damper fluid flow. Hence, a continuously 

controllable damper stiffness is achieved by adjusting the 

pressure forces acting on the piston of the shock absorber. 

 

Figure 4: CES p-Q characteristic over a range of currents 

A typical CES pressure/flow characteristic is shown in 

Figure 4. It can be noticed how increasing levels of input 

current generate a progressively higher pressure level across 

the valve. This is due to the higher solenoid force acting on 

the pilot poppet, determining higher pilot pressure and 

increasing the main poppet metering effect. 

The understanding of the physical phenomena within the 

main stage and pilot stage is critical to predict the hydraulic 

valve behavior. Hence, the numerical modeling is focused 

on capturing the behavior of the critical features of these 

two stages. In particular, the key components of main and 

pilot stages are presented in Figure 5. 

 

Figure 5:CES8700 detailed view of key mechanical 

components 

The pilot stage metering element is also an essential elastic 

element, being a specially designed shim spring. The pilot 

shim spring, always in contact with the pilot poppet, alters 

its shape during the stroke due to the spring elastic 

deformation. The main poppet presents two annular orifices 

in series separated by a unique toroid shaped volume, which 

provides the CES valve with a smooth metering 

characteristic and additional stability. 

Due to the unconventional geometrical design of the CES 

valve, numerical simulation is used to understand the 

hydraulic valve behavior over a wide range of operating 

points. A 1D AMESim model solves the second order 

dynamics of the hydraulic system, considering the mutual 

influence of several external forces on the moving elements 

and the hydraulic volumes transient pressure build-up. 

Springs, viscous, hydro-static and hydro-dynamic forces are 

calculated by the lumped parameter simulation model, as 

well as instantaneous flow rates and pressures. Steady-state 

distributed parameters analysis on the main and pilot stages 

of the valve, based on Ansys Fluent solver, is used to 

improve the prediction of this detailed 1D simulation model, 

concerning in particular flow discharge and hydrodynamic 

forces behavior [4]. In the next sections, the numerical 

analysis and the methods introduced to couple 3D and 1D 

simulations are discussed. 

3 The 3D Ansys Fluent Simulations 

In order to capture the fluid flow behavior in one of the key 

variable metering regions of the CES8700 valve, RANS 

(Reynolds Averaged Navier-Stokes) CFD analysis have 

been performed. The Ansys Fluent solver has been used to 

run a set of steady-state simulations for the main stage and 

pilot stage geometries [5]-[10]. The two geometries have 

been analyzed in two separate environments, assigning 

proper boundary conditions. Velocity inlets/pressure outlets 

boundaries are chosen in order to cover the known operating 

range. In addition, knowing the pilot and main poppet 

maximum strokes, several CFD studies have been 

completed at discrete values of progressively higher poppet 

positions. The main settings for the performed steady-state 

CFD analysis on the two valve stages are grouped in Table 

1. 

Fluid model Newtonian, incompressible 

Turbulence model RANS, realizable k-ε 

Near wall model Enhanced Wall Treatment 

Schemes Accuracy Second order 

Mesh type Hybrid (Teth + Prism + Hex) 

Mesh size ~2 million cells 

Table 1: CFD analysis general settings 

The fluid is hydraulic oil, considered Newtonian in its shear 

properties and incompressible in the considered operating 

range. The turbulence is captured by using a typical two 

equations model, the realizable k-ε type [11]. This model is 

used in many practical engineering flow calculations, thanks 

to its robustness, economy and accuracy for a wide range of 

turbulent flows. Additionally, the realizable version, 

compared to standard k-ε models, improves the 

mathematical formulations around the definition of the 

critical Reynolds stresses, leading to a better prediction over 
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flows characterized by strong streamline curvature, vortices 

and rotations. The CES8700 valve geometry induces these 

types of flow features. Near-wall turbulence modeling is 

another critical aspect of RANS CFD simulations, strongly 

dependent on the grid resolution. The Enhanced Wall 

Treatment (EWT) available in Ansys Fluent, makes the 

turbulence model relatively insensitive to the first cell wall 

distance parameter, y
+
, combining a two-layer model with 

wall functions. Where the mesh is fine enough, y
+
 ≈ 1, a 

traditional two-layer zonal model is used to predict 

boundary layer behavior; while where the near-wall mesh is 

coarser an enhanced wall function formulation is 

implemented [12]. This method allows overcoming the 

computational requirements imposed by a standard near-

wall resolving turbulence model, which imposes a mesh 

sufficiently fine everywhere. In order to further reduce the 

computational expense, hybrid meshes have been generated, 

combining different meshing methods. In particular, hex 

dominant meshes have been used wherever possible, to 

strongly reduce the element count and enhance numerical 

schemes discretization. Only the most geometrically 

complex zones have been meshed using tetrahedrons. The 

near-wall fluid shear layers have been discretized using 12 

prism cells normal to the layers. 

In the next sections, additional details on the performed 

CFD analysis for the CES8700 main and pilot stages are 

provided together with the most significant numerical 

results. 

3.1 Main Stage 

The main stage fluid domain accurately replicates the 3D 

inlet geometry and, due to some internal non-symmetrical 

features, an axisymmetric analysis could not be performed. 

Hence, the fluid domain is studied in a half symmetric 

condition, in order to reduce the computational burden. 

Figure 6 provides a depiction of the main stage geometry 

and fluid domain. The hole connecting the inlet volume with 

the main poppet chamber is removed to isolate the analysis 

to the main stage restrictions.  

 

Figure 6: Main stage hybrid fluid mesh with symmetric 

boundary and zoomed clipped view on critical region 

The accuracy and quality of the CFD analysis is validated 

against flow-bench experiments replicating exactly the CFD 

model setup. In particular, simulations with the poppet at 

fixed discrete positions have been compared with 

measurements, as shown by Figure 7. The pressure-flow 

characteristic of the main stage is represented by the total 

pressured drop between inlet and outlet boundaries. It 

should be noticed how the accuracy of the CFD modeling is 

strongly improved by the introduction of a multi-phase 

model, which models the gas entrainment in the fluid and its 

impact on the inlet pressure build-up. In particular, the 

Zwart-Gerber mixture model is used, with a saturation 

pressure of 1.0e4 Pa. Gas entrainment effects are amplified 

by the unconventional main stage geometry: high speed 

vortical flows in the toroidal regions induce local static 

pressure drops, influencing the fluid phase volume fractions 

and the overall main poppet dynamics. 

 

Figure 7: CFD and measured total p-Q characteristics 

across the main stage at different fixed positions 

Typical CFD analysis results from a main stage simulation 

are shown by Figure 8, where the complexity of the fluid 

field and its influence on the variable hydraulic volumes 

pressure build up can be noticed.  

 

Figure 8: Main stage CFD static pressure (top) and velocity 

(bottom) fields for one opening position 

A combination of vortical flow fields, pressure stagnation 

regions and fluid jet interference on the moving element 

surfaces make CFD studies necessary to improve the 

lumped parameter model. In the main stage AMESim 

lumped parameter model, the flow rate calculations for each 
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annular metering orifice are based on the Bernoulli turbulent 

equation, as shown by Equation 1. 

      p
p

xxCQ 


 sign
2

  q


 (1) 

Where the flow coefficient Cq is expressed as an hyperbolic 

tangent dependent on the main poppet lift, x, as follows: 
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The infinite flow coefficient   
  corresponds to the Von 

Mises asymptote or fully turbulent flow, while the critical 

poppet lift, xcrit, represents a value at which separation 

between laminar and turbulent flow occurs [13]. The use of 

a hyperbolic tangent allows a smooth transition between the 

two separate regimes.  

 

Figure 9: Main stage p-Q curves from CFD analysis (top), 

critical parameters on 1D control volumes (center) and 

CFD flow fields at different openings (bottom) 

Using the pressure-flow CFD simulation results as a 

reference and studying the flow field properties, shown by 

Figure 9, the values of the flow coefficients on the inner and 

outer restrictions are extracted for different poppet positions. 

Being the pressure-flow characteristics turbulent at all 

openings, the critical poppet lift number is kept constant at 

1.0e-6. Referring to Figure 9, the AMESim model considers 

the pressure build-up in the separate control volumes 

characterizing the main stage. Hence, the inner and outer 

annular restrictions are treated separately. The main stage 

flow coefficients are expressed as a function of the main 

poppet lift, as depicted by Figure 10.  

 

Figure 10: Main stage flow coefficients as a function of the 

main poppet lift 

The flow coefficients curves are implemented in the 1D 

AMESim model to fit the pressure-flow characteristics 

predicted by the CFD analysis. The enhancement of the 

main stage lumped parameter 1D model in the pressure-flow 

calculations after the introduction of the CFD derived flow 

coefficients is shown by Figure 11. 

 

Figure 11: Main stage AMESim model pressure-flow 

characteristics compared with CFD results 

Another critical aspect related to the lumped parameter 

modeling of hydraulic components is the influence of fluid 

inertia on the static pressure distributions, which ultimately 

govern the moving elements second order dynamics. The 

pressure stagnation phenomena, the non-homogenous 3D 

flow fields and the real separation between the control 

volumes pressure distributions, significantly affect the 

moving element active surfaces. For clarity, he method 
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implemented for the determination of the hydrodynamic 

forces acting on the moving elements, based on the 

discussed CFD analysis, is outlined in the next section 

concerning the pilot stage modeling. 

3.2 Pilot Stage 

The pilot stage fluid domain is simplified taking advantage 

of the cyclical geometric design. In particular, a three-

dimensional arc of 120° is considered. A single phase 

modeling of the fluid is considered, hence no air release 

and/or cavitation models are used. A pictorial representation 

of the fluid domain within the pilot stage geometry is given 

by Figure 12. It should be noticed how the pressure 

regulation is performed by a special shim spring, which 

simultaneously performs elastic and metering functions. 

 

Figure 12: Pilot stage fluid hybrid mesh with cyclic 

periodicity clipped view for one opening position 

Typical results from the CFD study at a given pilot 

poppet/shim spring position are shown in Figure 13, where 

the static pressure distribution on the pressurized shim 

surface, the pressure build-up upstream the annular metering 

region and the velocity field have to be considered in the 

coupling between 3D and 1D models.  

 

Figure 13: Pilot stage CFD static pressure (top) and 

velocity (bottom) fields for one opening position 

Several operating points are considered in terms of 

poppet/shim positions, i.e. metering openings, and inlet flow 

rate, to extract the most critical fluid flow variables to be 

implemented in the 1D model. Similarly to the main stage 

analysis, pressure-flow characteristics for the pilot stage can 

be extracted from the CFD simulations, as depicted by 

Figure 14. 

 

Figure 14: Pilot stage p-Q curves from CFD analysis in the 

small stroke range 

Referring to Figure 14, due to the long overlap between pilot 

shim and pilot seat generating a thin annular gap, the 

transition between laminar to fully turbulent flow 

characterizes at least the first part of the stroke. Laminar 

CFD simulation in this range have been perforemd to 

confirm this behavior. This working area is critical for the 

pilot stage and overall valve dynamics, hence a correct 

modeling of the transition is a key element to predict the 

CES8700 physical behavior. For this reasons, in the pilot 

stage 1D model the Bernoulli orifice equation, Equation 1, is 

modified to better approximate the p-Q characteristics 

predicted by the CFD analysis. In particular, the following 

relationship is implemented: 

      p
p

xxKQ n 


 sign
2

  q


 (3) 

Where Kq and n are a special flow coefficient and a flow 

exponent respectively.  

 

Figure 15: Pilot stage flow coefficient and flow exponent 

function of poppet/shim position 
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Their behavior over the pilot poppet/shim stroke is derived 

from the CFD simulations results and is represented in 

Figure 15. 

Referring to Figure 15, it can be noticed how in the laminar 

region the flow exponent reaches the value of 1, while the 

flow coeffcient strongly reduces its value, approximating 

Equation 3 to the typical laminar Poisueille flow equation 

for an annular metering gap, shown by Equation 4. 

 
 

pxQ  3

12
lam

RRln 6


 (4) 

The flow parameters derived from CFD are fed as input to a 

special AMESim in-house developed model, which 

replicates the pilot stage flow behavior predicted by the 

CFD analysis, as shown by Figure 16. 

 

Figure 16: Pilot stage 1D-3D AMESim model pressure-flow 

characteristics compared with CFD results 

As already mentioned in the previous section on the main 

stage, a critical aspect of lumped parameter modeling of 

hydraulic valves is represented by the prediction of the 

hydrodynamic forces acting on the moving elements. In fact, 

the pressure in each control volume is not uniform, since the 

fluid momentum causes local variations of static pressure 

distribution. Hence, the real hydraulic pressure forces acting 

on the moving bodies can be derived with the contribution 

of CFD analysis. In the pilot stage, the significant overlap 

characterizing the shim spring/pilot seat annular orifice 

together with the 3D fluid jet interactions with the shim 

body make the static pressure fields and the consequent 

opening pressure forces a critical physical parameter to be 

determined. Referring to Figure 17 and focusing on the 

annular metering orifice region, where the flow field 

approximates axisymmetric conditions, part of the 

hydrodynamic forces evaluation is can be based on the 

classic flow force expression, deriving from the integration 

of the momentum equation over the system control volume. 

Assuming incompressible, steady-state conditions, the 

general expression for the active hydraulic force acting on 

the poppet/shim assembly leads to: 

  00111100hyd coscos  UUQApApF
x


  (5) 

Where U


is the fluid velocity vector and δ is the fluid jet 

angle formed with the x-axis. Thanks to the overlapped 

design on the restriction, the jet angle is not varying 

significantly over the stroke, being δ1 consistently close to 

90°, especially at the smaller openings. However, the impact 

of fluid momentum on the effective hydraulic forces is 

known to be significant, hence the equivalent representation 

of the separation between the two static pressure fields 

upstream and downstream the pilot restriction has to be 

improved [14]. 

 

Figure 17: Pilot stage critical parameters on 1D control 

volumes (top) and different critical CFD flow field 

characteristics (bottom) 

The active pressurized areas are not the nominal ones and as 

shown by Figure 17, 3D pressure stagnation effects varying 

over the poppet stroke influence the poppet/shim dynamics. 

The equivalent upstream and downstream active areas are 

derived from the CFD analysis performed on the pilot stage. 

In particular, simplifications on Equation 5 are made, by 

considering gauge pressure p1 as 0 [Pa], by neglecting the 

inlet velocity 0U


 and by focusing on the inertia driven 

turbulent flow, since at the smallest openings δ1≈90°. Based 

on these assumptions, it is possible to derive an equivalent 

shim pressurized area as follows: 

 
0

1qCFD
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cos)()(2 ̂

shim

p

xxKdAip

A
A

shim 




 (6) 

Thanks to the CFD simulation campaign performed it is 

possible to study the variation of A
*
 as a function of the 

poppet stroke and the pilot stage pressure differential, as 

shown by Figure 18. Referring to Figure 18, the unique 

shape of the shim active pressurized area does not depend 

strongly on the pressure difference, but mostly on the stroke. 

Hence, to remove one degree of freedom in the 1D model, it 
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is assumed that the static pressure distribution on the shim 

spring is purely a function of the geometrical characteristic 

of the restriction and an average A
*
 curve is implemented. 

Referring to Figure 17, at the smallest openings the 

upstream pressure enters the annular orifice, maximizing the 

pressurized area. However, as the increment of the stroke 

opens the annular restriction, the pressure drop takes place 

further away from it, reducing the effective pressurized 

region. At the higher stroke values, the 3D pressure 

stagnation phenomena contribute to an increment of the 

equivalent active area.  

 

Figure 18: Effective shim spring pressurized area function 

of pilot poppet position at different pressure drops 

The effective shim active area curve is an input to the pilot 

stage AMESim model, so that the coupling of 3D 

extrapolated data with the 1D model allows a precise 

prediction of the hydraulic pressure forces acting on the 

pressurized surfaces, as shown by Figure 19. 

 

Figure 19: Pilot stage custom 1D-3D coupled AMESim 

model hydraulic forces compared with CFD results 

4 The 1D AMESim Model 

Lumped parameter modeling with AMESim allows 

capturing the dynamics of the CES8700 physical system. 

The main external forces acting on the inertial equilibrium 

of the pilot stage and main stage moving elements are 

considered, i.e. friction forces, pressure forces, spring 

forces, solenoid forces, etc. An overview of the CES8700 

AMESim model is given in Figure 20.  

 

Figure 20: The CES8700 LMS AMESim model 

AMESim super-components are implemented; lumping 

customized components to include the numerical results 

from 3D modeling. In particular, the customized 

components allow solving for the variable volumes pressure 

build-up equation, while considering the flow coefficients 

derived from CFD analysis in the turbulent flow orifice 

equations. Furthermore, a critical variable for the correct 

equilibrium of the moving elements is represented by the 

flow force. The flow forces acting on the pressurized 

surfaces are considered by implementing the CFD results as 

a function of the moving elements position. The 1D model 

replicates the experimental flow-bench setup of the 

CES8700 valve during testing, where the inputs to the 

system is a saw tooth inlet flow rate signal, corresponding to 

progressively increasing levels of solenoid current. 

5 Coupled Numerical Results 

The aim of this paper is to show how, by coupling 3D 

numerical data with a 1D lumped parameter model, a more 

accurate prediction of the whole dynamic behavior of the 

CES8700 hydraulic valve can be achieved. In particular, by 

extracting turbulent flow coefficients and information about 

static pressure distributions on the moving elements, further 

understanding on the valve dynamics is reached. 

Numerical results are compared with measurements, in 

order to assess the accuracy of the developed 1D-3D 

coupled model. In particular, inputs to the 1D lumped 

parameter model are a flow rate signal and a solenoid 

current signal, as shown by Figure 21. 

 

Figure 21: Input signals to 1D simulation models 
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Additionally, the flow benches available at the Öhlins CES 

Technologies facilities allow testing the pilot stage alone as 

well as the full assembled valve, composed by main and 

pilot stages. Hence, in the next paragraphs an overview of 

the numerical results compared with measurements is given, 

both for the pilot stage and the full CES8700 valve. 

5.1 Pilot Stage 

Referring to Figure 22, comparison between measurements 

on the CES8700 pilot stage and two different 1D model 

combinations is shown. In particular, the 1D-3D coupled 

model presented in this paper and a similar AMESim model 

based on standard components, implementing optimized 

constant flow coefficients and constant flow force jet angles, 

are considered. It can be noticed how the numerical results 

of the 1D model enhanced by CFD data are more accurate 

over the entire range of flow rates and input currents. The 

remaining discrepancies between measured and simulated 

data are affected by measurements scatter and complex 

friction hysteresis phenomena, not yet precisely considered 

in the 1D model. 

 

Figure 22: Pilot stage pressure levels from the two 1D 

models compared with flow bench measurements 

Referring to Figure 22, each pressure level corresponds to a 

specific solenoid current step, in particular the higher the 

current the higher the pressure drop across the pilot stage.  

 

Figure 23: Pilot stage predicted flow forces and pilot poppet 

displacement for 1D-3D coupled model 

Insights on the pilot stage dynamics can be extracted from 

the lumped parameter modeling. For example, accurate 

predictions on the total flow forces magnitude, i.e. 

difference between nominal and effective pressure forces, as 

well as the corresponding pilot poppet displacement are 

calculated by the 1D-3D coupled model, as shown by Figure 

23. Referring to Figure 23, the pilot poppet/shim assembly 

displacement increases as the solenoid current progressively 

decreases, allowing a higher efflux area for the flow rate and 

consequently a lower pressure level upstream the pilot stage. 

The gradually lower pressure drop across the pilot metering 

orifice induces a lower flow force. 

5.2 Full Valve 

Similarly to the pilot stage, the lumped parameter model of 

the complete CES8700 valve is compared with 

measurements. Thanks to the flow-bench measurements 

comparisons, the accuracy of the developed simulation 

model and of the numerical strategies presented in this paper 

is validated. 

 

Figure 24: CES8700 p-Q characteristics from 1D-3D model 

and flow-bench measurements 

Referring to Figure 24, the comparison between measured 

CES8700 p-Q characteristics at different current levels and 

the predicted valve behavior from the 1D-3D coupled model 

is shown. 

 

Figure 25: Main poppet and pilot poppet displacement from 

1D-3D coupled model 
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Following the pilot stage behavior, higher pressure levels 

correspond to higher input solenoid currents. The lumped 

parameter model of the solenoid valve allows calculating 

physically inaccessible parameters, impossible to measure, 

such as the main and pilot poppets simultaneous 

displacements, depicted by Figure 25. It can be noticed how 

the poppets  

6 Conclusions 

A numerical analysis on a special solenoid hydraulic valve 

for semi-active suspensions is presented in this paper. The 

valve, designed by Öhlins CES Technologies, is in use by 

several major automotive manufacturers to implement semi-

active shock absorbers technology in their vehicles. The 

unconventional design of the valve, named CES8700, 

requires advanced computer simulation to predict its 

hydraulic dynamic behavior. An extensive CFD analysis on 

the most critical regions of the CES valve is discussed, 

providing experimental validation on specific regions of the 

hydraulic valve. The distributed parameter modeling is not 

only necessary to understand the impact of key design 

features, but also to extract physical variables associated 

with the fluid flow. In particular, flow coefficients and static 

pressure distributions on the moving elements are studied. 

These parameters are coupled with a 1D numerical model of 

the valve, used to predict the whole system dynamic 

behavior. The influence of the CFD results on the 1D model 

numerical results is discussed. It is shown, comparing 

simulation results with experimental measurements, how the 

information from a detailed CFD analysis strongly improves 

the ability to fully capture the CES hydraulic valve 

behavior. In the future, 2-way and flow-driven rigid body 

FSI (Fluid-Structure Interaction) analysis will be developed; 

in order to understand the impact of the elastic components 

interaction with the fluid flow and to capture the effects of 

localized fluid flow phenomena on the poppet dynamics.  
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Abstract

Hydraulic servo system driven with separate meter-in and meter-out valves provide more
flexibility with respect to energy efficiency and dynamic properties. In the current problem
the operation of such a configuration involves to keep a desired position constant, while an
external load force is applied. The position control cannot compensate for fast load fluctua-
tions beyond a certain frequency limit. For this case it can be desired to adjust the static
pressures in the cylinder chambers to defined values. The paper describes how to influence
this pressures giving weights to the control signals for both moving directions for each valve.
With the help of a simulation model the design results are verified. Higher pressure levels
decrease the danger of cavitation and inhibit lowering the bulk modulus of the oil volume.
The asymmetric control of the valves even lead to better energy efficiency during position
control.

Keywords: Servo control, smismo, energy efficieny

1 Introduction

1.1 Control of Hydraulic Actuators

The main component for proportional velocity and position
control of industrial or mobile hydraulic systems traditionally
is a spool valve applied to each actuator. Analysis of the dy-
namic behaviour of such a system was done very early [1],
and fast servo-valves were developed [2]. For a long time
complex control algorithms were reserved for dedicated si-
gnal processors [3]. In the last decade programmable logic
controllers (PLC) provided more and more computing power
and enabled also working with non-linear models of hydrau-
lic systems [4]. The control of the oil flow with valves causes
energy loss due to pressure drop. Better efficiency can be ob-
tained by including the pump in the control strategy, either
without any additional valve or combining proportional valve
with a load-sensing (LS). The dynamic behaviour of such a
system was studied in [19].

The most important goal in the recent time is the development
of energy efficient systems, which is a major topic for sepa-
rate meter-in, separate meter-out control (SMISMO) hydrau-
lics [8]. Development of robust sensors and new hydraulic de-
signs for SMISMO enabled more sophisticated control of hy-
draulic drives, a higher degree of freedom is offered to control
engineers. The analysis of the additional working modes pro-
vided by such a system can be found in [6] or [13]. It is even
possible to recuperate energy, which may be important for
heavy machinery [18].

SMISMO control may be combined with classical elements
for hydraulic control, such as electronic load-sensing (ELS).
Switching strategies for energy optimisation including mul-
tiple actuators in an ELS system are presented in [9]. Also
over centre valves in SMISMO systems are considered [10].

Another important issue is vibration and oscillation damping.
For large-scale machinery the energy efficiency is also a ma-
jor topic for such applications [11]. With separate meter-in
and meter-out exended with a crossport valve, active damping
can be accomplished efficiently [12].

The separate meter-in and meter-out system increases the
amount of variables to be influenced by electronic control,
which requires to apply more sensors. Those are still ex-
pensive und not highly dependable. Methods to reduce the
amount of sensors are also a research topic, for example in [5].

Sometimes it is desired to simplify the control strategy in or-
der to influence certain variables of the hydraulic and me-
chanical system more specifically. For example, a decou-
pled control of variables in a multiple-input/multiple output
(MIMO) system, can be found in [7]. The work presented in
this paper describes how to influence the chamber pressures
during constant position control without the need of an addi-
tional control loop.

Most work about separate meter-in and meter-out is done on
how to control the motion in an energy efficient manner. Here
in contrast a situation is investigated, where the position is
regulated to be constant. A solution for a two-valve configu-
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ration in a position control application is shown, that allows
to influence the pressures within certain limits. Beside for
position, no additional sensors are used.

1.2 System Description

The hydraulic machine considered here is equipped with a
milling head driven with an electric motor. Motion and posi-
tioning of the head is done with two hydraulic axes for two
degrees-of-freedom. Each of them is controlled with two pro-
portional valves in a SMISMO configuration. When one axis
is moving for the milling operation, the other axis stands still
and is subjected to load fluctuations caused by the milling
process. The purpose of the regulator is to keep the passive
axis in a constant position. The goal of the design process
proposed here is to optimise the pressure levels in the cylin-
der chambers so, that maximum force impacts can be caught
without the occurrence of cavitation. The hydraulic power
supply is a load-sensing system. Since the active cutting axis
usually needs the full pressure provided by the pump, the pas-
sive axis, which holds its position, is not included in the load-
sensing loop. Consequently the maximal, or at least a high
pressure level is available for position control. The most im-

Figure 1: Hydraulic scheme

portant components for the control of the passive hydraulic
axis, which is considered, are shown in Fig. 2. It is assumed
for the investigations, that the pump provides a constant high
pressure during the milling process for the active axis. Two
four-land-four-way spool valves are applied to establish sepa-
rate meter-in and meter-out control. Some auxiliary hydraulic
elements of minor relevance are not sketched in Fig. 2.

1.3 Problem Description

The actual system is equipped with separate meter-in and
meter-out control to allow energy efficient control of motion
during several working situations. One strategy for example
is to control speed with the meter-in valve while keeping the
pressures at a reasonable level with the meter-out valve to
avoid high power losses on the one hand, and to avoid ca-
vitation in the case of overrunning load on the other [6].

Figure 2: Hydraulic scheme

Cutting operation of the system investigated here requires an
additional operating mode, where the support cylinder should
not move, but hold its position subject to external forces. For
this purpose, a position control loop is required. Now the
separate meter-in and meter-out system allows an additional
degree of freedom, which is utilised in this work. It is inves-
tigated how to improve the performance of position control
without adding further sensors or control loops.

2 Electronic Control
The scheme for the electronic position regulator of the cy-
linder is displayed in Fig. 3. This control loop will ensure,

Control voltage
for valves

1

P controller

kp

Actual cylinder
position

2

Position
set value

1

Figure 3: Basic position control

that the mean value of the position is held constant indepen-
dently from the magnitude of the load force generated by the
cutting process. A simple proportional (P) controller is assu-
med here. From the authors’ experience, a more sophisticated
algorithm, see [17], does not influence the result of the consi-
derations made here. The control error is multiplied with the
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gain and provided as output signal. If both the valves are
driven with this signal and have identical characteristics, the
result is equivalent to the control of the cylinder with a single
servo or proportional valve.

The individual metering valves provide an additional degree
of freedom that is utilised here. A factor λ is introduced
that provokes asymmetric control voltages for the valves de-
pendent on the moving direction. These motions around a
desired setvalue of the cylinder displacement are caused by
the external load force and not due to a change of the set va-
lue (regulator case). Fig. 4 shows the function block inserted
between the position controller and the outputs for the pro-
portional valves.

Figure 4: Signal flow for pressure adjustment

The effect of this interception is to introduce a virtual imba-
lance of the proportional valves. The effect of the electronic
imbalance can be understood easier studying a mechanical
equivalent in Fig. 5. A thick arrow represents an increased
orifice multiplied with the factor λ greater than one. Small

Figure 5: Machanical equivalent for electronic pressure ad-
justment

arrows indicate a reduced opening by multiplication with 1
λ

.
Dotted arrows are not active in this configuration. Looking at
this model makes clear that the paths to the supply pressure
are wider than those to the tank. Hence higher pressure levels
are to be expected in the cylinder chambers.

The advantage of the electronic imbalance over a fixed me-
chanical asymmetry is that a change for other working condi-
tions is easy. For example, if the axis should move over a
distance, a different concept for individual metering can be
used to optimise the energy efficiency.

3 Pressure Levels

The procedure how to calculate the pressure levels in the
cylinder chambers of a hydraulic system under electronic
control for a constant piston displacement controlled with a
single servo or proportional valve was already presented and
verified in [14]. Here the scope is extended to separate meter-
in and meter-out valves including the method according to
Fig. 4 for introducing an imbalance. The scheme with a factor
λ was chosen in order to get a simple result in the following
procedure.

An external force is applied that fluctuates. As intended, po-
sition control will hold the mean values of the oil volumes
constant. From this follows, that the mean values of the oil
flows to and from of the cylinder chambers to zero. The
output of the proportional controller follows the control er-
ror with the factor kp. Normally the integrating behaviour
of the cylinder forces the mean value of the control error to
zero. Since the oil flows to and from the cylinder depend on
the pressures and hence are different for each chamber, the
control error has to assume an offset (Fig. 6). This offset,

Figure 6: Small oscillations of displacement and controller
output

which will be very small in a typical system, can be used to
find conditions for the pressures in the cylinder. Approxima-
ting now the controller output with square oscillations yields
two levels Uu p and Udn.

These oscillations may have the natural frequency of the sys-
tem or the frequency of the external force. Oil flows are small,
consequently pressures do not change much. At this point it
should be mentioned that the law of continuity of the oil flows
does not apply here, since the flows are mainly contributed by
charging and discharging the chamber capacities.

A cylinder is moving ’up’ when an oil flow qA enters chamber
A (Fig. 2). The valve connected to A is supplied with a pres-
sure p0 from the pump. Chamber B is opened by a separately
controlled valve to the tank. During motion ’down’, chamber
B is connected with the supply and A with the tank. In the
first step, both valves accept the same control voltage U from
the position controller in Fig. 3.

For a small motion down we get

qBdn = UBdnkB
√

p0− pB
qAdn = UAdnkA

√
pA.

(1)
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For a small motion up we get

qBup = UBupkB
√

pB
qAup = UAupkA

√
p0− pA.

(2)

What is important here, is the fact, that the position will be
held with the exception of a small offset. This is the desired
behaviour of the control loop. From this follows, that the oil
flow coming out of one chamber must be the same going in
during the next half period of the oscillation, which means

qBdn = qBup
qAdn = qAup.

(3)

And further, with Equ. 1 and 2, follows

UBdnkB
√

p0− pB = UBupkB
√

pB
UAdnkA

√
pA = UAupkA

√
p0− pA

(4)

and
UBdn

UBup
=

√
pB√

p0− pB
UAdn

UAup
=
√

p0− pA√
pA

.
(5)

As depicted in Fig. 6, the position controller is assumed to
deliver two discrete output levels, a positive voltage Uup and
a negative voltage Udn. Now the circuit in Fig. 4 is intercepted
between the controller and the valves. Positive and negative
control output values are weighted differently for both valves
in the following way

UBdn

UBup
=

λ ·Udn
1
λ
·Uup

= λ
2 Udn

Uup

UAdn

UAup
=

1
λ
·Udn

λ ·Uup
=

1
λ 2

Udn

Uup
,

(6)

hence Equ. 5 turns to

λ
2 Udn

Uup
=

√
pB√

p0− pB
1

λ 2
Udn

Uup
=
√

p0− pA√
pA

, (7)

from which we get

pB

p0− pB
= λ

8 p0− pA

pA
. (8)

Pressures A and B depend on the mean value of the cylinder
load

F = pAAA− pBAB. (9)

Consequently pressure pB becomes

pB = pA
1
η
−F ′ (10)

with F ′ = F
AB

and η = AB
AA

. Finally follows

p2
A

1
η

(
1−λ

8)+ pA

[
λ

8 p0

(
1+

1
η

)
−F ′

(
1−λ

8)]−
−λ

8 p0
(
F ′+ p0

)
= 0.

(11)

This is a quadratic equation that delivers the solution for pA.
Pressure pB follows from Equ. 10. Of course Equ. 11 has
two solutions. For λ < 1 one solution has negative pressures,
which is not possible for the physical system. For λ > 1
one solution exists with all pressures higher than the supply,
which is also not possible. Sign information was lost after
squaring Equ. 7. For λ = 1 Equ. 11 turns into a linear equa-
tion, a case, which was already treated and verified by mea-
surements in [14].

Consequently there exists only one solution for a physical sys-
tem. It is the result with the positive sign in the solution for-
mula for the quadratic equation. The pressure levels during
a constant position control dependent on the load force can
be found in Fig. 7. An arbitrary cylinder with equal areas
is chosen. It can be seen that by selecting λ the pressures
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Figure 7: Quiescent pressures dependend on load force

in the cylinder may be varied. With the imbalance factor λ

greater than one the levels can be drawn towards the supply
pressure, or vice versa. Of course at positive or negative force
maximum, there is no chance to influence the pressures.

Remarkable is, that different characteristics of the valves, i.e.
the ratio of kA/kB, does not contribute to the pressure levels.
Of course there is an influence when the cylinder is moving
at a desired speed, but this case is not a topic in this conside-
rations.

Fig. 4 represents the implementation of Equ. 6, and Equ. 11
evaluates the resulting pressure levels dependent on the mean
external load force.

4 Simulation Model
In order to verify the pressure predictions in the previous sec-
tion and to study the behaviour in various situations, a simula-
tion example is carried out here. The properties of the system
are studied applying load forces to the model, first following
an idealised step function. Then a force progression is chosen
that is typical for the physical system under investigation.

The data that are used for the simulation model are listed in
Tab. 1. The fully opened orifices of the valve spool deliver
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Figure 8: Pressures for eta = 0.7

170 l min−1 at a pressure difference of 70 bar.

Designation Denotation Value

AA Area piston side 0.06 m2

AB Area rod side 0.04 m2

p0 Supply pressure 250 ·105 Pa
kA Valve A characteristic 1.07 · 10−6

m3s-1V-1Pa-1/2

kB Valve B characteristic 1.07 · 10−6

m3s-1V-1Pa-1/2

η Ratio AB/AA 0.7
m Cutter head mass 11500 kg
l Lever ratio 5
CA,CB Hydr. capacities 8.44 · 10−12

m3Pa-1

UAdn,UAdn Valve A control voltage
dependent on direction

max. ± 1 V

UBdn,UBdn Valve B control voltage
dependent on direction

max. ± 1 V

Table 1: Data used for modelling

The pressure levels for this system obtained with Equs. 11
and 10 are shown in Fig. 8. Numerical simulation will yield
the same results. Simulation experiments were carried out
with Matlab

TM
/Simulink

TM
. After starting the simulation, the

system needs some time to settle, before the actual experiment
can begin. This time is not displayed in the diagrams of the
following simulations.

4.1 Response to Load Force Step

After creating a simulation model, a step response allows to
verify the solution of Equ. 11 and to study some basic beha-
viour. In this experiment, load steps of± 40 % (±600 kN) are
applied. Starting with load zero, the positive step is applied
at time t = 5s and taken back at t = 10s. The negative pulse
follows at t = 20s until t = 25s. Fig. 9 shows the results for

λ = 1.0, Fig. 10 for λ = 1.4.

Increasing λ shifts the pressure levels towards the supply
pressure, as seen also in Fig. 8. Sudden force changes can
make a pressure exceed the supply level. This is acceptable
until a certain limit, an obligate relieve valve will protect the
system from overpressure. On the other hand, a pressure fal-
ling to zero, like in Fig. 9 without imbalance, is not accep-
table since cavitation occurs. This is the main advantage of
introducing an imbalance with λ greater than one.
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Figure 9: Pressure changes due to force steps, λ = 1.0
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Figure 10: Pressure changes due to force steps, λ = 1.4

4.2 Response to Forces During Operation

The hydraulic system considered here is a positioning sys-
tem for a milling device with external electrical drive. One
hydraulic axis is used to move the cutter (active axis). The
second cylinder, which is the item of interest here, is used
to hold one coordinate of the tool constant (passive axis). In
such a configuration, the cutting force is primarily generated
by the external cutter drive, and the hydraulic cylinder has to
hold its position constant. Hence a position regulator is requi-
red like the one shown in Fig. 3.
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While in the previous section the response to sudden load
changes (step or Heaviside function) was studied, the beha-
viour under realistic conditions is of interest here. For this
purpose, force data are used that are to be expected in practi-
cal operation, see Fig. 11. The maximal value displayed on
the y-axis is the maximal force the cylinder can exert at the
operating pressure of 250 bar. Fig. 12 shows the pressures
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Figure 11: Force applied to the mass
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Figure 12: Cylinder pressures with λ = 1.0

from simulation experiment with symmetrical excitation of
the meter-in and the meter-out valve, which means, λ is set
to one in the circuit in Fig. 4. Alternatively, Fig. 13 displays
the results for λ = 1.4. As expected, the pressure levels are
higher.

4.3 Advantages

Low pressure values decrease the bulk modulus of the oil due
to entrained air [15] and [22]. Measurements in [16] show
that particularly values below 50 bar are of disadvantage. Da-
tasheets of rubber hoses also show higher compliance at low
pressures. Furthermore, the danger of cavitation due to force
peaks is increased.
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Figure 13: Cylinder pressures with λ = 1.4

Using a control loop with an artificial imbalance λ increases
the pressure levels and improve the situation in this special
operating mode, where the position should be held constant
at a desired value.

4.4 Control Gain and Energy Efficiency

A position controller was a precondition for evaluating the
pressure levels ending up in Equ. 11. Looking at this equa-
tion, it is remarkable that the gain has no influence to the
long-term quiescent pressure levels. Engineers might tune the
controller in order to optimise some property of the closed
loop, for example as described in [20] for hydraulic systems.
In the case of heavy machinery the energy efficiency is of pri-
mary interest to design the controller [21].

To keep the desired position, the controller will open the
valves and thus consume oil from the high-pressure supply.
The power related to the control action is not to be neglected
and must be regarded in the design. Reducing the gain will lo-
wer the system’s resistance against position change and lower
the power consumption. Mean value of the position are kept
as well as the steady-state pressure levels. Hence control gain
is an important design parameter with respect to power requi-
rement. As an extreme value, a gain of zero is equivalent to
closed cylinder chambers, but then position and pressures will
drift away due to leakage and possible opening of protective
pressure relief valves. Consequently the choice of the gain is
a trade-off between loss of energy and position accuracy.

Fig. 14 displays the power required during the operation sub-
ject to the forces in Fig. 11 and shows the importance of a
proper gain design. Simultaneously the diagram shows that
increasing λ can improve the efficiency. When pressure le-
vels in the cylinder are higher, the loss due to incoming oil is
expected to be lower.

Stating that a low gain is better concerning power consump-
tion, the influence of the gain to the loop behaviour must be
investigated. Assuming, that the cylinder should change its
position, the time behaviour usually is a measure for the qua-
lity of the design. Fig. 15 shows the time required for a po-
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Figure 15: Settling time for a large motion of 100 mm

sition change of 100mm in the simulated system. From this
diagram follows that the system is explicitly non-linear. Ne-
vertheless a proper value for the gain can be found, which
is as low as possible but does not increase the time constant.
Further experiments that are not included in this paper show
that the choice of λ has almost no influence to this time beha-
viour. Motions with the position controller active will be only
useful for small changes. For larger distances of course one
of the strategies utilising the advantage of separate meter-in
and meter-out control is to be preferred.

When the aim is to hold a constant position, the remaining
question is how the design influences the position control er-
ror during operation. Fig. 16 shows the results from expe-
riments with the simulation model. The root-mean-square
(RMS) control error is defined as

erms = lim
T→∞

√√√√√ 1
T

T∫
0

e2 (t) dt, (12)

where the time T was 20 seconds in the experiment. Fig. 16
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Figure 16: Root-mean-square control error

also shows a slight influence of the factor λ .

Furthermore it can be seen, that the RMS value starts rising
at nearly the same low gain values, at which the settling time
in the previous experiment was increased. Both design ap-
proaches lead to the similar results.

This relationship is not compulsory. In the first case the valves
are opened fully and the systems gets non-linear. In the regu-
lator mode, where the RMS errors are taken, the elongations
and valve control voltages are very small. It is recommended
to repeat both design steps for a specific machine.

5 Conclusion
A hydraulic cylinder, which supports a cutting tool head and
is subject to high load fluctuations, is controlled with two
individual metering valves. In order to hold the position
constant a proportional regulator is used. Separate meter-
in and meter-out concept usually is applied to improve the
energy efficiency during motion. In this work the additional
degree of freedom is used to influence the pressure levels at
a constant piston displacement during the cutting operation.
With the help of electronic control an artificial imbalance is
induced to flow control valves.

The effect is modelled with a single factor that allows to cal-
culate the pressure levels in the cylinder in the closed position
control loop. The loop is tested in a simulation model first
with force steps, then with a set of force data that are typical
for practical operation.

Tuning the imbalance factor allows to gain higher pressure
levels in the cylinder chambers and hence to be less suscep-
tible to cavitations and to avoid lowering the effective bulk
modulus at low pressures. The imbalance slightly increases
the control error and has no effect to the time behaviour of
the loop. Since the proportional gain of the position control-
ler has a great influence to the power consumption, the design
of this gain is discussed.

As an additional effect it turns out that the imbalance also
improves the energy efficiency of the system. The proposed
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method requires no additional sensor. Furthermore it is an
open loop method, so the stability of the position control loop
or possible other control loops is not influenced.

Nomenclature

Designation Denotation Unit

AA Area piston side m2

AB Area rod side m2

p0 Supply pressure Pa
kA Valve A characteristic m3s-1V-1Pa-1/2

kB Valve B characteristic m3s-1V-1Pa-1/2

λ Factor of signal unba-
lance for pressure adjust-
ment

η Ratio AB/AA
Udn,Uup Controller output de-

pendent on direction
V

UAdn,UAdn Valve A control voltage
dependent on direction

V

UBdn,UBdn Valve B control voltage
dependent on direction

V
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Abstract 

This paper regards to design and examination of electrohydraulic control systems with separate 

metering edges for mobile applications. Although the idea of individual metering has existed for 

some time, this promising technology has yet to be applied in field. One reason for the missing 

prevalence is the lack of understanding regarding the complex control requirements. 

Furthermore, expected additional expenses regarding components such as valves and 

transducers hinder the acceptance. This work outlines a systematic analysis of possible circuit 

concepts. The obtained solution space contains a large number of elements that must be 

evaluated based on functional and economical criteria. Therefore, it is advantageous to divide 

the control system into its functional fractions. The clear distinction of the functional fractions 

enables a systematization of the different drive and control tasks, which then can be combined 

freely. The selection of appropriate control signals can be supported by the usage of a 

multivariable system modeling approach. Physical interactions, inherent to electrohydraulic 

systems, have a strong impact on the behavior of the control loops. By analyzing the coupling 

elements, conclusions regarding control concepts and structures can be drawn.  

Keywords: electrohydraulic control systems, separate metering, MIMO, valve structures 

1 Introduction 

In mobile machinery it is very common that multiple 

hydraulic drives are supplied by one single pump. The 

actuators shall be operated independently and 

simultaneously. The hydraulic control system has to 

distribute the hydraulic power among the actuators 

depending on their flow and pressure requirements. Process 

forces mostly appear in both positive and negative direction. 

Negative load forces in direction of movement occur for 

example during lowering of loads or when decelerating 

moving masses. This typically leads to an overrunning load 

and thus an uncontrolled acceleration of the hydraulic 

motor. Moreover negative pressures may occur, since the 

pump flow is not sufficient for the filling of the cylinder. In 

order to prevent damage resulting from cavitation 

phenomena usually suction valves are used. Furthermore 

overcentre valves are utilized to prevent uncontrolled 

movement. The throttling cross section is varied as a 

function of the inlet pressure and thus limits the actuator’s 

velocity. Disadvantages of this setup are increased power 

consumption, especially at partial loads, and the dynamic 

behavior of the drive system, which tends to oscillate in an 

unfavorable manner. Modern systems meet most of the 

requirements concerning controllability but system limits 

are increasingly reached in terms of efficiency and 

dynamics. A reasonable and promising way to overcome 

this issue is the use of hydraulic systems with independent 

metering edges [4], [24] and [10]. By doing so, the opening 

cross section of the meter-out edges can be adapted to the 

load situation and can be manipulated independently from 

the inlet. By influencing the pressure level, regeneration and 

recuperation modes become possible. A separate control of 

the tank edge also opens up for minimal pressure losses at 

all working conditions. Cavitation during pulling load 

situations can be avoided without extensive control edge 

design. Furthermore, the distributed valve arrangement 

allows the use of decentralized control architectures. 

2 State of the Art 

A natural approach to derive systems with independent 

metering properties is to add one control input in order to 

control an additional state variable. As a result, a hardware 

layout with two 3/3-valves is obtained. These circuit 

variants are preferred in [11], [4], [27], and [5]. Pressure 

sensors are used for controlling the main valve [14], [15]. 

The design of those systems differs considerably. [14] uses 

the idea of classic load sensing with primary pressure 

compensation. Although a load-independent actuator 

movement is implemented, at least two additional pressure 

transducers are needed. Analogue solutions are published in 

numerous patents and scientific contributions [16], [17], 

[18], [19], and [28]. Industrial applications by Eaton [1] and 

Wessel [8] have come to attention as well. In [20] a valve 

arrangement with independently controlled metering edges 
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and the use of secondary pressure compensators is proposed. 

Thus, a typical flow divider setup is provided. In case of 

saturation of the pump flow, the flow will still be distributed 

proportionally in correlation to the valves opening area 

ratios. The resulting component effort is affected negatively, 

since two additional pressure compensators are needed. In 

addition to system solutions utilizing 3/3-valves, especially 

concepts with 2/2-valves are in the scope of research. These 

valve types are often simpler and more cost effective. 

Configurations with 2/2-valves are introduced in [9], [25], 

and [26] [21], [22], [12]. Eriksson and Palmberg present a 

system without pressure sensors [6], [23]. Each main valve 

is equipped with a pressure compensator. The load 

conditions are determined by measuring the position of the 

pressure compensators. Among others, Linjama and 

Villenius deal with stability and control issues [10].  

3 Derivation of circuit structures for control 

systems with independent metering edges 

Based on today’s control systems, the demands in individual 

metering control can be described as follows:  

 Lowering the energy consumption by reducing the 

losses at the tank edges 

 Simplifying the design of control edges in 

comparison to conventional systems 

 Simple control strategies for operating the 

individual metering elements and thus achieving at 

least as good dynamic performance as existing 

control systems 

 Reduction of components expense (solenoids, 

valves, sensors) compared to previously known 

system solutions with separate control edges 

 Control on the basis of the latest electrohydraulic 

load-sensing systems  

 Load compensation for parallel operation of several 

actuators  

 Simple implementation of float functionality 

 Simple implementation of circuits to exploit 

recuperation and regeneration potentials 

The approach for finding new solutions comprises a 

systematic analysis of possible circuit concepts.  

 
Figure 1: General electrohydraulic structure of working 

hydraulics for mobile machinery 

The obtained solution space contains a large number of 

elements that must be evaluated based on functional and 

economical criteria. Therefore, it is advantageous to divide 

the control systems into its functional areas, see Figure 1. 

For each of these areas a number of solutions are possible. 

The clear distinction of the functional areas (operator, 

supply, valve control system, ECU and actuator) enables a 

systematization of the different drive and control tasks, 

which can be combined freely. 

3.1 Main valve architectures 

In order to develop circuit principles two design aspects are 

considered. The first one concerns the valve type 

combinations while the second one regards the arrangement 

of elements. Serial arrangements of two proportional 

metering edges result in redundant structures, which are 

unfavorable in terms of component expense. Likewise, 

parallel assemblies of a proportional edge and a switching 

edge are not applicable, since the control feature of the 

proportional edge is short circuited, see Figure 2.  

Figure 2: Methodology of determining fundamental circuit 

principles 

The essential requirement of an individual metering layout 

for a single consumer port corresponds to a 3/3-valve-type 

design. Under this premise, only circuit principles with at 

least 3/3-valve functionality are suitable. To determine 

whether a circuit principle meets the necessary functioning 

condition, mathematical formulations are used to calculate 

the equivalent valve functionality. On the basis of an 

electrical circuit analogy, parallel elements may be added, 

whereas elements connectec in series are multiplied. A 

parallel and a serial arrangement of two 2/2-way 

proportional metering edges serves as an example. Each of 

the elements contains one independent connection per 

switch position and two switching positions including null. 

Adding the number of independent connections i.e. the 

number of switching positions, which corresponds to a 

parallel arrangement, results in a 3/3-valve functionality. For 

a serial arrangement, it is necessary to multiply the 

characteristic numbers. As expected, the result shows a 2/2-

valve functionality.  

The systematic de-/coupling of the mechanical constraints 

starting from 4/3-valve design results in different hardware 

layouts. In general, the circuit principles can be classified in 
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symmetric and asymmetric circuits. Symmetric circuits only 

use one valve type for implementation of basic working 

functions, whereas asymmetric circuits use at least two 

different proportional valve types. The functionally and 

mechanically coupled metering cross section can be 

allocated either at the working ports (pA or pB) or at the 

supply ports (p0 or pT) see Figure 3. 

Figure 3: Fundamental circuit principles with parallel 

arrangement of proportional valve elements 

The basic circuit principles can be compared based on 

criteria like the number of necessary valves or flexibility of 

arrangement. Also the type of solenoid, whether 

proportional or switching type, influences the choice. An 

adoption of 2/2-valves enables the usage of poppet type 

valves. There are several benefits in using poppet type 

valves, for example the much simpler valve design or nearly 

leakage-free characteristic. Furthermore, it is possible to 

mount these valves directly to the actuator. Enhanced 

dynamics can be achieved because hose and pipe volumina 

between valve and cylinder are kept small. Instead of 

connecting each individual consumer to the supply, pressure 

and tank line can be connected from one actuator to another. 

With the introduced combination methodology, several 

thousand possible valve arrangements are conceivable. But 

only a handful of them are of relevance for application.  

3.2 Individual flow control 

To attain load independent actuator motion, a constant flow 

at varying operating pressures over the control valves is 

necessary. This is accomplished by individual flow control. 

A circuitry implementation can be performed mechanically 

by individual pressure compensators or by means of 

electronics with appropriate sensors, see Figure 4. In 

contrast to sensors, mechanical solutions react directly and 

rapidly on disturbance variables in the system. However, 

system performance is influenced because damping might 

be reduced. The combination of the different possible 

solutions for the different sub-divisions gives an overview 

of the results in their entirety. 

Figure 4: Variants of individual flow control 

A conventional pressure compensated hydromechanical load 

sensing-system serves as a basis of comparison. The result 

of the evaluation is a ranked list of structures. Some of the 

solutions are presented in the following. 

3.3 Determining circuitry concepts 

In literature mostly symmetric and parallel arrangements of 

proportional valves as shown in Figure 3 are suggested, 

since this reflects the intuitive approach of separating the 

metering edges. A further aspect that correlates with the 

separation-thought is the disunion of metering and directing 

function. A circuit principle that implements such a task has 

been introduced in Figure 2 by a serial arrangement of a 

proportional and switching valve. A low-pressure drop and 

applicability of a simple and therefore low priced actuating 

solenoid are only some of the benefits of switching valves. 

By systematically combining different valve types and 

control circuit principles, a solution space is identified. In 

Figure 5 an extract from the resulting set of possible 

solutions is presented. These novel structures are 

characterized by an economical use of components. In 

comparison to known structures, the component effort in 

terms of complexity and number is reduced. The proposed 

system layouts utilize two 2/2-proportional valves for 

metering and two 3/2-switching valves for flow directing 

functionality. Depending on the configuration, one or two 

pressure compensators are required. In that way pre- or post 

compensation can be implemented. To fully use the 

potentials concealed in the control concept, additional 

pressure sensors or displacement sensors are necessary. 

Along with dynamic and functional issues, there are safety 

issues to consider.  
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Figure 5: Extract of combination matrix containing novel 

structures 

4 Modeling and simulation of systems with 

independent metering edges 

In this chapter, general mathematical models of the 

individual metering systems are derived. Linearized models 

are used for analysis of the systems behavior. The 

investigations are exemplarily conducted on the non-

compensated and the primary-compensated system layout, 

see Figure 5.  

Figure 6: Simplified system layouts 

To simplify analysis, the presence of only one actuator is 

assumed. The pump supply can be modeled using a transfer 

function with second order dynamics. The spool dynamics 

of the individual pressure compensator (IPC) as well as the 

dynamics of the cylinder can be described with a second 

order transfer function. However, the spool dynamics of the 

IPC can be modeled statically, since the corresponding 

inertias are small in comparison to the dynamics of the 

actuator line. The pressure build-up in hydraulic capacities 

is of first order. Experimental data of the static flow 

characteristic of the control valve are plotted in Figure 7 

along with simulation results of the non-linear model. 

Figure 7: Static flow characteristic, stroke of individual 

pressure compensator of control valve 

The model has been verified in the same manner for 

different operating points. In general the model showed a 

good quality match for the static behavior. However, there 

are deviations concerning certain dynamic phenomena, like 

excess flows, which are well known effects in two-way flow 

control valves. Since these deviations result in slight 

differences in the overall system performance, they may be 

neglected for further analysis. 

4.1 Generalized linear models 

Linearizing a non-linear model always leads to a 

compromise, because the resulting system is only valid 

locally around a specific operating-point. One of the 

possibilities to overcome this problem is provided by an 

operating-point tracing. All operating-point-dependent terms 

are being updated within each simulation run, to obtain 

model validity.  

A minimal set of equations is needed to describe the systems 

behavior. The linearized flow equation is used to describe 

turbulent flow through a cross section 

 
A01Qp11QA ppKuKQ 

u (1) 

 
TB2Qp22Qu ppKuKQ 

B (2) 

where KQui is the constant flow coefficient and pi are the 

system pressures. The continuity equation in hydraulic lines 
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describes the pressure build-up with the corresponding 

hydraulic capacitances K’/Vi 

A

A

AA p
V

K'
xAQ   (3) 

B

B

BB p
V

K'
xAQ   (4) 

In combination with the motion equation of a differential 

cylinder, it represents the dynamics of the system 

LBBAA FApApxm   (5) 

Leakage effects, which mainly results in damping, is 

neglected. The resulting system block diagram is shown in 

Figure 8. 

 Figure 8: Linearized and simplified model of non-

compensated hydraulic control system 

The extension of the system with an individual pressure 

compensator in a pre-compensation layout is shown in 

Figure 9. As noted before, the spool dynamics of the IPC 

can be modeled statically, since the dynamic is much higher 

than the cylinder dynamics. 

Figure 9: Linearized and simplified model of pre-

compensated hydraulic control system 

The static motion equation and pressure built-up are noted in 

Eq. (6) and Eq. (7) 

 
AIDW
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IDW
pp
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The individual pressure compensator controls the pressure 

difference across the measuring orifice by throttling the 

cross sectional flow. In case of load or speed variations, the 

IPC changes its position in a closed loop characteristic, 

keeping the pressure difference Δp=(pIDW-pA) constant. The 

resulting flow through the control valve can be written as 

 
IDWIDW

IDW
IDWyIDW

y ppKKQ 0Qp,,Q  (8) 

 
A1Qp11QA ppKuKQ 

IDWu (9) 

It is obvious that the resulting systems with more than one 

input can no longer be considered as single input systems. In 

fact, it was the goal all along to control more than one 

output value, by introducing another input value. In order to 

continue using linear control design methods, a 

transformation of the system defining equations becomes 

necessary. The multivariable system analysis is presented in 

the following section. 

4.2 Multivariable system approach 

For the solution of analysis and design tasks, it is sometimes 

important to know which subsystems the multivariable 

system consists of. Structural information can be used to 

recognize internal feedbacks in the control system or to 

identify interactions between several control loops. Two 

important model forms are the p-canonical and v-canonical 

representation of multivariable systems, see Figure 10. It is 

a major objective of structured representation to distinguish 

main-couplings and cross-couplings. Therefore, these 

structures are mainly utilized for systems with the same 

number of input and output variables.  

Figure 10: General description of multiple-input multiple-

output systems (MIMO) 

Multivariable systems can be classified in positively and 

negatively coupled systems. In case of equal signs (positive 

or negative), there is a positive coupling. Diverse signs 

indicate a negative coupling. These types of systems are 

generally associated with less damping. The influence of the 

coupling elements becomes particularly clear if the 

respective other transmission element represents a transfer 

function parallel to the main transfer function.  

The p-canonical structure can be considered as the "natural" 

structure, which is derived out of the matrix representation 
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of the system. However, it is not "natural" in the sense of the 

physical structure. The individual transmission elements Gii 

do not describe separate physical processes, but only cover 

different signal couplings within the same system. This fact 

becomes particularly obvious when certain system 

parameters occur in several transfer functions 

simultaneously.  

The resulting p-canonical representation of the multivariable 

system is shown in Figure 11. 

Figure 11: Representation of considered MIMO system with 

independent metering edges 

The matrix containing the transfer functions can be written 

as 
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The aforementioned equation neglects operation point 

dependent terms, which result from calculation of the Taylor 

series. The equations (11) to (22) evaluate the transfer 

functions. 
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The transfer functions Gii for a variation of cylinder stroke 

x=(Min … Max), which mainly results in different 

capacities, are plotted in Figure 12. There is a peak in all 

the transfer functions for the chosen operating point. This 

resonance is the hydraulic resonance frequency of the 

spring-mass system.  

Figure 12: Open loop transfer function of multiple-input 

multiple-output system (MIMO) without IPC 

The Eigenfrequency of the system shifts towards lower 

values, since the piston side volume increases. As there is no 

substantial resistance at the meter out edge, which would 

cause a pressure built up, the frequency of the system does 

not increase like it would in conventional hydraulic systems 

with one single spool. The corresponding pole-zero-map is 

plotted in Figure 13. For a decreasing signal at the meter-in 

valve u1=UV1 the poles tend to move towards the right 

complex half plane with decreasing flow across the main 

valve.  

Figure 13: Pole zero map of open loop transfer function 

without IPC 
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The arrows indicate the variation of the frequency along the 

piston stroke. Whereas the operating points OP1 to OP3 

stand for different actuator velocities. The damping is 

mainly dependent on viscous friction and flow characteristic 

of the system. By introducing sensors to feed back state 

variable information, the dynamics of main-couplings as 

well as cross-couplings are affected. That is when stability 

issues have to be taken into account.  

Analogous to the model description of the non-compensated 

system, the equations (23) to (28) are introduced to model a 

system with primary pressure compensator.  
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The entries of the matrix G(s), which represent the transfer 

functions of the subsystems, are equivalent to the equations 

(14) to (22). The corresponding dynamics are plotted in 

Figure 14. 

Figure 14: Open loop transfer function of multiple-input 

multiple-output system (MIMO) with IPC 

Analyzing the systems pole-zero-map, see Figure 15, it is 

apparent, that varying the cylinder stroke x has huge impact 

on the locations of the roots. The damping is significantly 

reduced with increasing piston stroke. The angular 

frequency however is not affected as severely as in the non-

compensated system.  

Figure 15: Pole zero map of open loop transfer function 

with IPC 

The cross talk between input variable u1 and u2 is decreased. 

This is because the pressure difference across the 

measurement orifice is kept constant by the pressure 

compensator. While the pressure compensator’s position is 

located in the control range, load variations do not influence 

the flow through the control valve. 

4.3 Multivariable system analysis 

The selection of appropriate control signals is a question of 

structural nature, since it is not only dependent on specific 

system parameters but on fundamental transmission 

properties of the controlled system. Accordingly, the 

structural properties of the controlled system are the primary 

factors in determining appropriate control signals. The 

decision on a certain control structure is significantly 

affected by the properties of dynamic systems. These 

properties are as follows: 

 In order to stabilize an unstable system path, the

control signals and controlled variables must be

selected in a way that the unstable eigenvalues of

the system become controllable and observable.

 The selected control signals and the controlled

variables must not be linearly dependent. This

condition is violated when the matrix B or C of the

state space model do not meet a certain rank

criterion.

 There must always exist at least as many control

signals as controlled variables.

 All-pass behavior of the system path and the

corresponding control signal complicates the

control task.

 All-pass behavior may be eliminated by

introducing additional control signals.

The preliminary decision, whether a multivariable controller 

is necessary or several single loop control circuits are 
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sufficient mainly depends on the strength of the couplings. 

In the literature, various empirical coupling measures are 

proposed. The question, which remains, is the strength of 

the cross-coupling elements G12 and G21 on the behavior of 

the control loop. In particular, it is interesting to know the 

range of values these elements may reach without affecting 

the stability of the control loops. In the following section, an 

assessment of the couplings is made to come to a decision 

whether a multivariable control is required or not. 

4.4 Definition and analysis of coupling-factor 

To evaluate the couplings, a distinct assignment of input and 

output variables is necessary. Furthermore, a preliminary 

control structure must be assumed. Since the problem of 

input-output assignment is trivial for the system considered, 

following control structure is obtained, see Figure 16. 

 

Figure 16: Block Diagram of reference behavior of the 

controlled MIMO system 

The illustration above shows the familiar structure of the 

MIMO system, which has been extended with a pressure 

feedback on the meter-out side. The meter-in valve is still 

responsible for velocity control in an open loop manner. 

This would be a common and simple approach to control a 

system with independent metering edges.  

The determinant of the feedback matrix F(s) is of major 

importance for the stability analysis. Internal couplings of 

the system may be evaluated by examining the cross-

coupling-elements G12 and G21. Computing the determinant 

of F(s), one partial result is the so called coupling factor 

noted in equation (29) 

 
   
   
















sGsG

sGsG
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If there were no cross-couplings, G12 and G21 would be 

equal to zero and two decoupled transmission lines would 

exist. The absolute value of the expression κ(s) provides 

information on the strength of the couplings. If the absolute 

value of κ(s) is much smaller than one, there is a low 

coupling. Any value close to or greater than one implies 

strong couplings. The coupling coefficient κ(s) describes the 

strength with which the first control loop influences the 

transmission behavior of the second main control line. If 

κ(s) is very small, the controller K(s) may be designed only 

according to the behavior of the second main control path 

pB(s) = Gu2y3(s)UV2(s). However, if κ(s) is large the 

transmission behavior of the cross- and main-couplings 

influences the controller design. The term κ(s) only states an 

empirical coupling-measure and therefore it only provides a 

guide value. The resulting couplings of the considered 

system layout are plotted in Figure 17. Displayed are two 

system layouts with- and without individual pressure 

compensator at two different load conditions. 

Figure 17: Couplings of the considered system with and 

without IPC 

The top left diagram shows the gradient of the coupling 

factor, which has a maximum value of 0.5. In the figure 

below, the equal variations are displayed in case of pulling 

load characteristics. The value of κ(s) even increases. Since 

these values are relatively high, the system has to be 

considered a multivariable system. By introducing the 

individual pressure compensator to the system, the 

couplings between the main control lines are reduced 

significantly, see Figure 17 top-right. Since the coupling 

factor does not increase when pulling loads occur, a 

decentralized and therefore single input controller may be 

designed. A similar behavior can be observed when utilizing 

post-compensation. While the pressure compensator of the 

flow divider circuit is working within its control range, it 

shares likewise characteristics. Since it is one demand to 

implement simple and robust control methods, the use of 

individual pressure compensators appears to be desirable. 

5 Conclusion and outlook 

The paper started with a brief review on the state of the art 

for control systems and valve concepts with independent 

metering edges. In the following a systematic approach for 

determining circuitry principles was introduced. In the next 

paragraph a parametrised non-linear model of a non-

compensated and a pre-compensated system have been 

presented. Some effects like rigid friction, leakage and spool 

dynamics have been neglected for the purpose of 

simplification. In order to obtain a canonical model structure 
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of the multivariable input output system, a linearization has 

been conducted. The models of both system layouts have 

been applied to an analysis of the systems couplings. The 

decision on a certain control structure is significantly 

affected by the properties of dynamic systems, which can be 

described with the help of the system couplings. The 

analysis showed that utilizing mechanical pressure 

compensators is favourable in terms of the necessary control 

effort. System couplings are reduced over a wide range of 

operation. Based on that knowledge, a single input 

controller layout may be used in order to keep 

implementation and commissioning effort low.  

Since the control system design is highly dependent on the 

application and the machine structure, it is necessary to take 

different machines and working functions into 

consideration. Relevant application areas are primarily in 

the field of working hydraulics of construction machinery. 

These machines cover a wide range of applications and load 

conditions. A comprehensive analysis of machines and their 

associated application spectrum has to be carried out to 

develop suitable control system solutions. In combination 

with an operating strategy this will be the next step to be 

investigated. 
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Nomenclature 

Designation Denotation Unit 

Ai Cylinder area [m²] 

d Viscous friction coefficient [Ns/m] 

ECU Electronic control unit [-] 

FLi Load force [N] 

Gii Transfer function [-] 

G Matrix of transfer functions [-] 

K Feedback gain [-] 

k Spring rate [N/m] 

K’ Effective bulk modulus [bar] 

KQp,i Lin. flow-pressure coefficient [l/min/bar] 

KQu,i Lin. flow coefficient [l/min/mm] 

κ coupling coefficient [-] 

pLi Pressure [bar] 

ṗLi Pressure build-up [bar/s] 

QLi Flow [l/min] 

s Laplace operator [-] 

ui Input [-] 

UVi Valve voltage [V] 

vLi, ẋ Velocity [m/s] 

Vi Volume [m³] 

yi Output [-] 
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Abstract 

Electrostatic charging of hydraulic circuits is recently becoming an issue as low conducting 

hydraulic fluids are increasingly in use. Charge generation is more likely to accumulate and 

build up large voltages. These high charge accumulations are hazardous as they can damage 

system components such as filters, which can eventually lead to system failure. In order to 

develop appropriate counter measures, a precise knowledge of influencing parameters is 

strongly beneficial. In this paper the causes for charge generation are discussed. Furthermore, 

methods for charge measurement of hydraulic fluids are presented. As the researched 

measurement methods are considered inappropriate, a new charge measurement method is 

developed. The development based on the principles of Faraday-cup and Faraday-cage are 

discussed in detail. Moreover, the integration of the developed charge sensors into an also 

developed experimental setup is described. The test rig in combination with the charge sensor 

allows the quantitative measurement of charged fluid without influencing the fluid to be 

investigated. It also enables measurements under pressure, meaning that the fluid can be 

pressurised up to 140 bar. The experimental setup is destined to obtain a large data basis. This 

data basis allows the validation of a charging model for which the modelling approach is also 

presented in this paper. This will lay the basis for a charging model to predict the charging 

tendency of a hydraulic system. 

Keywords: Electrostatic charging, electro-chemical double layer, charging of hydraulic fluids, 

flow through filters, charge measurement. 

1 Introduction 

Electrostatic charging is a well known phenomenon in many 

areas, one may think of experiencing a small flash of 

lightning while closing an automobile car door. An area of 

technical interest includes charging issues in electric power 

transformers of large scale, which were reported to explode 

due to electrostatic charging [1]. In these power 

transformers cooling fluid flows through long and small 

channels. The reason for electrostatic charging of fluids can 

be reduced to friction occurring between the flowing fluid 

and the wall. With unavoidable friction being present, 

electro-chemical double layers are built up at the wall [2] 

and the charges are separated by the flow of the liquid [3]. 

Thereby, charge is being accumulated. Charging of electric 

power transformers has been extensively analysed. 

Charge accumulation is not challenging if the fluid is well 

conducting and the electric charge can be transported. 

Therefore, electrostatic charging has not been reported a 

major issue in hydraulic industry until recently. However, 

currently hydraulic oils with reduced ash and zinc 

concentrations are deployed to a greater extent [4]. These 

oils are less conducting and so lead to an increased charge 

accumulation. 

As a result of the current trend towards low conducting 

hydraulic fluids, the topic of electrostatic charging becomes 

more important in the hydraulic industry. This paper gives 

an overview of the mechanisms responsible for charging and 

presents selected theories. Furthermore, a modelling 

approach for hydraulic systems is introduced. Another 

chapter deals with measurement principles and a new charge 

sensor, which was developed at the Institute for Fluid Power 

Drives and Controls (IFAS) of RWTH Aachen University. 

The presented measurement method is deployed in a 

hydraulic test circuit, which allows a detailed investigation 

of the phenomenon in order to expand the base of 

knowledge on electrostatic charging in hydraulic circuits. 

In the later course of the project, for which some results are 

presented in this paper, a lot of experimental data will be 

generated. This data will serve as a knowledge base for the 

development of a charging model which should allow 

predicting the charging tendency of a hydraulic system. The 

current focus of the project is the investigation of the 

influence of hydraulic filters. Because of the large surface 

and its non-conducting material the filter element of a 

hydraulic circuit can naturally be regarded as the main 

source of charging. Until now, quantifiable data for 

hydraulic circuits regarding various influencing system 

273



parameters is not sufficient and the project under discussion 

is aimed to close this gap. 

2 Electrostatic charging of fluids 

The electrostatic charging process is mainly caused by two 

materials with differing work function being situated close 

together. Friction is not necessary but facilitates a small 

distance of the two partners [5]. Figure 1 illustrates the 

charging and its separation for solid bodies. 

 

Figure 1: Charge separation for rigid bodies, based on [5] 

If two bodies with different work functions are moved 

together (1) and the distance of the two bodies is less than 

10 nm (2) electrons move from the material with the lesser 

work function towards the material with the higher work 

function. The reason for the charge transfer is the potential 

difference. An electrical double-layer builds up and the 

potential is in the range of millivolts. If the bodies are 

separated (3) the charge quantity stays constant. During the 

separation process the capacity of the setup decreases and so 

the previously low voltage can reach a voltage in the range 

of kilovolts (4). The duration of the separation process has a 

major influence on the potential generated. In general, a fast 

separation process leads to a high voltage, a slow separation 

process allows for charge compensation processes to take 

place so that only low voltage is generated. 

For explanation of the charging process in fluids Figure 2 is 

introduced, which shows oil in a pipe. 

 

Figure 2: Electrostatic charging process 

The charge separation takes place at the Helmholtz double 

layer [2]. The double layer builds up in the surface area of 

the wall. Assuming non-flowing fluid, negative ions adsorb 

on the boundary layer between pipe and oil on the pipe wall. 

For equilibrium reasons positive ions are in the adjacent 

layer. Hydraulic fluids are charged positively in most cases 

[6]. If the fluid flows through the pipe positive ions are 

carried away from the double layer and agglomerate in the 

fluid. With increasing time and volume flow a higher charge 

density is reached in the fluid. 

Besides this basic flow electrification mechanism, more 

sophisticated flow electrification models have been 

developed. One of these is the nonlinear corrosion double-

layer model shown in Figure 3. 

274



 

Figure 3: Corrosion double-layer model [3] 

In this theory, oil has neutral molecules AB which dissociate 

into ions A
+
 and B

-
. The B

-
 ions mainly adsorb at the metal 

surface and start the metal corrosion with positive Me
+
 ions. 

The MeB molecules are electrically neutral. As the B
-
 ions 

are thereby neutralised, the positive A
+
 ions remain in the 

fluid and thus charge the fluid positively [3]. 

Another theory focusses on the interaction between a 

cellulose material, also used in hydraulic filters, and oil. A 

description of the model shall be attained with Figure 4. 

 

Figure 4: Cellulose fibre theory [7] 

The theory states that the fibre structure has carboxy groups 

COOH in its boundary and the fibre surface is covered by a 

thin water layer. In the oil there are neutral molecules AB 

which can dissociate into A
+
 ions and B

-
 ions. The A

+
 ions 

are assumed to have a lower mobility than the B
-
 ions. 

Therefore, the mobile B
-
 ions combine with the H

+
 ions of 

the carboxy groups and constitute the neutral molecule BH. 

This leads to a neutralisation of the negative ions and so the 

oil is charged positively with A
+
 ions. 

The project discussed in this paper has a system view on 

electrostatic charging. Therefore, the whole charge caused 

by the system is being considered. To allow a prediction of 

the charging tendency of a hydraulic system, a charging 

model is set up. The model will be based upon the data 

obtained later within the course of the project. As a system 

consists of many components, the charging model is 

formulated as a charging model of individual components or 

system parts. As the focus of the project is on hydraulic 

filters, the charge        
   caused by filters is considered vital. 

Charge      
   caused by pipes is another part of the model. 

These individual “sub-charges” are summed up to yield the 

overall charge         
   of the system. The factors PPipe and 

PFilter are utilised as weighting factors, to account for 

different pipe length and various filter sizes. 

 
        

        
       ∑       

 

   

        
         ∑         

 

   

  

(1) 

The sub-charge      
   will be predicted with a charging 

model for pipes. The model from Klinkenberg seems 

promising, as it distinguishes between laminar flow and 

turbulent flow [1]. For the charge caused by the filter        
   

the electrification model from Washabaugh seems 

appropriate [8]. This model describes the flow through the 

area between two pipes where the outer pipe is metal and the 

inner pipe is non-conducting. In Equation (1) there are Ki 

factors included, which are used to describe the dependency 

of the charging quantity on influencing factors such as 

volume flow, temperature, particle contamination, filter 

material and so on. If for example the volume flow is 

doubled and the resulting charge quantity is twice as high as 

the charge quantity obtained with the standard parameter set, 

the corresponding Ki factor is 2. However, the sub-models 

which can be applied will be determined as soon as 

measurement data is available. 

As the charging process and the modelling approach have 

been discussed, the question arises how the charge could be 

measured in an experimental setup. Considered 

measurement methods and the development of a charge 

sensor meeting the requirements of the challenging project 

are presented in the next chapter. 

3 Measurement methods 

In electrostatics, the physical value voltage cannot be 

measured with classical measurement instruments. This is 

due to the fact, that in electrostatic systems there is no 

constant voltage source and the amount of charges is 

limited. Therefore, special attention needs to be paid to 

isolation in order not to remove any charges from the object 

to be measured. 

In Figure 5 electrostatic voltmeters are outlined, which have 

a very high resistance and despite that an extremely low 

tendency to discharge metal parts. Both instruments are 

strictly mechanical and utilise the force action of electric 

fields on charge carriers. The instrument shown on the left is 

basically a parallel-plate capacitor and the distance of the 

field plates changes depending on the applied voltage and 

the return spring. A scale allows the quantification of the 

measured voltage. The instrument shown on the right is an 

angle dependent rotary capacitor; the measured voltage is in 

linear relation to the torque M. 
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Figure 5: Electrostatic voltmeters, adapted from [5] and [9] 

Figure 6 shows another instrument, which allows the 

measurement of electric fields. A grounded impeller wheel 

rotates with constant speed above fixed induction electrodes. 

 

Figure 6: Electro field meter, adapted from [10] and [11] 

As an electric field is present, the impeller wheel either 

exposes or shields the induction electrodes and with 

amplifying and conditioning electronics the output voltage 

U is proportional to the field strength E. If the electro field 

meter shown in Figure 6 is used with the voltage measuring 

head illustrated in Figure 7 voltages can be measured. The 

voltage measuring head is mounted to the electro field meter 

and adds a field plate, so that a parallel-plate capacitor is 

build. The object to be measured is connected to the 

measurement socket and the charge on the field plate causes 

an electric field between field plate and the induction 

electrodes. The grounded impeller wheel rotates in-between 

field plate and induction electrodes. 

 

Figure 7: Voltage measuring head, adapted from [5] 

For a homogeneous electric field the voltage U21 is a product 

of the field strength E and the distance l. 

         (2) 

The distance l in the voltage measuring head is precisely 

known and the field strength E is measured with the electro 

field meter, so the voltage of any object connected to the 

measurement socket can be measured. As the combination 

of electro field meter and voltage measuring head are in 

principal a plate capacitor, the isolation against discharge as 

well as the accuracy is very high. It therefore qualifies as an 

appropriate method to measure the voltage. 

3.1 Measuring charges in fluids 

To investigate the electrostatic charge of fluids, some 

methods have been developed in the past. The most relevant 

of these are presented in short in this chapter. 

Figure 8 shows the Mini-Static Tester, which was initially 

developed by Oomen [12] to allow a detailed investigation 

of transformer oils. 

 

Figure 8: Mini-Static Tester, adapted from [12] 
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An oil test volume is pressed through a filter (4), where a 

charge separation takes place. A metal cup (3) collects the 

filtered oil and the charging current of the filter holder is 

detected with an electrometer (10). The amount of charge 

transferred to the filter holder is equivalent to the amount of 

charge generated in the fluid [12]. 

With consideration of the volume flow the volume charge 

density  can be calculated from the charging current 

measurement. Later, improvements have been made to the 

Mini-Static Tester in Japan, where the plastic syringe has 

been replaced by a glass container and a heating system was 

added. Furthermore, the charging current was measured at 

the metal cup instead of the filter holder. The volume charge 

density was then determined from the difference of a 

measurement with filter material and a measurement without 

filter material. Thereby, the non-identifiable influence of the 

cup on the charging process is omitted [13]. The Mini-Static 

Tester is not appropriate for measurements under higher 

pressure and the results obtained are charging tendency 

instead of absolute values. 

The Absolute-Charge-Sensor (ACS) uses the Faraday-cup 

principle, see Figure 9. 

 

Figure 9: Absolute-Charge-Sensor, adapted from [14] 

The charged fluid flows into a metal bellow (7), and the 

volume of the bellow can be altered with a linear drive (9). 

By means of influence the charge of the fluid causes a 

charge on the outside of the metallic bellow. This charge is 

measured with an electrometer (12). A grounded housing 

shields the instrument from surrounding electric fields. The 

volume charge density is calculated from the measured 

current and the fluid volume flow [14]. The Absolute-

Charge-Sensor (ACS) is not suitable for measurements at 

higher pressure, as the material strength of the metal bellow 

is limited. 

Another method to determine the volume charge density is 

the Tandem-chamber Charge Density Monitor shown in 

Figure 10. It uses the relaxation behavior of the 

electrostatically charged fluid and consists of two identical 

measurement chambers (5), the housings of the 

measurement chambers are separated by an isolating flange 

(6). 

 

Figure 10: Tandem-chamber Charge Density Monitor, 

adapted from [15] 

The volume charge density is approximated from the 

differential current measurement of the two electrometers 

(9), taking the volume flow into account. The Tandem-

chamber Charge Density Monitor is not suitable, if higher 

volume flows are to be investigated, as charges could be 

dragged from the first chamber to the second. Furthermore, 

it is very likely to be affected by perturbations. 

None of the researched possible measurement principles are 

considered suitable to investigate charged fluid in a 

hydraulic system, either because of only low pressure 

applicability or questionable repeatability due to 

perturbation affection. Therefore, a new measurement 

method, which can easily be integrated into hydraulic 

circuits, needs to be developed. This development is 

described in the next chapter. 

3.2 Development of a charge sensor 

The main challenge of the required charge sensor is that no 

hydraulic pipe should be opened to extract charged fluid. 

This implies the need of a contact-free measurement 

principle. As charged fluid is surrounded by an electric field, 

this is considered a starting point. By integrating the electric 

field strength E over its enveloping area A, the charge 

quantity q on the enveloping area can be calculated [9]: 

 

∬  
 

         

(3) 

This equation is based on Maxwell’s equation on enveloping 

flow. The electrical field constant 0 is a natural constant 

and has a value of                      . r is the 

dimension-free relative permittivity, which is material 

dependent and always greater than zero. Equation (3) shows, 

that if the field strength E is known on every point of the 

enveloping area A, the enveloping charge quantity can be 

derived without a physical contact with the charged fluid. 

Thinking in practical terms, it would allow a direct detection 

of the charged fluid, even if the fluid is pressurised. 

Furthermore, no charge would be withdrawn and an accurate 

measurement could be carried out. The field strength could 

be measured with the electro field meter described in 

chapter 3.1. 
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The determination of the electric field could prove to be 

challenging, as in reality there are always interfering fields 

which influence the measurement. Moreover, the measured 

field strength depends on the localisation of the 

measurement. However, if one considers a Faraday-cup, the 

charge is equally distributed on the cup surface and thereby 

the electric field is also equally distributed. As an 

electrically conducting cup is an equipotential surface, the 

electric field lines are perpendicular with regard to the 

surface. Then the vector product E dA from Equation (3) 

simplifies to a scalar product E dA. If the relative 

permittivity is constant it follows: 

 

      ∬  

 

   

(4) 

For surface geometries which are mathematically easy to 

describe, it is possible to give the charge quantity enclosed 

in a Faraday-cup if the electric field strength at one point of 

the surface and the relative permittivity are known. 

To account for interfering fields which would perturb the 

measurement, an electrical capacitor could be used. 

Capacitors with a simple geometry allow an analytical 

determination of the charge density and thus the field 

strength. 

The ideal solution therefore would be a combination of a 

Faraday-cup and a capacitor. Such a combination is drafted 

in Figure 11. 

 

Figure 11: Electrical capacitor as a combination of a 

Faraday-cup and a Faraday-cage 

The Faraday-cup itself is electrically neutral, meaning that 

the quantity of negative charge on its inner surface equals 

the quantity of positive charge on its outer surface. The 

neutrality is always prevalent. If a charge +q is present in 

the middle of the cup, an electric field builds up and 

consequently the inner surface of the cup holds a negative 

charge. Caused by influence, positive charge is moved to the 

outer surface of the cup. This causes an electric field 

between cup and outer electrode. Depending on the field 

weakening influence of the dielectric, a potential difference 

U= develops between the outer surface of the cup and 

the inner surface of the outer electrode. From the potential 

difference U the charge quantity q can be calculated if the 

capacity C is known. 

       (5) 

Another possibility is the measurement of the charge. The 

charge could be conducted from the Faraday-cup and the 

conducting current could be measured. This method would 

have the disadvantage, that the Faraday-cup would not be 

electrically neutral after the measurement. Another 

possibility is the measurement of the field strength within 

the capacitor. This would necessitate inserting the 

measuring device into the capacitor and thereby influencing 

the measurement itself. 

The most promising approach is to measure the potential 

difference U= and calculate the charge quantity with 

Equation (5). The potential difference can be measured with 

the voltage measuring head in combination with an electro 

field meter shown in Figure 7. Advantages are that the 

capacitor setup is not perturbed by inserting a measuring 

device and the Faraday-cup can be kept electrically neutral. 

Considering the test rig, a cylindrical capacitor is best suited 

because the charged fluid can be easily brought into the 

capacitor. Figure 12 shows a sectional view of a cylindrical 

capacitor with charged fluid inside. 

 

Figure 12: Sectional view of a charged cylindrical capacitor 

The electric field caused by the charged fluid (+q) leads to a 

charge movement on the inner electrode. On the inside 

surface of the inner electrode negative charge accumulates. 

As the inner electrode is electrically neutral, positive charge 

accumulates on its outer surface which is the potential 2. 

Charged fluid and inner electrode are aligned collinear so 

that the field lines are perpendicular to the fluid and impinge 

on the inner electrode without deflection. The whole 

displacement current caused by a fluid column with the 

length l is taken up by the inner electrode of the same 

length. Field deflections in the edge areas of a practical 

cylinder capacitor can be reduced to a minimum by a proper 

design. 
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The outer electrode is grounded and so shields the capacitor 

against surrounding interfering fields. The potential 2, 

which for the grounded outer electrode is equal to the 

potential difference U, is measured without charge loss with 

the voltage measuring head. The volume V holding the fluid 

charge quantity is given by the geometric properties of the 

fluid column. 

As the volume V is known, the mean charge density  can 

be determined. 

 
  

 

 
 

   

 
 

(6) 

The capacity C of a cylindrical capacitor, where d2 is the 

outer diameter of the inner electrode and d1 is the inner 

diameter of the outer electrode, is: 

 
  

          

       ⁄  
 

(7) 

Inserting Equation (7) into (6) yields: 

 
  

          

         ⁄  
  

(8) 

To calculate the mean charge density  the relative 

permittivity     of the medium in the capacitor needs to be 

known. As a medium either air or an isolation gas could be 

used, for which the permittivity can be found in literature or 

can be calculated [16]. 

For dimensioning it is important to specify the parameters. 

The chosen voltage measuring head has a maximum 

detectable voltage of 2000 V. The volume V of the charged 

fluid is given by: 

 
  

   
   

 
  

(9) 

Inserting Equation (9) into (8) yields: 

 
  

         

   
   

 
        ⁄  

  
(10) 

It is clear, that the charge density  does not depend on the 

length of the fluid column. Sizing parameters are the 

diameter of the fluid column dfl, and the electrode diameters 

d1 and d2. As a fluid column a non-conducting hydraulic 

hose is used, which has an inner diameter dfl of 25.4 mm. In 

order to allow a dimensioning of the electrode diameters, it 

is necessary to estimate the expected charge density. Data 

for the charge density is hard to find. From Sasaki’s data a 

mean charge density of 2.7 10
-3

 C/m³ can be derived [6]. 

However, the measuring method of Sasaki is different and 

the stated value is calculated from transformer oil data 

where hydraulic mineral oil should be investigated in the 

case discussed in this paper. The “Technical Rules for 

Operation Safety” states values of 5.0 10
-3

 C/m³ as typical 

values of the charge density downstream of micro filters 

[17]. The circumstances leading to these values are not 

further specified. As no other relevant data is available, the 

data from Sasaki is considered most applicable. 

To account for unexpected higher charging, a 20% safety 

margin is added so that the capacitor is dimensioned for a 

measuring range of 3.24 10
-3

 C/m³. An outer diameter d2 of 

the inner electrode of 160 mm is chosen and so the inner 

diameter d1 of the outer electrode, under consideration of 

Equation (10), is 171 mm. 

A simplified view of the measurement setup is shown in 

Figure 13. If one considers the test procedure another 

obstacle is to be overcome. The charged fluid does not 

necessarily loose its charge after the measurement and 

therefore an electric field would still be present. If the inner 

electrode was grounded beforehand of each measurement, it 

would immediately assume the charge according to the 

prevalent electric field. This would falsify the measurement 

because the initial potential would not be zero. Therefore, a 

shielding pipe is added to the setup. As the shielding pipe is 

grounded, the inner electrode is shielded on either side and 

is in a field-free space. 

In this field-free space the inner electrode can be grounded 

in it assumes zero potential. The measurement procedure is 

as follows: 

1. Insert shielding pipe 

2. Shortly ground inner electrode 

3. Expose charged oil to capacitor 

4. Remove shielding pipe 

5. Start charge measurement 

 

Figure 13: Simplified view of measurement setup 

The developed sensor allows a measurement without a loss 

of charge and does not influence the fluid to be measured. It 

can easily be integrated into hydraulic circuits and enables 

measurements under pressure up to 140 bar. 

The length l of the capacitor is set to 200 mm, which is 

useful in practical terms. Thereby, supplemental electrodes 

can be added at each end of the inner electrode to minimise 

deflections of the field lines at both ends of the inner 

electrode. A sectional view of the developed measurement 

capacitor is depicted in Figure 14. 
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Figure 14: Measurement capacitor 

The whole capacitor consisting of the inner electrode, the 

outer electrode and the two supplemental electrodes is 

enclosed in isolating polytetrafluoroethylene (PTFE). 

Thereby, in can be surrounded by a gaseous dielectric. The 

inner electrode is connected to the voltage measuring head. 

Outer electrode and supplemental electrodes are grounded 

during measurements. 

The next chapter shows the test rig for the investigation of 

charged hydraulic fluids caused by filters. 

4 Test rig 

The hydraulic schematic of the test rig is shown in Figure 

15. It consists of a filter module. Pumps provide the oil flow 

through the filter and the system pressure can be set by a 

pressure control valve to modify the load. The volume flow 

of the pumps is 7 l/min or 21 l/min.  

 

Figure 15: Test rig schematic 

Besides the filter, the charge measurement chambers are the 

core elements of the test rig. These chambers allow the 

charge measuring of the oil. The fluid is measured before it 

flows through the filter and after it has passed the filter 

module. The charge caused by the filter module is calculated 

as a difference of up- and downstream measurement. The 

measurements are carried out intermittent and the necessary 

flow is taken from the main circuit with pneumatically 

operated ball valves. A third charge measurement chamber 

is situated upstream of the pumps to analyse the initial 

charge of the fluid after leaving the reservoir. Additionally, 

a cooling and system-filtering sub-circuit is included. A 

particle counter allows maintaining defined oil cleanliness. 

To be able to investigate the filter element housing grounded 

and ungrounded, the housing is completely insulated and 

can be electrically grounded on purpose. 

The physical test rig is shown in Figure 16. The shielding 

pipe, as a part of the measurement chambers, needs to be 

inserted and removed during each measurement cycle. To 

ensure comparable tests, this motion is automated 

pneumatically. The oil tank holds a volume of 250 l, which 

accounts for a long relaxation time so the charge should be 

zero when the oil leaves the tank. To maximise air 

separation, design recommendations from Weimann are 

accounted for [18]. The tank is equipped with a spiral-

shaped insert which increases the surface area and 

undissolved air bubbles are expected to rise faster to the 

surface. 

 

Figure 16: Test rig 

Furthermore, the tank is designed cylindrically with a cone 

shaped bottom to prevent particles from being sedimented at 

the tank bottom. Another feature is that the test rig is 

remotely controllable. This is an advantage as the test rig is 

to be operated under varying temperature conditions. 

A detailed view of the filter element housing is shown in 

Figure 17. The filter material is chosen to be circular and 

flat in shape to avoid geometry influences on the charge 

measurement. The filter disk is clamped in the middle of the 

shown housing. The housing consists of two parts and is 

connected by screws, which have been dimensioned so that 

280



the housing withstands 350 bar. The dimensioning to 

350 bar was verified by simulation and chosen, so that the 

filter module could also be operated in different hydraulic 

systems. 

 

Figure 17: Filter element housing for simplified filter 

geometries 

To allow an optimised and uniform flow through the filter 

material and account for a sturdy design, the bottom of the 

housing is designed with an elevation in its middle. As has 

been pointed out, the filter material is flat in shape. To 

investigate the influence of the filter material on the 

charging effect, three different filter media are used as a 

start. These media are shown in Figure 18. 

 

Figure 18: Filter media for filter module 

Material (a) is cellulose and has a typical pore size of 

15 µm, material (b) is glass fibre with a pore size of 6 µm 

(according to standard ASTM E 1294) and material (c) is 

also glass fibre with a typical pore size of 30 µm. The 

cellulose media is first investigated, as it will allow the 

validation of the developed charging model. The glass fibre 

media are investigated as they are closer to filter products 

widely used in hydraulic industry. 

Other parameters to be investigated in the project are the oil 

temperature, the oil pressure, the oil conductivity, the 

influence of particles, the water content of the oil, grounded 

and ungrounded filter housing and volume flow 

dependency. As this given first parameter set would lead to 

approximately 30 000 single tests which need to repeatedly 

measured, a Design of Experiments method (DOE) has been 

applied to reduce the number of experiments because this 

huge amount of tests could not be realised. Thereby, a first 

screening test was set up which necessitates 64 experiments. 

After the first results, a new test schedule based on the 

experiences can be set up. 

The test rig has another feature with regard to safety. The 

filter module can be investigated if ungrounded and is 

therefore electrically insulated from the other components. 

The “Technical Rules for Operation Safety” give limit 

values to hinder electrical discharges, which are a danger for 

persons. An energy content W of 350 mJ and a charge 

quantity q of 50 10
-6

 C should never be exceeded [17]. To 

account for the safety of persons, a spark gap is designed to 

the filter module (see Figure 19). 

 

Figure 19: Adjustable spark gap at filter module 

With the adjustable spark gap the distance is chosen in such 

a way, that a discharge occurs before the limit values are 

reached. The required distance can be calculated based on 

Paschen’s law [9]: 
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It is an analytical approximation equation for the disruptive 

voltage Ud in ideal plate capacitors. Ag and Bg are gas 

constants, which have values of 1130 1/(mm bar) and 

27.4 kV/(mm bar) respectively for air at a pressure of 1 bar 

and at room temperature. The coefficient  for air and steel 

is 2 10
-6

 1/(mm bar) [9]. 

The energy W held by a capacitor is: 

 
  

 

 
    

(12) 

With the limit of 350 mJ given by [17] and the known 

capacity of the filter module housing, the distance d to be set 

can be determined. Depending on the capacity, a typical 

value for the distance d is 8 mm. In a next step the capacity 

will be measured and so the distance can be set. 

5 Conclusion 

Electrostatic charging is a phenomenon recently occurring 

more often in hydraulic systems due to hydraulic fluids of 

low conductivity being applied more widely. As 

experimental data on the subject is hard to find, aim of the 

project presented in this article is acquiring such data and 

developing a model which allows the determination of the 

charging tendency of a hydraulic system. 

The paper discusses the reasons for charging of fluids, 

which are the build-up of an electrochemical double-layer. If 

a flow is present, ions are removed from the double-layer 

and the fluid is charged. 

To measure the charged fluid a suitable measurement 

method is in need. As the researched measurement methods 

are not considered appropriate, a new charge sensor is 

developed. It was shown that the electric field of a charged 

fluid column can be used as a basis for the measurement. A 

combination of a Faraday-cup and a Faraday-cage were 

developed and designed as a pipe capacitor. To measure the 

281



charge of the inner measuring electrode an electro field 

meter in combination with a voltage measuring head was 

chosen. The advantage is that the voltage of objects can 

nearly be measured without a loss of charge and thereby 

preventing a measurement failure. Furthermore, the charge 

of the fluid is not affected by the measurement. 

The whole charge sensor, consisting of the pipe capacitor, 

the electro field meter and the voltage measuring head, was 

incorporated into a test setup. The developed experimental 

setup has a test filter module to investigate various filter 

types and materials. The fluid is measured up- and 

downstream of the filter module and by building the 

difference of the measured charge the influence of the 

hydraulic filter can be determined. The filter housing design 

and the safety precautions taken to avoid danger for persons, 

namely an adjustable spark gap, have been described. 

Future work includes the start-up of the developed test rig to 

obtain the desired experimental data. After data acquisition 

the focus will be on a further specification and validation of 

the charging model. 
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Nomenclature 

Designation Denotation Unit 

A Area [mm²] 

Ag Gas constant [1/(mm bar)] 

Bg Gas constant [kV/(mm bar)] 

C Capacity [F] 

d Diameter [mm] 

dfl Fluid column diameter [mm] 

d1, d2 Diameters [mm] 

E Field strength [V/m] 

Ki Fitting factors [-] 

l Length [mm] 

M Torque [Nm] 

pabs Pressure [bar] 

PFilter Weighing factor filter [-] 

PPipe Weighing factor pipe [-] 

q Charge [C] 

Q
el
 Charge [C] 

U, U21, Ud Voltage [V] 

V Volume [mm³] 

W Work [J] 

   Gas and material constant [1/(mm bar)] 

    Relative permittivity [-] 

    Permittivity [A s/(V m)] 

   Room charge density [C/m³] 
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Abstract 

As important special engineering equipment, tamper is used to complete the work of 

construction and maintenance in the railway field. In the present market, tampers are mostly 

mechanically driven and exist technical limitations. A new electro-hydraulic exciter applied on 

new tamper is proposed. It is mainly composed of new spin valve and new micro-displacement 

oscillation cylinder. In the paper, new model of spin valve orifice is established based on 

FLUENT simulation. Theoretical model of exciter is established to early explore the 

relationship between structure parameters and performance parameters. Experiments are 

conducted to validate theoretical results. The results show that new model of spin valve and 

theoretical model of exciter are both accurate. New exciter can realize the flexible adjustment of 

amplitude and frequency. Therefore, design of new tamper is reasonable and it adapts to all 

kinds of complex working conditions including hardened ballast and loose ballast. The paper 

adopts methods of combinations among simulation analysis, theoretical model and testing. The 

research is very significant and provide theoretical and practical direction for design and 

optimization of electro-hydraulic exciter. 

Keywords: tamper, electro-hydraulic exciter, simulation analysis, spin valve port, theoretical 

model 

1 Introduction 

With the rapid development of railway transport systems 

and the improvement of people’s living standard, requests 

for comfort and safety by train are growing. So demands of 

routine maintenance have been considerably growing[1-2]. 

As large track maintenance machinery, tamping vehicle can 

obviously improve security, reliability and comfort of high-

speed trains. As core equipment of tamping vehicle, the 

tamper, based on the principle of clamping and vibrating, 

changes ballast’s original permutation and drives them to 

flow under the sleeper evenly and compactly [3-4]. As we 

all know, track environment is complex and variable, so it 

requires tamper having strong adaptability to different 

working conditions through different kinds of vibration. 

Vibration with high frequency and low amplitude is fit for 

hardened ballast. Vibration with low frequency and high 

amplitude is fit for loose ballast [5].  

The current market of tamper is mostly taken by 

Hasco(America), Matisa(Switzerland) and Plasser(Austria). 

With multi-functions and high efficiency, their structures are 

different. Hasco’s tamper has a horizontal twisting 

movement through eccentric linkage[6-8]. Matisa’s tameper 

has a vertical elliptical movement through eccentric 

linkage[9-11].  and Plasser’s tamper has a swing movement 

through eccentric linkage[12-14]. Therefore, they all use 

eccentric shaft to realize mechanical vibration[15-16], which 

has some technical limitations as follows. First, because of 

fixed waveform, amplitude and frequency, they can’t satisfy 

complex and variable track conditions. Then, some don’t 

have independent tamping arms, which leads to 

inconvenience in repair. What’s more, mechanical vibration 

of eccentric linkage accelerates wear. 

Compared to tampers of  mechanical vibration, hydraulic 

vibration has advantages of stepless speed, flexible load etc. 

Therefore, a new tamper of hydraulic vibration(Patent No.: 

201010104672.9) is represented. It has independent 

relationship between squeeze motion and vibration motion. 

As key parts, a new electro-hydraulic exciter(Patent No.: 

201010520147.5) is also presented. It mainly consists of 

spin valve(Patent No.: 201010100305.1) and micro-

displacement oscillation cylinder(Patent No.: 

201110229924.5). 

The paper introduces working principle of new tamper and 

electrohydraulic exciter. FLUENT simulation of spin valve 

orifice indicates special features of spin valve orifice. Based 

on simulation analysis, revised theoretical model of spin 

valve port is established. In accordance with numerical 

analysis, the characteristics and performances of the electro-

hydraulic exciter are early explored. At last, experiments 

results helps validate model and optimize design.  
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2 Operating principle 

2.1 Principle of new tamper 

outside-tamping 
arm

box

inside-tamping 
arm

squeeze cylinder

upper-tamping 

arm

lower-tamping 

arm

oscillation 

cylinder

tamping pick

rotary shaft

shifting yoke

pin rolllink

 

Figure 1: Operating principle of new tamper 

As shown in fig.1, the new tamper is composed of box and 

four same pairs of independent tamping arms, including 

outside-tamping arms and inside-tamping arms. The box and 

upper-tamping arm are both hinged with the squeeze 

cylinder, which controls the upper-tamping arm’s squeeze 

motion. The upper-tamping arm and lower-tamping arm are 

connected through the link. In addition, the tamping pick 

and pin roll are fixed on two ends of the lower-tamping arm 

separately. The vibration cylinder and shafting yoke are 

joined into a unit, which impels the lower-tamping arm to 

swing around the rotary shaft through shafting yoke in order 

to achieve high frequency vibration.  

2.2 Principle of new exciter 

As shown in Figure 2, new electro-hydraulic exciter is made 

up primarily of rotary valve and micro-displacement double-

functioned hydraulic cylinder. In the new designed tamping 

device [15], the load that shifting yoke drives the lower-

damping arm to swing through the rotary shaft is replaced 

by the load that cylinder body drives the mass to reciprocate 

on the linear guide rail. The rotary spool which is driven by 

step motor has two shoulders with the same structure. There 

are some rectangle grooves on the shoulder, and also the 

same number of corresponding rectangle windows in the 

sleeve. The hydraulic cylinder is driven by the rotary valve. 

As the piston is fixed with moving body, the main oil 

channel is designed in the piston rod, check valve lying at 

the end of main channel. There is an inner-leakage channel 

in the sidewall of body with the renewable damping hole. 

Besides, with the requirement of micro-displacement, some 

unique limit holes linked to main channel are applied   to 

achieve automatic displacement limit but also to avoid 

collision between piston and end cap.  

When the step motor impels spool to an specific angle, oil 

flows from port P to port A, through the main channel, 

through the right check valve, then through the right check 

valve and the right limit holes. At the same time, oil flows 

through left limit holes, through main channel, then from 

port B to port T. In this case, the cylinder body moves right 

and gets the outer load to vibrate right. When the step motor 

impels spool to another angle, similar with the above 

mentioned, oil flows from port P to port B and from port A 

to port T. In this case, the cylinder body moves left and gets 

the outer load to vibrate left. With the change of step 

motor’s speed, the frequency of rotary spool changes 

leading to the changes of cylinder’s working frequency. 

linear guide rail

mass

rotary valve

step motor

hydraulic cylinder

sleeve

spoolvalve body

step motor

A B

T port P port T port

check valve

cylinder

main 

channel cap
limit hole

inner-leakage 

channel

piston

Interchangeabl

edamping hole

 

Figure 2: Operating principle of new exciter 

The performance comparison of different tamping devices is 

shown in Table 1. Combined with the Figure 1, Figure 2 and 

Table 1, we can conclude that the new tamping device has 

great advantage in excitation since the flexible adjustment of 

frequency and amplitude can satisfy all kinds of complex 

working condition.  

Table 1  Performance comparison of different tamping devices 

Tamping machine Plasser Harsco Matisa New 

Shock mechanism 

quantity 
2 8 2 16 

Relevant tamping  

arms quantity 
8 2 8 1 

Vibration 

frequency(Hz) 
35 53 45 Adjustable 

Amplitude Fixed Fixed Fixed Adjustable 

3 CFD simulation of orifice 

A1

A2

 

Figure 3: Structure of spool and sleeve 
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Figure 3 presents the structure of spool and sleeve. Four 

same rectangle grooves are distributed evenly on each side 

of every shoulder. Every groove’s central angle is 22.5
。 

and 

central angle of two neighbor grooves is 90
。

. Figure 4 is the 

flow field model of inlet orifice. Because of its complex, 

flexible unstructured mesh is adopted. Figure 5 illustrates 

the inlet orifice with about 120000 tetrahedron meshes. 

xv

yv

zv

cv

A1

A2

 

Figure 4: Flow field model of inlet orifice 

 

Figure 5: Flow field model of inlet orifice with meshes 

Before the dynamic simulation, boundary conditions and 

initial conditions are set as follows. Assuming that oil is 

regarded as incompressible and its gravity is negligible. Oil 

density is 889 kg/m
3
 and kinematic viscosity is about 4×10

-5
 

m
2
/s. The boundary conditions of inlet and outlet are the 

very pressure boundary conditions. Considering the 

dramatic changes in flow field, k-ζ turbulent model is 

adopted. 

Assuming that it’s zero opening when the angular 

displacement is at =0 , Figure 6 shows inlet orifice’s 

pressure distribution under different angular displacement of 

12 , 22.5  and 33 . In Figure (a) and (b), when the angular 

displacement is at =12 , the opening is also at 12 with a 

bigger tendency. Pressure drop is mainly concentrated on A1 

and A2 surface. In Figure (c) and (d), when the angular 

displacement is at =22.5 , the opening is largest at 22.5 . 

Pressure drop is also concentrated on A1 and A2 surface, but 

in less extent than that in Figure (a) and (b). In Figure (e) 

and (f), when the angular displacement is at =33 , the 

opening is at 12  with a smaller tendency. Pressure drop is  

also concentrated on A1 and A2 surface in equal extent 

compared with Figure (a) and (b). According to the above 

analysis, conclusion can be made that pressure drop is 

mainly concentrated on A1 and A2 surface. With a rise of 

orifice opening, unchangeable A1 and bigger A2 made the 

pressure distribution change. As consequence, pressure drop 

is less concentrated. Therefore, the rotary valve orifice 

exists the two throttles phenomena. 

4 Analysis of mathematic modeling 

4.1 Flow area model of rotary valve orifice 

According to the above dynamic simulation, the two 

throttles phenomenon happened in the orifice. Therefore, the 

flow area model of orifice is established based on the two 

throttles phenomenon. Combined with conduction 

relationship shown in Figure 3 and geometrical relationship 

shown in Figure 4, flow area of A1 surface doesn’t vary with 

the spool rotation and can be written as 
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(3) 

Taking into the two throttles phenomenon into account, the 

flow area of orifice is calculated in accordance with series 

connection between A1 surface and A2 surface. So the 

relation among pressure drop of orifice pi, pressure drop of 

A1 surface p1i and pressure drop of A2 surface p2i is given 

as 

                              1 2i i ip p p                                      (4) 
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The flow equation through the orifice is shown as 

                           2i d i iq C A p                                    (5) 

Where Cd is flow rate coefficient,  is oil density. 

The flow equation through A1 surface is shown as 

                          1 1 12i d i iq C A p                                   (6) 

The flow equation through A2 surface is shown as 

       2 2 22i d i iq C A p                                  (7) 

Because of series connection between A1 surface and A2 

surface, qi=q1i=q2i. Thus, based on the above analysis 

equations, the flow area of all orifices is calculated as 
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(a) Pressure distribution in Z plane, =12    (b) Pressure distribution in X plane, =12    (c) Pressure distribution in Z plane, =22.5   
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A2

A1

33
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(d) Pressure distribution in X plane, =22.5    (e) Pressure distribution in Z plane, =33    (f) Pressure distribution in X plane, =33   

Figure 6  Pressure distribution of inlet orifice

4.2 Modeling of hydraulic exciter 

The Principle of new electro-hydraulic exciter is shown in 

Figure 7. It is assumed that the system pressure ps is 

constant, the total supply flow is qvs, the flow through the 

load is qvl and the pressure drop across the load is pl. 

If the orifices are both matched and symmetrical, the flows 

in diagonally opposite arms of the bridge in Figure 7 are 

equal. The area of valve port is Av. Therefore, Av1 = Av3, Av2 

= Av4. Supposing the rotation period of valve spool is T, the 

equations of flow through the orifices are shown as follows: 

For 
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Where Cd is flow rate coefficient; ρ is oil density; p1, p2 are 

pressure of hydraulic cylinder two cavity respectively. 
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Figure 7  The principle of new electro-hydraulic exciter 

The flow rate continuity equation of the left chamber of the 

cylinder. 
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The flow rate continuity equation of the right chamber of the 

cylinder. 
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Where yp is displacement of cylinder; βe is effective bulk 

modulus of oil; Ap is area of piston; V1 is volume of forward 

chamber, V1= Vo1+ Apyp, Vo1 is initial volume of forward 

chamber; V2 is volume of return chamber, V2 = Vt –（Vo1+ 

Apyp）, Vt is total volume of cylinder chamber; Cep is the 

coefficient of external leakage; q is the internal leakage 

flow. 

If external leakage is zero, the relationship between the load 

flow of the cylinder is 
1 2vl v vq q q  . 

That is, 
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General hydraulic system is low damping, increasing 

hydraulic damping can improve the vibration system 

performance[17]. Its method is mainly through the 

interchangeable damping hole in the cylinder barrel to get 

different damping as shown in Figure 3. Damping hole flow 

of flow equation is  

                            
=

p

p p p

dy
q A v A

dt
                                (14) 

Where vp is speed of cylinder.  
The average flow velocity of damping hole is 
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Flow makes pressure difference of hydraulic cylinder two 

cavity. According to the laminar flow pressure loss formula, 

the equation of pressure difference of hydraulic cylinder two 

cavity is : 
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Where 𝜆 is resistant coefficient of pipe, 
75

eR
  , Re is 

reynolds number, 
0d

e

v d
R


 , υ is kinematic viscosity; do is 

diameter of interchangeable damping hole; l is the Piston 

long. 

That is, 
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dy
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Where R1 is flowing resistance, 1 4

0

150 l
R

d





; μ is absolute 

viscosity, μ =υρ. 

The force of the damping hole effect is  

                                
1 1

pdy
F B

dt
                                         (18) 

Where 2

1 1 pB R A  is damping coefficient. 

Oil can also produce damping effect through the gap 

between cylinder wall and piston. Assume that piston 

without damping hole, just consider this gap, According to 
the gap flow formula, the equation of pressure difference of 

hydraulic cylinder two cavity is: 

2 2

p

l p

dy
p R A

dt
                                   (19) 

Where R2 is flowing resistance, 2 2 3

0

12

(1+1.5 )

l
R

D h



 
 ;   is 

relative rate of partial core, = /e h , e is eccentricity; h is gap 

width between cylinder wall and piston; Do is diameter of 

piston. 

The damping force of the gap effect is  

                                
2 2

pdy
F B

dt
                                    (20) 

Where 2

2 2 pB R A  is damping coefficient. 
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As a matter of fact, both damping hole and gap influence 

can be equivalent into a parallel circuit, that is,  
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Therefore, 
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Total damping force is  
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dt
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Where 
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 is total damping coefficient.  

Assuming that the gap minimum, so 
2R ≫

1R , 

then
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, that is 

1B B .
 

Therefore, Total damping force is  

                                
1

dy
F B

dt
                                      (23)

 

Shifting yoke installs the oscillation cylinder with rigid 

connection, the force of shifting yoke is equivalent to 

centralize into hydraulic cylinder. The force balance 

equation for the cylinder barrel is 

           

2

1 2 2
( )

p p

P t l p l

d y dy
A p p m B K y F

dtdt
            (24) 

Where mt is equivalent mass; B is equivalent viscous 

damping coefficient; Kl is equivalent stiffness of spring; Fl 

is arbitrary load force on cylinder. 

5 Analysis of vibration waveform 

Solving mathematical models in the Simulink can obtained 

output curves of vibration waveform. The amplitude and 

acceleration of the excitation cylinder is considered as the 

main target.  

The original position of the cylinder barrel is assumed as the 

origin of coordinates and forward direction is to the right. It 

is seen in Figure 8 that the period and displacement of the 

excitation cylinder, when the rotary frequency of spool is set 

to 5Hz (excitation frequency is 20Hz), are 2 times the size 

of that when the rotary frequency of spool is set to 10Hz 

(excitation frequency is 40Hz). Likewise, the period and 

displacement of the excitation cylinder, when the excitation 

frequency is 80Hz, are 1/2 times the size of that when the 

excitation frequency is 40HZ. The bigger the excitation 

frequency, the smaller the displacement of the excitation 

cylinder and the period of motion of yp. When the valve 

orifice becomes wide, the right chamber of cylinder lets in 

the oil and left chamber drains the oil. As a result, the 

cylinder barrel moves right and gets the positive 

displacement. When we change the valve communication 

direction by rotating valve spool, the cylinder barrel moves 

left to the original position and keeps the displacement 

positive. Reciprocating motion of cylinder barrel is achieved 

by valve spool rotation. 
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Figure 8  Curves of yp- t with different frequency under no 

damping hole 
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Figure 9  Curves of yp- t with different d0 
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Figure 10  Curves of ap- t with different d0 
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It is seen in Figure 9 and Figure 10, when f1 and d0 are given 

as 40 Hz, 2mm, the values of yp and ap is smaller than the 

one under no damping hole. Furthermore, yp and ap vary 

according to the value of d0. 

6 Experiments and discussion 
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(a) System configuration 

 

(b) Experiment test 

Figure 11  Experiment system of the electro-hydraulic 

vibrator 

The experiment system configuration of electro-hydraulic 

vibrator controlled by spin valve for tamping device is 

shown in Figure 11. The rotary motion of the valve’s spool 

is driven by stepper motor. Interchangeable mass block on 

HIWIN ball linear guide is the equivalent mass of lower 

tamping arm. An ICP acceleration transducer was mounted 

outside the cylinder barrel to measure the acceleration of the 

cylinder barrel. The acceleration signals are acquired by 

AVANT and then are sent to industrial computer. AVANT 

Data acquisition and signal analyser is an integrated solution 

for dynamic signal analysis of vibration. It is designed based 

on distributed processing structure, integrating the up-to-

date technology of multi-DSPs computation, vibration 

control algorithms and data transmission. Its USB2.0 

connectivity ensures easy PC connectivity and high-speed 

disk throughout. AVANT possess functions of integral, 

quadratic integral and differential and so on. According to 

the acquired acceleration by accelerometer, the 

corresponding values of velocity and displacement will be 

easy to get. The main parameters of the vibrator structure 

and the hydraulic system are shown in Table 2. 

Table 2  Main parameters of the vibration exciter 

Item Value 

Maximum radial opening of the spin valve 6 mm 

Maximum axial opening of the spin valve 6 mm 

Spool Radius of the spin valve 15.5 mm 

Number of grooves on a single spool 8 

Diameter of the cylinder 100 mm 

Diameter of the piston rod 70 mm 

Volumer of the cylinder 2.9×10-4m3 

Interchangeable mass block 16~42kg 

System maximum pressure 10 MPa 

Maximum flow 100L/min 

Natural frequency 267 HZ 

Maximum hydrostatic force  40 KN 
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Figure 13  Curves of yp- t with different d0 

When n, d0, xv and yv are set to 600rpm, 0, 6mm, 6mm 

respectively, the maximal displacement and acceleration 

of the actuator can reach 4mm and 210 m/s
2
 as is shown 

in Figure 12 and 13. The proportion of the above part and 

under part of the arm for the new tamping machine is 
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1:2.1 in terms of design length. Finally, the displacement 

8mm and the frequency 40Hz of the tamping end are 

gotten. When d0 are given as 2mm, the maximal value of 

yp and ap can get to 3.6mm, 180m/s
2
 respectively. The 

maximal values under this condition is smaller than the 

one under no damping hole. The fluctuate value of ap 

under this condition is also smaller than the one under no 

damping hole.The Curve of yp under this condition is 

more smooth than the one under no damping hole. 

Furthermore, yp and ap vary according to the value of d0. 

The result show that increasing hydraulic damping 

through the interchangeable damping hole can improve 

the vibration system performance.  

7 Conclusion 

1) A new tamping device with a hydraulic excitation and 

independent clamping movement is firstly proposed. It can 

overcome maintenance difficulty resulting from common 

shock mechanism and swing problem of the clamping 

hydraulic cylinder caused by tamping bar vibration. With 

the new working principle, A new spin valve is designed in 

order to fulfill dynamic state requirements of the oscillation 

cylinder.  

2) The maximum displacement of the excitation cylinder is 

4mm when the rotary spool frequency, the axial area 

gradient of valve port and the maximum radial guided width 

of the spool groove are set to 10Hz, 6mm and 6mm 

respectively. Finally, the vibration of the tamping bar, with 

the displacement being 8mm and excitation frequency 40Hz, 

can be achieved. It meets the design requirement. yp and ap 

vary according to the value of d0. The experimental result 

show that increasing hydraulic damping through the 

interchangeable damping hole can improve the vibration 

system performance. 

3) Under the different rotary spool frequency, the size and 

the changing period of the displacement of the excitation 

cylinder are different. The bigger the excitation frequency, 

the smaller the displacement of the excitation cylinder and 

the changing period of the displacement. As vibration with 

high frequency and low amplitude is fit for hardened ballast 

and vibration with low frequency and high amplitude is fit 

for loose ballast, through setting suitable related parameters 

in the electrohydraulic exciter, the new tamping device can 

satisfy all kinds of complex working environment.  

4) Ballast characteristics are quite complicated and can not 

always be seen as invariable. Further research on this project 

will be conducted by taking into account of uncertain 

geological conditions and nonlinearities of ballast dynamics 

and electro-hydraulic system encountered in the tamping 

process. 
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Abstract 
In this study of eighteen wheel loader operators, test-driving a machine in three different 
traction force settings, we examine if a workload index derived from psychophysiological 
measurements of heart rate, finger temperature, skin conductance, respiration rate and end-tidal 
CO2-concentration in exhaled air can be easily used to assess operator workload in sufficient 
detail to use it as a complement to traditional subjective evaluations in machine testing, either of 
real machines or in a human-in-the-loop simulator. In a longer perspective, such measurements 
are expected to play a role in a workload-adaptive operator assistance system.  

However, the findings do not give support for this vision. Instead they indicate that other types 
of measurements than what have been used in our study should be employed if ease of use for 
practitioners such as test engineers is in focus, but also that other factors than just machine 
operability must be considered to have a great influence on the operator workload. 

Keywords: operator, working machines, wheel loaders, operator workload, stress, operability, 
human-machine interaction 

1 Introduction 
Working machines in construction, mining, agriculture, and 
forestry are not only becoming ever more sophisticated in 
terms of digital control, but are also complex in architecture. 
Many of these machines consist of at least two working 
systems that are used simultaneously and the human 
operators are essential to the performance of the machines in 
their working place. 

With their productivity and energy efficiency being linked 
to the operators’ workload, it is essential to make working 
machines easier to use. The immediate goal of our research 
is to support product development by complementing the 
traditional subjective evaluation of a prototype machine’s 
operability (involving asking the operator to rate the 
machine according to a specific scale) with a less subjective 
measure based on the operator’s workload. In order to be 
usable in product development projects, such a measure 
needs to be easy to derive for a test engineer who is not a 

trained researcher in the field of psychophysiology. Ideally, 
this measure would be calculated automatically and online 
in order to be available during or immediately after testing. 

This article will report on the setup and results of a larger 
study conducted to investigate if common psychophysio-
logical measurements of finger temperature, heart rate, 
respiratory rate, CO2 concentration in exhaled air, and 
galvanic skin response can be used to quantify the workload 
of wheel loader operators during operation of the machine.  

In a longer perspective, such measurements might be 
employed for giving workload-adaptive assistance to the 
machine operator. 

2 Wheel loader application and challenges 
In our on-going research, a wheel loader was chosen as the 
object of study, although working machines of similar 
complexity and with similar challenges can be found in 
construction, agriculture, forestry and mining. 
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The short loading cycle shown in Figure 1 is highly repre-
sentative of the majority of a wheel loader’s application. 
Typical of this cycle is bucket loading of granular material 
(for instance gravel) on an adjacent dump truck (or other 
load receiver, mobile or stationary) within a time frame of 
25-35 seconds, depending on working place setup and how 
aggressively the operator uses the machine, but also 
depending on the operator skill. A detailed description with 
identification of wheel loader working cycles, together with 
the challenges they present for machine design and 
operability, can be found in [1].  

 

Figure 1: Short loading cycle. 

In Figure 1 the short loading cycle has been divided into ten 
phases, beginning with bucket filling. Visualising test results 
obtained in earlier studies, Figure 2 shows that the fuel 
consumption rate (expressed in volume or mass per time 
unit) is approximately 60% higher during bucket filling than 
the cycle average. Expressed in absolute values, bucket 
filling accounts for 35-40% of the mean total fuel 
consumption per cycle, yet the time spent on filling the 
bucket is only 25% of the average cycle time.  

 

Figure 2: Fuel consumption during short loading cycle. 

After bucket filling, the operator drives backwards towards 
the reversing point and steers the wheel loader to 
accomplish the characteristic V-pattern of a short loading 
cycle. The lifting function is engaged the whole time. The 
operator chooses the reversing point such that having 
arrived at the load receiver and starting to empty the bucket 
(phase 6 in Figure 1), the lifting height will be sufficient to 
do so without delay. Figure 2 shows that the fuel 
consumption rate for phases 2 to 6 is approximately constant 
and close to the average fuel consumption rate of the 
complete short loading cycle.  

In the remaining phases, the bucket needs to be lowered and 
the operator steers the wheel loader back to the initial 
position in order to fill the bucket again in the next cycle. 
Phases 7-10 are less energy-demanding and the fuel 
consumption rate is therefore lower than the average for the 
complete short loading cycle. 

The higher fuel consumption rate during bucket filling (as 
shown in Figure 2) warrants a closer look at this phase. The 
inner loop in Figure 3 shows how the human operator 
interacts with the wheel loader. In order to fill the bucket, 
the operator needs to control three motions simultaneously: 
a forward motion that also exerts a force (traction), an 
upward motion (lift) and a rotating motion of the bucket to 
load as much material as possible (tilt). This is similar to 
how a simple manual shovel is used. However, in contrast to 
a manual shovel, the operator of a wheel loader can only 
observe, and cannot directly control these three motions. 
Instead, he or she has to use different subsystems of the 
machine to accomplish the task. The gas pedal controls 
engine speed, while the lift and tilt levers control valves in 
the hydraulics system that ultimately control movement of 
the linkage’s lift and tilt cylinder, respectively.  

 

 

Figure 3: Simplified power transfer and control scheme of a 
wheel loader. 

The difficulty lies in that no operator control directly affects 
only one single motion. The gas pedal controls engine 
speed, which affects both the machine’s longitudinal motion 
and via the hydraulic pumps also affects the speeds of the 
lift and tilt cylinders. The linkage between the hydraulic 
cylinders and the bucket acts as a non-linear planar 
transmission and due to its design a lift movement will also 
change the bucket’s tilt angle and a tilt movement affects the 
bucket edge’s height above the ground. 

Furthermore, Figure 3 also shows how in the outer loop the 
primary power from the diesel engine is split up between 
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hydraulics and drive train in order to create lift/tilt 
movements of the bucket and traction of the wheels, but is 
connected again when filling the bucket from for example a 
gravel pile. Figure 4 shows that in this situation, the traction 
force from the drive train, acting between wheels and 
ground, creates a reaction force between gravel pile and 
bucket edge, which in turn creates a moment of forces 
around the loading arm’s centre of rotation that counteracts 
the moment of forces created by the push of the lift cylinder.  

 

 

Figure 4: Force balance during bucket filling. 

In effect, the traction force, indirectly controlled by the 
operator through the engine speed, reduces the available 
lifting force. Depending on lifting height and applied 
traction force, the lifting force can be completely cancelled 
out, and the bucket cannot be moved upwards any further. 
The operator then has to either apply the tilt function or 
reduce the traction force by reducing the engine speed – 
which is rather counter-intuitive as a common mental model 
of vehicle drivers is that an increase in gas pedal deflection 
leads to more torque from the engine until any external 
resistance can be overcome. 

In our study, the different machine setups (as described in 
section 4.1) are using this phenomenon to create machines 
with three different levels of maximum engine speed during 
bucket filling, translating to different levels of perceived 
ease of use, depending on the operators’ individual skills. 

Another general challenge for wheel loader operators exists 
in that the hydraulic levers control the speed of the hydraulic 
cylinders, not the force exerted by them. In an old-fashioned 
less energy-efficient hydraulic system of the Open Centre 
type a higher external load would result in a lower cylinder 
speed for the same amount of lever actuation. This would 
give the operator an indication of the external load acting on 
the cylinder. This is no longer the case in a modern load-
sensing hydraulic system.  

In summary, there are many interdependencies and it thus 
takes a certain amount of training to be able to use a wheel 
loader efficiently and with high productivity. It is therefore 
of great interest to investigate machine operability closer 
and to develop operator-assisting functions. 

3 Quantifying human workload with 
psychophysiological measurements 

Operating a wheel loader involves both physical and mental 
workload. Even though the operator sits still and the 
controls do not demand a large amount of physical strength 
he/she has to keep balance and be prepared. Mentally the 
operator has to maintain attention and respond appropriately 
all the time. Measuring this workload therefore calls for a 
measure that handles several physiological signals.  

As mentioned in the introduction, the short-term goal is to 
enable test engineers to derive a less subjective measure of 
how easy a machine is to operate. With the personnel 
involved in machine testing usually not being trained in 
performing and analysing measurements of psycho-
physiological parameters, the scope needs to be limited to 
signals that are easy to measure and handle.  

There are many aspects of how our physiological systems 
interact with physical and mental workload. Heart rate (HR) 
and respiration rate (RR) are classical measures of physical 
workload where a higher HR and RR result in a better 
supply of oxygen to the working body. Both HR and RR 
also interact with mental workload.  

Other physiological measures involved mainly in mental 
workload are skin conductance level (SCL) derived from 
palm sweat gland release and peripheral temperature 
(typically measured in fingers), derived from smooth 
muscles constricting the peripheral blood vessels. A higher 
workload is associated with higher SCL and lower finger 
temperature. However, the magnitude of changes is 
dependent on individual vasoconstriction and sweat gland 
activities. 

All physiological parameters are highly influenced by 
autonomic nervous system (ANS) activity and mainly by the 
sympathetic branch but heart rate variability (HRV) and 
respiratory sinus arrhythmia (the portion of HRV that is 
related to breathing) are associated with both sympathetic 
and parasympathetic nervous system activity.  

Respiration is regulated in a more complex way which 
includes cognitive, chemical, and metabolic systems as well 
as the ANS. When subjected to mental or physical 
challenges, ventilation increases, which in turn results in a 
drop in plasma pCO2. The pCO2 level can therefore be used 
to assess whether breathing is in excess of metabolic 
demands resulting in a low pCO2, which is the definition of 
hyperventilation [2]. A change in pCO2 level is the result of 
changes in RR and/or tidal volume. Some researchers have 
pointed out that CO2 level can be an advantageous measure 
of psychosocial stress, since it can differentiate between 
metabolic and psychosocial demands, which in most other 
measures generate the same response [3]. The pCO2-level is 
often, as in our study, measured as end-tidal CO2 (EtCO2) 
which is satisfactorily correlated to pCO2 and permits 
assessment of breath by breath variation. The physiological 
systems mentioned interact with each other in a complex 
way, cooperating with and compensating for each other [4]. 
In case of immense stressful events people tend to stop 
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breathing, with a direct impact on several regulatory systems 
as a consequence.  

4 Method 

4.1 Machine setup 

The wheel loader used was a Volvo L70F equipped with a 
general purpose bucket with a load capacity of 2.3m3. The 
total operating weight of the machine is approximately 
13.4t.  

In order to study the effect of the previously mentioned 
interdependencies during bucket filling, the wheel loader 
software used in this study was modified to limit engine 
speed, and thus traction force, whenever the transmission’s 
1st gear was automatically engaged, which occurs only 
during bucket filling (all machines normally start in 2nd 
gear). 

The first limitation of engine speed was chosen so that 
maximum traction force was reduced to 62% in 1st gear, 
which resulted in a maximum engine speed that was 
comparable to what expert operators on average used the 
wheel loader at. This setting also prevented wheel spin. 
There was a slight impact on the speed of the hydraulic 
functions (due to the rotational speeds of the engine, torque 
converter and hydraulic pump being connected, see Figure 3 
and the explanation in an earlier section). 

In the other condition, engine speed was limited such that 
maximum traction force was reduced to 47% in 1st gear. We 
deliberately used an engine speed limit below what was 
needed for the working task planned, which also affected the 
speed of the hydraulic functions more noticeably. 
Furthermore, the maximum obtainable traction force in 1st 
gear was even lower than what was available in 2nd gear, all 
of which an operator would experience as clearly negative. 

In both conditions the counteracting effect of the traction 
force is clearly less pronounced so that even at maximum 
use of the traction force available the lifting force is never 
cancelled out completely. This should be experienced 
positively, especially by less experienced operators (but the 
question is whether this positive aspect outweighs the 
artificial limitation of maximum available traction force). 

The test machine’s automatic functions were set to gear-
dependent BSS (Boom Sus-pension System is deactivated 
when in 1st gear), Automatic Power Shift (automatic gear 
shifting of the transmission) and Auto Kick-down enabled 
(automatically changing base gear from 2nd to 1st when 
needed). We also disabled the function for automatic bucket 
tilt-in stop at level position. 

A more detailed description of the technical setup of our 
study can be found in [5]. 

The radio and most of the external displays were turned off 
in order to not distract the operator from the working task. 
However, the display for the load weighing system had to 
stay turned-on and since there were other people and 
machines present at the proving ground, we also decided to 
turn on the rear camera monitor for increased safety. 

4.2 Apparatus and sensor placements 

Our study also included another part, reported in [5] and 
therefore not further presented here, in which the hypothesis 
was tested that the operator’s use of the controls available 
(gas pedal, lift lever and tilt lever) is indicative of a working 
machine’s operability and that a measure for comparative 
operability can thus be derived based on the operator’s 
control commands. That study required essentially the same 
type of data and equipment (and operators) as the one 
presented in this article, which led to the decision to run 
both studies concurrently. 

During all sessions various data were recorded off the wheel 
loader’s CAN bus, onto which data from externally mounted 
sensors were also merged (thus providing signals of interest 
that were not readily available in a standard machine). 
Vector Informatik’s CANcaseXL equipment and CANalyzer 
software were used for the recording of all traffic on the 
machine’s CAN bus to a laptop placed inside the cab. The 
need for particular signals required in some cases 
modification of the software for engine and transmission 
control, while in other cases an external ECU (Parker IQAN 
MDL) was used to place calculated signals on the CAN bus. 
The latter was also used to acquire additional data from 
externally mounted sensors for lift and tilt cylinder stroke 
and lever position for lift and tilt. A modified LoadTronic 
load weighing system from AADI was used to measure the 
net weight of the bucket. The data were transmitted to the 
machine controller via SAE J1587 protocol and then merged 
into the data stream on the CAN bus. 

The psychophysiological measurements were conducted 
using the cStress software from PBM Stressmedicine 
Systems, running on a second laptop installed in the cab of 
the wheel loader. Finger temperature, heart rate (via 
Electrocardiogram, ECG) and skin conductance were 
acquired using a C2 physiological monitoring system from 
J&J Engineering and a LifeSense AirPas oxycapnograph 
handled data acquisition and pre-analysis of the operator’s 
respiration (Figure 5). 

 

Figure 5: Apparatus for measuring and recording of the 
psychophysiological data. 

The ECG sensors were placed on both wrists (see Figure 6 
and Figure 7) using isotonic gel. We knew from earlier 
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measurements that these sensors need to be secured against 
relative movement in order to avoid misreadings. Since the 
operator in a wheel loader cab is exposed to vibrations and 
accelerations of various frequencies and magnitudes, 
potentially rendering ECG measurements impossible to 
perform in this environment, we were pleased to find that 
good data could be acquired when using the suspended 
chair’s integrated arm rests to support the operator’s lower 
arms and asking the operator to control the machine’s 
articulation angle (for steering) and forward/reverse gear not 
through the steering wheel and main gear shift lever but by 
using the controls on the left side of the chair instead (see 
Figure 7). 

 

 

Figure 6: Right hand controls and sensor placement on 
right wrist. 

 

 

Figure 7: Left hand controls and sensor placement on left 
wrist and fingers. 

Figure 7 also shows the placement of the other sensors. The 
operator’s finger temperature was acquired by a thermistor 
taped to the top of the left little finger (the tape did not 
restrict the blood flow). The sensors for measuring galvanic 
skin response were attached to the inner phalanges of the 
ring and middle fingers of the left hand, again using isotonic 
gel. The operator’s respiration was sampled by a nasal 
sample line, inserted some millimetres into the left nostril; 
in connection with this the operator was asked to exclusively 
breathe through the nose. 

All tests were also recorded on video using an externally 
placed digital video camera and later synchronised with all 
other acquired data. Synchronising video to CAN data was 
possible by using stationary points in the recorded data for 

bucket height and wheel speed. Synchronisation of machine 
data (recorded in CANalyzer) and psychophysiological data 
(recorded in cStress) proved a little more challenging. In the 
end we chose an offline semi-manual approach:  at the 
beginning and end of each test recording we would press 
two buttons simultaneously, where activation of the first 
button was logged on the CAN bus and the other logged as 
an event in cStress. These synchronisation markers were 
later used to automatically merge both data streams. 

A simple kitchen timer counted backwards and sounded an 
alarm when the required operating time was reached. Both 
the timer and all measuring equipment were placed so that 
the operator was unable to look at the displays. 

4.3 Working cycle 

With the intriguing facts visualised in Figure 2 (fuel 
consumption in a loading cycle), Figure 3 (hydraulics and 
drivetrain as parallel power systems), and Figure 4 
(interaction of traction force and hydraulics) in mind, we 
specifically wanted to study the wheel loader operator 
during the bucket filling phase. We therefore chose to 
modify the short loading cycle such that the operator was 
instructed to still go through most of the motions, but not to 
use steering (as mentioned previously) and thus empty the 
bucket at the same spot where it was filled. Since the 
material used was sorted gravel which does not stick 
together like for example clay, and is thus fairly easy to 
handle, this procedure did not introduce any skewing of the 
test results as far as the bucket filling phase is concerned. 

Not using steering also solved another problem that would 
have had an impact on the results: inexperienced operators 
are unused to using the joystick rather than the steering 
wheel, and forcing them to do so would have introduced 
additional workload, thus potentially skewing the test 
results. The decision not to use the steering function at all 
solved this dilemma. 

4.4 Psychophysiological Stress Profile 

Every human being has an individual response to workload, 
which means that some sort of reference or calibration is 
needed in order to be able to correctly evaluate the results of 
psychophysiological measurements. While not common 
procedure in the research community, establishing a PSP 
(Psychophysiological Stress Profile) has proven to be 
valuable in our (Olsson and von Schéele) clinical work with 
patients with stress-related dysfunctions.  

The PSP shown in Table 1 is essentially taken from [6] and 
has been implemented in the cStress software. It contains 15 
minutes of data recording, guiding the patient (or in our case 
the wheel loader operator) through six steps. 

In step 1 we provided the operator with a neutral text to 
read, informing him that this was not an exam and while we 
asked him to read carefully and try to understand the text, he 
was not required to read all of it or even remember anything. 
This put some workload on the operator, but far from 
enough to induce stress. (In our case the text handed out was 
a newspaper article about the Nobel Prize for Literature and 

297



whether receiving it means the end of an author’s career – it 
is fair to state that this text was neutral as none of the 
operators got overly excited by reading it). 

Table 1:  Psychophysiological Stress Profile (PSP) 

# Designation Time Description 
1 Base line 3 min Relaxed silent reading of a neutral 

text  
2 Deep breathing 2 min Deep breathing under guidance, 

approx. 6 bpm 
3 Nonverbal 

stress 
2+2 min Two periods of thinking about a 

stressful situation, feedback and 
guidance in-between 

4 Relaxing 2 min Relaxing with closed eyes, normal 
breathing 

5 Math stress 2 min Counting aloud backwards from 
2500 in steps of 7 

6 Relaxing 2 min Relaxing with closed eyes, normal 
breathing 

 
During step 2 the person was guided to breathe slowly and 
deeply (using the stomach) with about 6 breaths per minute 
(with small individual deviations), and by this means 
attained a very relaxed state. 

Step 3 is called “Verbal stress” in [6] and according to that 
paper in the first half of this step the person is to be 
instructed to relate some stressful event that they have 
experienced. During the second half, the person shall then, 
instead of talking, just think about the same negative and 
stressful event. However, in our case the test leader (Filla) is 
a close colleague and personal friend of all of the operators, 
who in turn were not patients with psychological problems 
in need of treatment. Therefore, modifying this step into a 
phase of non-verbal stress seemed more appropriate. At the 
beginning of this step we therefore asked the operator to 
think of a negative and stressful event, real or imaginary, 
and keep thinking of it for two minutes. After this time the 
test leader approached the person again, gave feedback and 
asked him to continue for two more minutes, but this time to 
also breathe irregularly as if was stressed. 

In the following phase, step 4, the operator was asked to 
close his eyes and just relax thoroughly, using individual 
techniques without any other requirement e.g. on breathing. 
The results show how quickly the person recovers from 
stress. 

In step 5 the person was tested for reaction to directly 
induced stress, coming from the requirement to count aloud 
backwards from 2500 in steps of 7. To increase the pressure 
the operator was told that it would be noted how many 
subtractions he would manage to perform during the two 
minutes of testing and that each mistake would be noted, 
required to correct before being allowed to continue. (It was 
interesting to see that this indeed induced an enormous 
amount of stress in some individuals, but not all.) 

Step 6, the last step within the PSP, is a repetition of step 4, 
i.e. relaxing without any other requirement. 

 

Figure 8: Questionnaire during PSP. 

After each step the operator was asked to fill in a 
questionnaire (Figure 8). 

4.5 Participating operators 

In all, eighteen people, all male, agreed to participate in this 
study; all of them close colleagues of the author. Their data 
have been recorded and handled securely in a way that 
prevents drawing conclusions as to their identities.  

The people asked to participate as test operators in this study 
are all male, mostly in order to exclude possible skewing 
due to gender differences in the way the human body reacts 
to mental workload. The potential operators were not 
randomly chosen, but pre-selected according to the author’s 
preliminary judgement of their wheel loader operating skills. 
However before starting the test each operator was asked to 
make a self-report with respect to their skill, using a visual 
analogue scale without values, but with some helpful 
guidance, see Figure 9 left. 

 

Figure 9: Sorting of the participating operators into skill 
groups. 

Self-evaluation

How do you evaluate your own performance, did you cope? 
(Put an X somewhere on the line.)

It did not OK, It went
go well at all as required very well

I felt OK, I felt
very stressed no major problems no stress at all

Do your hands feel warmer or colder than before – or the same?   
(Circle the answer)

Estimate your finger temperature:  ________°C 
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To the right, Figure 9 shows the division of the scale into 
four skill groups and how the individual operators are placed 
in these groups, using their self-reported skill ranks. These 
turned out to be similar to the author’s preliminary 
judgement, resulting in nine operators in skill group 1 
(inexperienced), six in skill group 2 (experienced) and three 
in skill group 3 (expert).  This also gives the possibility to 
combine groups 2 and 3 at a later stage into an aggregated 
“experienced and above” group that matches the 
“inexperienced” group in size, which would benefit the 
statistical strength of direct comparisons. 

In our pre-selection of potential test operators for this study 
we chose not to focus on expert operators alone, but to 
include operators of all skill groups in order to test whether 
there is any difference in how operators in these groups 
handle and evaluate the different machine variants. 
However, we deliberately avoided newcomers in order to 
guarantee at least a theoretical knowledge of how to operate 
a wheel loader, and in order to exclude learning effects as 
much as possible. The ten minutes of self-training before 
each live testing session would not have sufficed for 
newcomers, but were deemed sufficient for operators in skill 
group 1 and above. 

4.6 Design of the study and procedure 

Each operator was given an exclusive 2.5 hours session after 
lunch, starting with the Psychophysiological Stress Profile 
(PSP) described earlier. For this, we took the operator of the 
day to a secluded place. The PSP was conducted with the 
operator sitting in working position in the cab of the wheel 
loader and the person administering the test standing on the 
ladder, instructing through the open door, and monitoring 
through the closed door when recording was in progress. 

After the PSP, the operator took the machine to the proving 
ground, where a smaller area was reserved for this study. 
The testing of all three machine variants was then per-
formed, with the traction force setting as the independent 
variable. The study design is in essence a three-condition 
within-subjects setup, with the two limited settings of 47% 
and 62% tested against the unmodified software version 
with 100% maximum traction force, in random order, 
unknown to the operator. The operators were not told what 
had been modified and how, but most of them, especially 
the more experienced ones, were able to deduce this fairly 
quickly.  

In order to minimise the skewing influence of learning 
effects, before testing a machine version each operator was 
given ten minutes’ self-training just to familiarise himself 
with the specific characteristics of the current machine 
version. After the training followed five minutes’ live test-
driving, where the operator was asked to make sure to fill 
the bucket completely and use the machine at a normal 
production tempo, resulting in a cycle duration of approx. 25 
seconds (both of which most of the inexperienced operators 
did not manage to achieve completely, but at least this 
demand created a certain pressure). The session ended with 
a subjective evaluation where, among other things, the 
operator was asked to judge the tested machine version’s 

ease of bucket filling and perceived power on a visual 
analogue scale (without printed values). The operator was 
also asked to rank his overall impression of the machine in 
comparison to all previously tested variants on a nominal 
scale (“better”, “worse” or “same”). See Figure 10 for the 
questionnaire used after testing of the third machine variant. 

Since the study was performed during the autumn, 
comparable conditions for the operators were ensured by 
performing tests only on days with good weather (no rain) 
and at the time of the highest ambient temperature, at 13:00 
local time. The latter also guaranteed that the operators were 
rested and had eaten recently. 

 

Figure 10: Questionnaire, to be filled in after testing of each 
machine variant. 

5 Analysis 

5.1 General setup 

The measurements conducted during this study resulted in 
several gigabytes of data, making at least semi-automated 
analysis necessary.  

The main parts of the calculations were executed in 
MathCad worksheets that merged data originating from 
machine and operator by using synchronisation markers 

Evaluation of machine variant #3

How do you rank the machine in this setup, 
especially during bucket filling?     (Put an X somewhere on the line.)

Very hard OK, Very easy
to fill the bucket about normal to fill the bucket

The machine feels OK, The machine feels
powerless, slow about normal powerful, quick

Does the machine feel better or worse than the first one – or the same? 
(Circle the answer)

Does the machine feel better or worse than the second one – or the same? 
(Circle the answer)

How do you evaluate your own performance, did you cope? 
(Put an X somewhere on the line.)

It did not OK, It went
go well at all as required very well

I felt OK, I felt
very stressed no major problems no stress at all

Do your hands feel warmer or colder than before – or the same?   
(Circle the answer)

Estimate your finger temperature:  ________°C 
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embedded in both data streams. A function then 
automatically tagged each bucket filling phase within each 
loading cycle and exported part of the data stream back to 
cStress for expert review (see next section). This result of 
this review was a consensus figure for each operator’s 
absolute workload level in each condition. These data and 
the results from the various questionnaires each operator had 
to fill in were then imported into MathCad and merged with 
all other recorded data for further analysis. 

5.2 Expert review of psychophysiological data 

As mentioned in the introduction, our immediate goal is to 
support product development, in which the operability of 
prototype machines is traditionally evaluated subjectively by 
asking the operator to compare the tested machine with a 
base line and rate it according to a specific scale. Thus, a 
measure of operator workload is required, ideally calculated 
automatically either during or immediately after testing. 

However, we are aware of the magnitude of this. There 
exists a relationship between finger temperature and mental 
workload in that increased workload leads to decreased 
finger temperature and vice versa [7]. Such relationships can 
also be found other signals, e.g. heart rate, heart rate 
variability, respiratory rate etc [8][9][10][11]. However, 
these data have to be evaluated in context and in relation to 
the PSP and each other, which today requires expert 
knowledge. Furthermore, a reliable algorithm to 
automatically remove measurement artefacts in data for 
ECG and respiration has yet to be developed. 

It is precisely this problem of analysing the output of 
interacting and compensating systems in context that drives 
the development of Artificially Intelligence systems for such 
tasks. The on-going research reported in [12] is promising, 
but the results cannot yet easily be implemented into a 
system as described above. Instead, we simulated the output 
of such an automatic system: three of us (Olsson, von 
Schéele, and Ohlsson) used their expertise in this field to 
manually review and analyse the measurement data and 
derive an absolute workload index for each operator in each 
of the conditions (PSP and three machine variants), without 
knowledge of the operator’s skill level, his subjective 
evaluation, and which machine variant (setting of traction 
force limitation) corresponded to which condition for this 
particular operator. After each of us analysed the data 
individually, we compared our results and agreed on a 
consensus workload index for each operator in each 
condition. 

Our manual analysis uses all of the recorded data (not just 
from the bucket filling sequences) with the following 
criteria applied. The ratings ranged between 1 and 5 in eve-
ry time period. The highest ratings (5) should be applied if 
all the criteria listed below showed a very functional pattern 
well within known reference values for each physiological 
signal. The lowest rating (1) should be applied when the 
workload seem very high in all signals. If a physiological 
signal contained many measurement errors, this signal was 
not used in the rating of that period. 

The physiological signals were rated as described below and 
in the priority order listed: 

1. Level of HR, RR, EtCO2 and peripheral 
temperature. A HR below 80, RR be-low 20, 
EtCO2 above 4.5% and peripheral temperature 
above 25ºC indicates low workload. 

2. Noticeable recovery mainly in HR, RR and 
SCL between bucket fillings and during 
relaxation in the PSP indicates a more effort-
economic behaviour and therefore low 
workload. 

3. A clear connection between breathing and 
heart rate variations, RSA (Respiratory Sinus 
Arrhythmia), indicates low workload. 

4. Extreme reactivity or extreme rigidity in 
mainly HR and SCL indicates high workload 

Signs of habituation in any system, with priority to HR by 
bucket fillings, indicate a more effort-economic behaviour 
and therefore low workload.  

6 Results 
Table 2 shows the expert’s consensus on the operators’ 
workload during the PSP and the three test conditions. To 
the right this table, sorted by operator skill level, also shows 
in which individual order the machine variants with their 
respective traction force setting were tested by the operators. 

Table 2:  Results, workload index and test order of variants 

 

It is peculiar that the four operators with the highest skill 
levels consistently have a high workload for all machines, 
not affected by traction force limitation. This is presumably 
a ceiling effect. It is interesting to note that none of the 
operators were aware of their high workload. In their 
opinion, the work performed was little demanding, 
especially in comparison to other possible tasks such as 
loading of shot rock.  

With the exception of one, all operators show a higher 
workload during the Psychophysiological Stress Profile than 
during the first machine test. Comparing the different 
conditions, it shows that the workload does not vary much 
within each subject, despite the operators clearly 
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commenting on experiencing the machine variants 
differently, as shown in Table 3. 

Table 3:  Results, questionnaire responses on personal 
satisfaction and stress-free operation 

 

No clear overall trend emerges when comparing the 
operators’ answers in the questionnaire on how well they 
felt they had managed (“personal satisfaction”) and how 
stress-free they felt during the operation with the experts’ 
consensus on the operators’ workload.  

The operators’ responses related to the tested machines, 
evaluated for their ease of bucket filling, overall impression 
of power and comparative rank are shown in Table 4. Here 
again, no clear trend is immediately obvious.  

Table 4:  Results, questionnaire responses on subjective 
machine evaluations 

 

In conclusion, the workload index, derived from the 
psychophysiological measurements, mostly shows no 
obvious variation with any of the independent or other 
dependent variables. Naturally, the next step to take as a 
researcher interested in discovering any correlation would 
be to employ sophisticated statistical methods, such as 
principal component analysis or structural equation 
modelling.  

However, the purpose of our study was not to show whether 
a correlation between self-assessed ease of bucket filling 
and measured workload index could be established at all, 
using such sophisticated statistical methods. Rather, the goal 
was to study whether such possible correlation was strong 

enough for application-oriented test engineers without 
research background to employ simple statistical methods 
for converting measured workload indices back to degrees 
of machine operability, without having the operators 
performing any self-assessment. In other words, if the 
possible correlation is that weak and fragile, that in order for 
it to be discovered sophisticated statistics is required, then 
no engineer in the field will be able to make any use of it.  

Despite this, we do not plan to abandon the data generated 
by the measurements performed during this study. Further 
statistical analysis is still planned, but its results will have to 
be reported in a later paper. As for now, the findings do not 
give support for our vision of using psychophysiological 
measurements as a complement to traditional subjective 
evaluations of a machine’s operability and even less for 
using such measurements for workload-adaptive operator 
assistance; instead they indicate that also other factors have 
a great influence on the operator workload.  

7 Discussion of possible sources of error 
While performing the measurements, as well as during 
analysis and reporting, we significantly improved our 
knowledge with regard to appropriateness of equipment and 
procedures. This will be discussed in the following. 

7.1 Procedure 

We were able to secure a specific machine and a dedicated 
test area for our study, thus ensuring that all operators were 
operating under the same conditions.  

During the testing phase we tried to keep the environmental 
conditions as similar as possible. We only tested on days 
with good weather (no rain) and at the time of the highest 
ambient temperature, i.e. immediately after lunch (which 
also ensured that the operators were rested). But since this 
study was performed in mid-autumn, temperatures were 
generally lower; during the testing around 5-10°C. The 
machine was parked outside overnight and had therefore 
cooled quite substantially by the morning. Together with 20-
30 minutes’ engine warm-up each day (about two hours 
before testing) and a 1.5km drive to the testing site, the first 
ten minutes of self-training should provide enough waste 
heat to warm up the machine (engine, transmission, axles, 
and hydraulics), so that testing conditions were similar for 
all cycles, independent of order. 

At the proving ground we had a dedicated area, but were at 
times surrounded by other machines using the same 
facilities. This may have distracted the operator and 
generated higher workload. 

During testing, the wheel loader’s automatic functions were 
fixed at gear-dependent BSS (Boom Suspension System), 
automatic APS (Automatic Power Shift), and with Auto 
Kick-down enabled. Of course, the BSS is only deactivated 
when in 1st gear, which means it is activated during the first 
seconds of the bucket filling phase, until the transmission 
automatically shifts from 2nd to 1st gear. This is done via an 
adaptive algorithm, which might differ between operators. 
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Perhaps one of the pre-defined fixed APS settings L (low 
power), M (medium power) or H (high power) should have 
been used instead. Or perhaps the automatic kick-down 
function might have better been disabled altogether, in order 
to give the operator the freedom to choose when to shift 
gear. 

The operators were asked to use the machine for three times 
10 + 5 minutes, in total 45 minutes. There is a risk of 
fatigue, especially for the less experienced operators, but we 
can at best only find weak support for this in the workload 
index data.  

Furthermore, in spite of the ten minutes of self-training 
before each live testing session, a learning effect might still 
be present, especially for the less experienced operators.  

The significance of a Psychophysiological Stress Profile is 
to see the individual dynamic variation, as well as record the 
base line and review the subject’s ability to relax. Before 
testing at the proving ground, we took the operator of the 
day to a secluded place to establish the PSP. While this 
location was isolated visually, it was not so audibly, since it 
was still within hearing distance of the proving ground, a 
nearby motorway and the R&D workshop’s busy prototype 
parking area (with the backing alarm of a machine driving in 
reverse being a particularly disruptive sound). This may 
have influenced the PSP measurement data. A possible 
improvement may also be to establish a PSP in a non-work 
place environment for comparison.  

7.2 Measuring equipment and data acquisition 

The measuring equipment used to acquire the 
psychophysiological data was originally developed for 
clinical applications, i.e. use in a stationary, stable and clean 
environment. Using it, as we have done, in a mobile 
environment, exposed to large and frequent accelerations 
might have introduced measurement errors other than what 
is discussed below. 

As explained earlier, the operators were instructed to lay 
their lower arms on the arm rests attached to the suspended 
chair. This dramatically lowered the amount of 
measurement artefacts in the ECG signal, yet some still 
occurred and had to be accounted for manually in the 
analysis phase. 

Many measurement artefacts were found in the respiratory 
signal, which was acquired with a nasal sample line, inserted 
some millimetres into the left nostril and secured by a piece 
of tape. However, in a few cases the operator’s facial hair 
prevented good adhesion, leading to a temporary 
detachment of the cannula and thus giving erroneous 
readings. For some operators we therefore used a nasal 
cannula that could be secured via the operator’s ears. With 
only three such nasal cannulas available, we had to decide in 
which cases to employ this alternative method.  

During both the PSP session and machine operation the 
operator was asked to exclusively breathe through the nose. 
However, we suspect that some of the artefacts in the 
respiratory data are due to the operator unintentionally 
breathing through the mouth (which itself is a sign of high 

workload and stress, but hard to clearly identify in 
retrospect).  

The PSP was conducted with the operator sitting in working 
position in the cab of the wheel loader and the person 
administering the test standing on the ladder, instructing him 
through the open door, and monitoring through the closed 
door when recording was in progress. With the colder 
ambient temperatures, yet still strong sunshine, this led to a 
cooling of the cab’s interior while instructing the operator, 
yet gradual warm-up during execution of the PSP steps – 
both of which had an impact on at least the finger 
temperature measurements. In some cases operators 
complained about low temperature and wanted to turn on the 
heating and air conditioning system. But since this would 
have required a running engine, which might have distracted 
the operator from the required task, the decision was taken 
to only do so during the instruction phases before each PSP 
step.  

Furthermore, we discovered that the finger temperature 
readings were affected by heat influx from the sun and by 
the flow of cold/warm air from the cabin’s heating and air 
conditioning system, both during the PSP sessions and at the 
proving ground. Some operators even deliberately directed 
air flow to their hands to cool/warm them during operation 
of the machine. This discovery discredited the finger 
temperature readings enough for us to decide to completely 
disregard them when determining the workload index. 

With regard to the above discussed we were still able to 
obtain satisfactory data from all subjects to estimate their 
psychophysiological functioning based on ocular analysis. 

7.3 General considerations 

There are several general considerations to make with 
regard to this study. To begin with, the workload index we 
derived is a compound measure that does not only reflect the 
necessary mental effort of the operator to handle different 
traction force settings of a wheel loader. With the lack of 
distinct results at hand, it is thus probable that other effects 
had a larger influence on the psychophysiological data we 
acquired.  

Operators themselves commented on distracting elements, 
such as poor gear shifting quality of the automatic kick-
down function, other machines nearby which required one to 
look out when driving in reverse, or looking straight into the 
sun when turning the head in order to check that nobody was 
standing behind the machine (even though we specifically 
instructed him to check the rear-view camera monitor). 
These are normal for a working place, but it might be that 
the impact of the different traction force settings was too 
small to be registered in measurements with durations of a 
mere five to six minutes. Next time we should consider 
aiming for 30 minutes or more.  

Related to this the question arises of when to consider a 
workload to be different, e.g. whether or not a difference of 
0.1 in value is to be considered significant, and how this 
relates to testing time.  
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In the future we need to consider measuring other data 
known to be indicative of workload. The quality of our 
measurements of finger temperature was too poor to use the 
data acquired. But as finger temperature is normally an 
important measure of activity in the sympathetic nervous 
system, SNS, we should try to vary the sensor placement for 
increased reliability and validity. Although heart rate and 
heart rate variability can change within seconds, reliable 
measurements are obtained for periods with a minimum of 
30-40 seconds (i.e. four times longer than a typical bucket 
filling sequence), and a maximum of 5 minutes. It is warned 
that sensitivity decreases for shorter or longer periods [9].  

Respiratory Sinus Arrhythmia, RSA [13] can be analysed 
dynamically and is the most sophisticated way to analyse 
activity in the autonomous nervous system, ANS. This is 
very complex and at the moment there are no automatic 
analysis methods available, but we included RSA in our 
manual estimation of the subjects’ workload index, based on 
our understanding of the problem. 

Finally, we need to reassess the working cycle. It could be 
that the workload index was impacted so little by even the 
severe traction force limitation in the “47%” machine 
because there were no immediate consequences of falling 
behind in pace or bucket load. In reality, for instance at a 
saw mill or an asphalt processing plant, trucks would be 
arriving continuously to be filled by the wheel loader. A 
decrease in productivity is clearly visible in a constantly 
lengthening line of trucks waiting their turn. Furthermore, 
when truck and wheel loader are properly matched it takes 
four buckets to fill a truck. Again, the productivity decrease 
is clearly visible if an operator needs a fifth run. In our study 
the operators would have to face none of these stress-
increasing consequences. We need to consider either more 
closely representing the situation at real working places or 
introducing consequences by artificially adding some 
productivity-related feedback by visual or acoustic means. 

There was also the ambivalence of our instructions to keep 
“a normal cycle time of 20-25 seconds” (again, without 
consequences for not doing so) and the conflicting 
requirements of both keeping pace and completely filling 
the bucket each time, especially for the “47%” machine 
variant with severely limited traction force which simply 
does not permit a bucket to be filled as fast and as much in 
comparison with the unmodified “100%” machine. Each 
operator handled this trade-off individually. Some operators 
chose to keep the bucket fill factor constant, which led them 
to spend more time at the gravel pile. Others chose to keep 
the pace with the consequence of less material in the bucket. 

8 Conclusion and outlook 
At the beginning of this article we described our vision of 
using psychophysiological measurements to assess operator 
workload in sufficiently detail to use it as a complement to 
traditional subjective evaluations, but also use such 
measurements in a workload-adaptive operator assistance 
system in a longer perspective. Even though the data allow 
for some interesting observations at both individual and skill 
group level, the results of this study indicate that measures 

other than ones based on heart rate, finger temperature, skin 
conductance and respiratory air flow should be considered. 
All of these parameters seem hard to measure reliably in the 
tough environment of a mobile working machine, but will 
be less prone to artefacts in the controlled environment of a 
human-in-the-loop simulator. This of course requires the use 
of a simulator that has both the fidelity required to produce 
correct results on the machine side and the immersiveness 
required to produce correct results on the side of the 
operator. The research summarised in [14] shows that this is 
possible in principle. 

In a simulator as well as in reality it is important to provide 
relevant test scenarios. We suspect that the operators in our 
study did not experience enough pressure, because there 
were no immediate consequences for not keeping the set 
cycle pace or not filling the bucket completely. In the future 
we will try to add this pressure by either more closely 
representing a real working place or by adding productivity-
related feedback artificially, for example by tactile, acoustic 
or visual means. 

We also found that the sensitivity of the psychophysio-
logical measurements conducted appears to be too low for 
our requirements. On the other hand, promising research is 
been done on the use of Artificial Intelligence techniques 
(such as Case-Based Reasoning) to evaluate data from 
psychophysiological measurements [12][16]. With proper 
input, perhaps such systems can provide the sensitivity we 
require and might then also be able to recognise 
measurement artefacts. The need to automatically analyse 
all acquired data in context is the major driver for such AI-
based analyses, since a manual review of multiple channels 
with data from interacting and compensating systems can 
today only be performed by experts, relying on clinical data 
which cannot very easily be transformed into complex work 
situations. 

We and others, for example [15], also work with the 
development of new wireless sensors that can be deployed 
without distracting the operator from the working task, 
while at the same time being able to acquire data without the 
amount of measuring artefacts we have to cope with today. 
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Optimizing the trajectory of a wheel loader working in short loading cycles 
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Abstract 
A study into alternative trajectories for wheel loaders working in short loading cycles has been 
conducted, examining other patterns than the traditional V- or Y-cycle. Depending on 
workplace setup and target function of the optimisation other trajectories can indeed prove 
beneficial. The results of this study can be used in operator models for offline simulations as 
well as for operator assistance or even in controllers for autonomous machines or energy 
management systems for non-conventional machines like hybrids. 

Keywords: wheel loader, working cycle, trajectory, work pattern, simulation, operator model, 
control, operator assistance  

1 Introduction 
Figure 1, published in its first version in [1] and quoted in 
several publications, shows the classic short loading cycle 
with the characteristic driving pattern in the shape of a V, 
possible to extend to a Y, if necessary. 

Figure 1: Short loading cycle in classic V- or Y-pattern. 

From phase 1 to 6, the wheel loader operator first fills the 
bucket in the gravel pile, then drives backwards towards the 
reversing point (phase 4) and steers the wheel loader to 
accomplish the aforementioned characteristic V-pattern. The 
lifting function is engaged the whole time. The operator 
chooses the reversing point such that having arrived at the 
load receiver and starting to empty the bucket (phase 6), the 

lifting height will be sufficient to do so without delay. In 
case of a bad matching between the machine’s travelling 
speed and the lifting speed of the bucket, the operator needs 
to drive back the wheel loader even further than necessary 
for manoeuvring alone. This additional leg transforms the 
V-pattern into a Y-pattern. 

In the remaining phases 7 to 10, the bucket needs to be 
lowered and the operator steers the wheel loader back to the 
initial position in order to fill the bucket again in the next 
cycle. 

While the different phases of the depicted loading cycle are 
generally applicable (even though in other circumstances it 
might be meaningful to introduce new phases and events or 
combine some of the phases shown in Figure 1), the driving 
pattern does not necessarily have to resemble a V or Y. It 
appears that this pattern has emerged from the operators’ 
desire to minimise the personal workload, rather than 
maximise energy efficiency, for a required productivity.  

For new non-conventional systems like (semi)autonomous 
machines or hybrids, where the operator’s requirements are 
less dominant or taken out of the loop completely, the 
traditional cycle in Figure 1 is not necessarily the most 
productive or the most energy-efficient way, either. 
Improved energy management for such machines may 
involve some kind of optimal control scheme along a pre-
defined trajectory – so the obvious question would be 
whether there is optimisation potential in the trajectory 
itself. 

Even if accepting the V/Y-cycle as the trajectory to use, it is 
an interesting question how to best orient the load receiver 
for a given position. The traditional recommendations are a 
90° or 135° angle, given not only by Volvo but also other 
players in the industry [2][3]. However, also these recom-
mendations are based on the performance of conventional 
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systems and might not be valid for autonomous machines or 
hybrids. 

There is therefore a need to examine this in more detail and 
the results can have various applications, from improved 
dynamic simulations by adding planning capabilities to 
operator models [4] over off-line use for education or site 
planning purposes [5][6], on-line operator assistance 
functions [7] to autonomous machines [8] and improved 
energy management in advanced systems [9][10][11][12]. 

2 Problems of the classic V-/Y-cycle 
A first attempt at examining different driving patterns has 
been made by the author in [4] – however the work then 
focused on a specific variant of the classic V-cycle without 
further consideration of alternatives. When using this 
trajectory in various workplace setups it becomes apparent 
that its use is limited to tight places with loading and 
unloading spot in close vicinity. For larger distances and 
other orientations of the load receiver, the classic V-cycle 
with equal steering to both sides very quickly results in 
unreasonable long transporting distances (Figure 2 left and 
right).  

 

Figure 2: Classic V-cycle for different locations of the load 
receiver (left) and different orientations (right). 

This stems from the cycle being modelled as simply two 
circular arcs meeting tangential in the reversal point. For 
larger workplaces an experienced operator would gradually 
vary the curve radius or at the very least extend the classic 
trajectory with line segments rather than travel such long 
distances in a curve with a very large radius. 

Furthermore, above a certain transport distance any operator 
will start using the wheel loader in a Load & Carry cycle 
instead (Figure 3). In the “grey” area between tight working 
places and wide ones other shapes of loading cycle 
trajectories can serve as a smooth transition. Several 
possible candidates have been examined in this study; 
equations have been derived for easy implementation both 
on-line and off-line. 

 

Figure 3: Load & Carry cycle. 

 

3 Overview of examined cycle variants 
Expanding upon the variants briefly touched upon in [4] 
Figure 4 shows the main cycle types and their respective 
sub-variants that have been examined in this study.    

 

Figure 4: Main cycle types and sub-variants examined in 
this study. (Depicted load receiver position and orientation 

is just an example.) 
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The first five main types “A” to “E” constitute a systematic 
exploration of the classic V-/Y-cycle (which is labelled 
“C”), while “F” and “G” represent a more intricate type with 
one S-shaped leg and the other one straight. Finally, “H” 
and “I” are permutations of the “C”-type with reversed order 
of line and arc section in the second leg (“H”-type), and first 
leg (“I”-type), respectively.  

All cycles types studied can actually be seen as special cases 
of one unified cycle type with the following properties: 

• S-shaped legs with a linear section in between the 
arc segments 

• Length of linear segments can vary in interval  
(-∞, ∞) 

• Radius of arc segments can vary in interval  
{[-∞, -Rmin_turn) , [Rmin_turn, ∞]} 

• Section angle of arc segments can vary in interval 
[0, 360°) 

However, this unified cycle would have seven degrees of 
freedom and an extremely large search space, due to the 
parameter intervals also covering negative values. With the 
current approach and the current tools at hand this seems 
infeasible to solve in a reasonable amount of time. 

Apart from the generic variant (sub-labelled “g”) with the 
highest amount of degrees of freedom, each cycle type can 
also be realised either as a compact cycle (sub-labelled “c”) 
with as few segments per leg as possible or as an extreme 
variant (“x”) where all curves are executed with highest 
articulation angle and therefore smallest possible turning 
radius. 

4 Analysis 
Table 1 shows the amount of degrees of freedom for each 
cycle variant. While for example “Bc”, the compact variant 
of the “B”-type, is fully constrained by the three parameters 
of the workplace setup: orientation of the load receiver and 
its vertical and horizontal distance from the loading spot, the 
“Cg” variant has three degrees of freedom left to constrain, 
which means that a parameter optimisation needs to be 
performed, for example varying the angle of reversing and 
the turning radii of both legs.  

The equations for all cycle variants have been derived 
analytically in order to achieve fast calculation. They have 
been implemented in a collection of MathCad worksheets 
and verified with parametric profiles in SolidEdge. 

The high amount of degrees of freedom for certain cycle 
variants and thus the necessity of parameter optimisation has 
an impact on calculation times, however. Even though each 
individual cycle variant can be calculated fairly quickly, 
finding the optimal cycle with an optimal load receiver 
orientation (i.e. an additional degree of freedom) for a given 
load receiver position takes some seconds nonetheless. 
Performing a massive workplace sweep as in Figure 15 and 
Figure 16 takes several days on an average PC. 

Table 1: Degrees of freedom for each cycle variant. 
 

 

All cycle variants can be calculated in “strict” and “non-
strict” mode. In the former, the wheel loader is forced to 
always arrive perpendicular to the load receiver, i.e. in a 90° 
angle. An example from the field for such a scenario is an 
immobile crusher with a ramp: neither can the crusher be 
moved or rotated, nor can the wheel loader enter the ramp 
other than reasonably aligned.  

In contrast to this a conveyor belt, a pit or a submerged truck 
are all fixed in position and orientation, but the wheel loader 
serving them has some freedom in the approach for un-
loading. In “non-strict” calculations a permitted interval for 
the angle of arrival is introduced, which adds an additional 
degree of freedom and therefore increases calculation time 
even more.  

4.1 Delimitations 

We only consider the part of the cycle between bucket 
filling and bucket emptying, i.e. phases 2-5 according to 
Figure 1.  

The intended use of the results of this study for, among 
others, on-line operator assistance functions, autonomous 
machines, and improved energy management in advanced 
systems excludes the possibility to perform detailed 
dynamic simulations due to a limited time budget. The focus 
has therefore been on calculations by means of explicit 
equations for the trajectory parameters and properties. 

However, this has the consequence that the effects of the 
intricate dynamical interaction of engine, drive train and 
hydraulics cannot be studied. One result is that all curve 
trajectories are simplified as circular arcs. While circular 
arcs merging tangential into each other seems smooth to the 
outside observer, for the wheel loader it is not a smooth 
manoeuvre at all. Any sudden change of curve radius 
requires an equally sudden change of articulation angle. 
With the masses of front and rear frame of a wheel loader, 
this not only requires a certain amount of energy, but also 
produces violent jerking. The use of arcs with a constant 
radius is therefore only correct for a constant articulation 
angle (Figure 5). 
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Figure 5: Wheel loader in a turn, fixed articulation. 

Any path transition needs to employ smooth changes of 
radii. In most situations the wheel loader will be in 
longitudinal motion while the steering function is used to 
slowly change the frame articulation from a start value to a 
value that results in the required turning radius (Figure 6) 

 

Figure 6: Wheel loader in a turn, several stages from 
straight to full turn. 

This means that instead of following an arc with a constant 
radius the wheel loader’s track will rather resemble a 
clothoid or Euler spiral (provided that the change in 
articulation angle is linear). Figure 7 shows in top view how 
the curvature of a wheel loader’s trajectory is affected by 
different machine speeds: in all traces (simulating a L120G 
wheel loader model for 20s) the steering angle is increased 
with a steering speed of 20% of maximum possible, 
beginning with a straight machine (0° articulation) and a 
cut-off at the machine’s maximum articulation angle. The 
dashed line represents the theoretical turning circle, which 
assumes an already established articulation angle of 
maximum value. It can be seen that the higher the machine 
speed, the higher the deviation of the actual trajectory from 
the theoretical turning circle. 

       

Figure 7: Wheel loader trajectories for different machine 
speeds at constant steering speed (linearly increasing 

articulation from 0° with cut-off at maximum).  

Figure 8 shows how the curvature of a trajectory is affected 
by different steering speeds (again simulating a L120G 
wheel loader model for 20s). Not surprisingly, the lower the 
steering speed, the higher the deviation of the actual 
trajectory from the theoretical turning circle. 

       

Figure 8: Wheel loader trajectories for different steering 
speeds (linearly increasing articulation from 0° with cut-off 

at maximum) at constant machine speed.  

Modelling the curve trajectories as clothoids would require a 
detailed simulation model that provides correct values for 
machine speed and steering angle over time, which in turn 
requires detailed modelling of the complete machine system 
including actuation by the operator, engine dynamics, and 
how hydraulics and drive train compete for the limited 
engine power available.  

As mentioned before, several of the intended applications of 
the results of this study do not allow any detailed simulation 
to be used anyway. In the case of optimal control we also 
have arrived at a Catch-22 situation, where we would need a 
detailed simulation in order to optimally control for example 
energy management of a hybrid machine – in a simulation.  
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For this study we have therefore chosen to simplify and 
approximate curves as circular arcs nonetheless. This 
enables an analytical solution to all cycle variants to be 
examined, which has a beneficial effect on the calculation 
time that is required for optimisation.  

This simplification leads to quite a significant deviation of 
the actual machine position from the theoretical turning 
radius when an established and maintained machine speed 
of typically 10km/h is considered (Figure 9). 

     

Figure 9: Error in position calculation due to simplification 
(circular arcs instead of clothoids)  

However, if we assume that for the most part a steering 
action coincides with an acceleration of the machine from 
stand-still (probably never attaining the typical speed of 
10km/h), then the error caused by the simplification of 
clothoid segments to circular arcs is tolerable, especially for 
target steering angles of 20° and below (Figure 10). 

     

Figure 10: Error in position calculation due to 
simplification (circular arcs instead of clothoids)  

4.2 Boundary conditions 

The equations for cycle variant are set up so that the wheel 
loader trajectory always joins perpendicular to the loading 
spot and load receiver. The non-strict calculation mode, in 
which the machine’s angle of arrival at the load receiver is 
allowed within a pre-specified interval, is realised by 
varying the load receiver orientation within the same 
interval and perform strict calculations. 

The arc segments have to be executed with a radius at least 
equal to the specified wheel loader model’s minimum 
turning radius.  

Line segments that are enclosed by arcs and connect to the 
reversing point are allowed to have negative length, so that 
they can be executed either before or after reversing. This 
applies to variants of cycle types “A”, “E”, “H” and “I”. 

Additional boundary conditions ensure that prohibited 
territory is not violated. For example, the trajectory is only 
allowed to approach both load receiver and loading spot 
from the front. It may also not go behind either one. The left 
image in Figure 11 shows all such invalid trajectories (in 
grey) for cycle variant “Cg” in a specific workplace setup. 
The red trajectory is the optimal one. 

 
Figure 11: Examples of valid and invalid trajectories 

A safety perimeter (dotted circle in Figure 11) is established 
around the load receiver, ensuring that trajectories do not 
collide with the dump truck or crusher placed there. The 
right image in Figure 11 shows all such invalid trajectories 
(in grey) for cycle variant “Ec” in a specific workplace 
setup. In the calculations performed in this study the safety 
radius has been set to 3 meters. 

4.3 Optimisation of cycle parameters 

The degrees of freedom shown in Table 1 for each cycle 
variant mean that the cycle trajectory is not fully constrained 
just by knowing the load receiver position and orientation 
(as discussed previously, these can become additional 
degrees of freedom). Instead, some cycle parameters need to 
be set explicitly – not by chance with a random value but 
through optimisation with a value that maximises or 
minimises a chosen property of the cycle. 

Since most (if not all) optimisation problem in this study are 
ill-conditioned and also non-smooth due to the boundary 
conditions, after initial trial runs with different optimisation 
algorithms it was decided to implement brute force opti-
misation instead. In most cases the optimisation parameter 
was an angle that was to be varied in an interval of 180° or 
less. Sweeping this interval in steps of one degree was easy 
to do and improved performance noticeably. It was reasoned 
that this would be precise enough because a human operator 
is hardly able to perform a turn with even this precision. 

But which target function to use for optimisation, i.e. what 
distinguishes a better cycle in comparison to another 
variant? The properties listed below are good candidates: 
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1. driving distance 
2. driving time 
3. driving time including time for steering 
4. productivity 
5. energy efficiency 
6. operator workload 

We will discuss these proposals in the following sections. 

4.4 Optimisation for driving distance 

This is the most simple target function as it involves only 
the calculation of the length of each individual segment, 
which has to be done anyway. 

It can be argued that optimising for “driving distance” also 
covers the fuel consumption caused by energy requirements 
of the drive train – at least to a certain extent, though not in 
any greater detail. 

4.5 Optimisation for driving time 

The case can be made that not the driving distance matters, 
but the time it takes to travel that distance. Calculating with 
constant machine speed would just be the same as 
optimising for driving distance, but the picture changes 
when both the acceleration and the retardation of the 
machine, together with a pre-defined maximum travelling 
speed (Figure 12) are taken into account. 

 

Figure 12: Speed profile over a cycle segment on which the 
maximum travelling speed is reached. 

 

 

Figure 13: Speed profile over a cycle segment on which the 
maximum travelling speed is not reached. 

When choosing the driving time as the target function for 
optimisation, it might be an advantage to have one cycle 
segment longer than the other, on which the machine can be 
accelerated to maximum driving speed, giving a higher 
mean speed for the complete cycle, rather than dividing the 
cycle equally into two segments which are both too short to 
result in maximum travelling speed until it is time again for 
retardation (Figure 13).  

Measurements from previous machine testing have been 
used to determine typical acceleration and retardation rates; 
and the maximum travelling speed is set such that no shift 
into 3rd gear is performed. With a simplified modelling like 
this there is no need for detailed dynamic simulation, thus 
calculation time is low as only linear equations are involved. 

4.6 Optimisation for driving time including steering 

Taking the travelling time due to longitudinal motion into 
account is a first step but the influence of steering must also 
be considered. In Figure 14 both trajectories have segments 
of the same length, yet the turning radii of the curves in 
trajectory 2 are smaller, which requires larger articulation. 
In the point of reversing the operator needs to change 
articulation from right to left, which takes more time for 
tighter turns as in the second trajectory. 

  

Figure 14: Cycle segments of the same length but different 
turning radii, thus different steering angles. 

We assume that the machine is not moving when steering. In 
reality this would be the case, but then the curvature would 
resemble clothoids and the driving distance would increase, 
somewhat compensating for our simplified assumption. 
Also, see Figure 10 which shows that the impact of this 
simplification is minor for realistic machine acceleration and 
steering speed values, especially for target articulation 
angles of 20° and below. 

4.7 Optimisation for productivity 

Any meaningful optimisation for productivity must include 
the bucket filling phase, because of the trade-off an operator 
can make between the lifting height achieved when leaving 
the loading spot (e.g. a pile of gravel) and the driving 
distance required to achieve a lifting height sufficient for 
emptying the bucket onto the load receiver.  
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This means we need to model different bucket filling 
techniques, which requires a simulation with models of the 
drivetrain and hydraulics of the machine, as well as models 
of the operator and the material to be loaded. However, one 
of the prerequisites for this study was to avoid detailed 
simulations and employ analytical equations instead, as 
discussed previously.   

4.8 Optimisation for energy efficiency 

Basically the same arguments put forth in the previous 
section are also valid against choosing energy efficiency as 
optimisation target, however with an even higher emphasis 
on the model quality since power consumption is in the 
focus, rather than time required for certain motions. The 
most problematic requirement is the need for a high-quality 
(and in terms of computation expense tolerable) model of 
the material to be loaded. Today, great simplifications 
would be needed in order to perform these simulations in a 
reasonable time, which would be abused by the optimisation 
algorithm to find the most energy-efficient way to fill the 
bucket according to the (probably over-) simplified model – 
not according to reality. 

The option of only considering power consumption of the 
drivetrain is not a valid work-around for a complex machine 
such as a wheel loader [10]. Also, optimising for “driving 
distance” already covers the drivetrain aspect to a certain 
extent, though not in any greater detail. 

4.9 Optimisation for operator workload 

Apart from the difficulty to assess and quantify operator 
workload in a computer simulation there is the general 
problem of defining operator workload over a cycle.  

If we would reduce it to encompass only control effort, then 
the optimum would be a cycle variant with the least amount 
of control input from loading to unloading – which is 
implicitly already covered by the “driving time including 
steering” option (section 4.6).  

Any closer examination of operator workload would again 
require detailed simulation however with a greatly improved 
operator model.  

5 Results 
For any given workplace setup, consisting of orientation of 
the load receiver and its vertical and horizontal distance 
from the loading spot, each cycle variant can be calculated 
without any great computational effort. Implementation in 
autonomous machines and as assistance functions in wheel 
loaders controlled by a human operator is therefore feasible. 

However, the more degrees of freedom, the longer the 
calculation time will be. Optimisation of all identified cycle 
variants in “non-strict” mode requires significantly more 
time, which might necessitate the implementation of pre-
calculated lookup tables. Using the MathCad worksheets 
developed during this study a complete workplace area can 
be screened and the optimal load receiver orientation 
together with the parameters describing the optimal cycle 

trajectory for each element in a matrix of load receiver 
positions can be calculated.  

5.1 Complete workplace area 

Figure 15 shows the results of such a workplace parameter 
sweep for a L120G wheel loader, optimised for “driving 
time including steering”. In this calculation the load receiver 
orientation was not specified either and added therefore to 
the number of degrees of freedom – leading to quite a long 
calculation time (several days, as mentioned previously). 

 

Figure 15: Optimal cycle variant depending on workplace  

However, the colour plot of Figure 15 does not reveal the 
full picture, since the flexibility in several cycle variants 
enables them to closely resemble the shape of another cycle 
type – often of much simpler ones (see also Figure 16).  

It is therefore more meaningful to examine cycle shapes (i.e. 
the driving directions for the operator) rather than the cycle 
variants (which are defined by the sets of equations they are 
calculated from). Figure 16 shows the principle cycle shapes 
that emerge as “driving time including steering”-optimal 
within the calculated workplace parameter interval. 

 

Figure 16: Optimal cycle shapes and optimal load receiver 
orientations depending on workplace setup  

(optimised for “driving time including steering”) 
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Judging from Figure 16 it seems clear that in the lower right 
half of the workplace it is better to drive in reverse for most 
of the distance. This is confirmed by plotting the relative 
performance of single cycle types such as in Figure 17. It 
can be seen that cycle type “C” is optimal (or very close to) 
in the entire upper left area of the workplace, but not so in 
the lower right area where “E” is optimal (except on the 
very right edge where “E” is restricted by the safety radius 
around the load receiver, leaving the field open to “C”). 

 

Figure 17: Relative performance of cycle type “C” 
compared to optimum in each single location  

(optimised for “driving time including steering”) 

Figure 17 also reveals that even though cycles types “D” 
and “G” were presented as optimal in the upper left area of 
Figure 15, cycle type “C” is more or less equally good. This 
is again due to the actual shape of cycle types “G” and “C” 
being optimised to resemble “D” – a sign that the additional 
degrees of freedom in these cycles are not always needed. 
However, Figure 18 shows that the area where cycle type 
“D” is the optimum is not as large as for “C”. 

 

Figure 18: Relative performance of cycle type “D” 
compared to optimum in each single location 

(optimised for “driving time including steering”) 

Using such plots it can be shown that cycle type “E” is far 
from being optimal in the upper left area of the workplace, 
as well as that cycle types “A” and “B” are inferior in 

generally all situations, provided the orientation of the load 
receiver is not fixed.  

However, it is difficult to generalise, since the observations 
made above are valid for a specific wheel loader model and 
a specific situation (safety radius, variable load receiver 
orientation, etc.). In another setup with perhaps a more 
restrictive safety perimeter around the load receiver and a 
fixed orientation of the latter it might very well be the case 
that cycles type “A” is superior to all others.  

5.2 Specific load receiver locations, strict 

In order to not use overly academic examples we designed a 
test case that followed the recommendations given in the 
literature. Acting upon the advice in [2][3] and others that a 
tight “C”-type cycle shall be driven with no more than 1.5 
wheel revolutions per leg or better ¾ to 1¼ (as experienced 
professionals do), the load receiver, angled at 135° as 
recommended, was positioned 3m to the side at 2m distance 
from the loading spot.  

Due to the tight work place setup some cycle variants are 
prevented from reaching a valid solution. Figure 19 shows 
that no valid solutions could be found for cycle types “E” 
and “F” when optimising for driving distance. The optimal 
cycle in this setup is a “C”-type cycle optimised as variant 
“Cx” (trajectory and bar in red colour in Figure 19).  

 

Figure 19: Test case optimised for driving distance 

The blue trajectory and bar in Figure 19 belongs to “CcSR”, 
a special case of a “Cc” cycle with a boundary condition that 
both arcs shall have the same radius. This gives the same 
articulation angle right and left for the wheel loaders 
operator to steer to – probably a workload-minimising way 
an operator might want to choose. It is presumed that this 
(or the rather similar “CcSA”) is close to the classic V/Y-
cycle as depicted in Figure 1, where both legs are clearly 
noticeable arcs (whereas a common “Cc” variant has one 
degree of freedom left and can be optimised into having the 
radius of one leg as nearly infinite, thus approaching a 
straight line). 

Driving a cycle according to this classic case “CcSR” would 
have increased driving distance by 70% compared to the 
optimal solution (blue trajectory and blue bar in Figure 19). 

In comparison to the optimum “Cx”, an optimised “Dg” 
cycle would have increased driving distance by 20%. 

Optimising for driving time instead of driving distance does 
not result in a significantly different outcome. Those cycle 
variants with degrees of freedom get optimised into 
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basically the same shape. However, it is interesting to note 
that the advantage of the optimal variant of “Cx” decreases, 
so that classic case “CcSR” now only features a 30% higher 
value for the driving time as opposed to a 70% higher 
driving distance. The difference is due to the wheel loader 
using the longer legs to accelerate to higher machine speed, 
which greatly improves the average cycle speed. 

The picture changes more significantly when optimising for 
driving time including steering. Now there is also a penalty 
on turning radii which require a lot of steering. Figure 20 
shows that this favours a “D”-type cycle (but not “Dc” or 
“Dx”), presumably because this cycle only requires the 
wheel loader operator to use the steering function one time 
during reversing. However, the advantage over, for example 
the classic case “CcSR” is even smaller than previously: the 
latter only suffers from a 10% increase in driving time when 
the effects of steering are included.  

 

Figure 20: Test case optimised for driving time including 
steering 

It is interesting to examine how the result changes with 
different machine parameter values. For example, in the 
calculation to the results in Figure 21 the wheel loader’s 
steering speed has been reduced to half of its original value. 
This has a profound negative impact on the “x” variants in 
which all turns are executed with minimum radius, i.e. 
maximum machine articulation. Cycle “Cx” takes now twice 
the time to drive compared to the optimised “Dg”. The latter 
now requires 17.8s to drive, compared to only 11.6s with the 
original machine. 

 

Figure 21: Test case optimised for driving time including 
steering, machine with halved steering speed 

In Figure 22 the machine performance has been boosted by 
100% so that the values for typical acceleration, retardation 
and steering speed are doubled. This favours a “Cg”-variant 
that almost resembles the shape of a “D”-type cycle, but not 
quite (though the driving time including steering is stated as 
8.7s in both cases, so the difference is marginal). It is 

interesting to see that the relative performance of all cycles 
now varies less than when calculating with the original 
machine parameters (Figure 20).  

 

Figure 22: Test case optimised for driving time including 
steering, machine with doubled acceleration, retardation 

and steering speed 

5.3 Specific load receiver locations, non-strict 

In “non-strict” mode the wheel loader is permitted to arrive 
at the load receiver with an angular deviation from the exact 
90° that the “strict” scenario stipulates.  

In the calculations in this study the interval is set to ±15°. 
Figure 23 shows that this helps cycle type “F” to find a valid 
solution when optimising for driving distance. The angle 
deviation utilised by “Fx” is 11°, meaning that the best value 
of this cycle type is calculated for arrival at 101°. All other 
cycle types were able to find valid solutions already in 
“strict” mode and prefer therefore to arrive at 75° instead. 

 

Figure 23: Test case optimised for driving distance,  
non-strict 

In general, Figure 23 shows that “Cx” is still optimal when 
driving distance is considered – however the classic case 
“CcSR” now only shows a 50% higher value. It seems that 
“Cx” profits more from the “non-strict” mode than “Dg”, 
because the relative performance of the latter is 30% higher 
than “Cx”, while it was only 20% higher in “strict” mode 
(for comparison: in “strict” mode the “Cx” cycle resulted in 
10.9m driving distance, compared to 9.4m in “non-strict”). 

When optimising for driving time including steering, we see 
that “Dg” is marked as the optimum in Figure 24 (in red), 
however “Dc”, “Cc” and “Cg” do perform equally well. The 
conclusion is that in this setup the optimal cycle shape is 
that of “Dc” and the other cycles resemble that shape in their 
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respective optimised form. The angle deviation utilised 
is -15°, i.e. the approach angle to the load receiver was 75°.  

 

Figure 24: Test case optimised for driving time including 
steering, non-strict 

In general, “non-strict” calculations will result in less 
variation in the relative performance of the cycle variants, 
since each variant competes with many more individuals 
than in “strict” mode. In the case of “F”-type cycles for our 
chosen workplace setup we have seen that “non-strict” is 
required to find a valid solution at all.  

5.4 Specific load receiver locations, free orientation 

In another set of MathCad worksheets calculations can be 
performed where the load receiver location is still fixed, but 
its orientation is considered an additional degree of freedom, 
also to be optimised. This is in principle a serial execution 
of the previously described calculations, conducted for all 
possible load receiver angles in the interval [0°, 180°]. The 
previously discussed calculation of a complete workplace 
area is nothing more than a massive application of this, 
performed for a matrix of load receiver locations. 

Also these calculations too can be performed in “strict” or 
“non-strict” setting, but in order to save space this paper will 
not feature any example. 

6 Discussion 
The operator model published in [4] can adapt the cycle 
trajectory to the working place, but the simulated wheel 
loader will always be made to follow a resembling of the 
classic “CcSR” case. The example calculations presented in 
this paper show that this special case is not really optimal in 
any scenario. The operator model can thus benefit from at 
least implementing the full “C”-type.  

Another application could be optimisation of the layout of a 
construction site and even education of operators in how to 
cooperate. Since several cycle types of different shape can 
turn out to lead to approximately similar results, there might 
be an opportunity for a sort of traffic management by letting 
different wheel loaders take different trajectories in order to 
avoid congestions. 

However, it is easy to get carried away by mathematical 
models, forgetting the delimitations. In this case it is 
important to remember that in a real wheel loader the 

trajectories will be clothoids rather than circular arc, with a 
curvature that is dependent on the machine speed and the 
steering speed, which in turn are both dependent on the 
engine speed, controlled by the operator.  

Also the balance of speed of the hydraulic functions and 
machine speed is important to consider. As discussed 
earlier, the operator chooses the reversing point such that 
upon arrival at the load receiver the lifting height will be 
sufficient to do start emptying the bucket immediately. In 
case of a bad matching between the machine’s travelling 
speed and the lifting speed of the bucket, the operator needs 
to drive back the wheel loader even further than necessary 
for manoeuvring alone. It is thus not guaranteed that a 
theoretically optimal cycle variant is actually usable, 
because the calculations employ static values for important 
machine parameters such as steering speed and acceleration 
rate. 

It has been discussed in the beginning of this paper that one 
application could be to give the operator tips in case the 
machine detects a driving pattern that is perceived to be 
inefficient. By employing machine learning techniques the 
limitations of the use of static values may be overcome, at 
least for a specific machine in a specific application (and 
perhaps a specific operator, too).  

Some, in certain cases slightly better, cycle variants can be 
hard for a human operator to execute, for example the “E”-
type cycle in Figure 16 which involves backing the machine 
at full speed, passing the load receiver at minimum distance 
(as prescribed by the safety perimeter, in our examples set to 
3m radius). An autonomous machine, on the other hand 
would have no difficulties at performing this, thus being 
able to realise even the small improvement potentials that 
might lie in an optimised cycle pattern. 

The example calculations discussed in this report were made 
for a conventional wheel loader, but there might be a 
difference for unconventional machines like hydraulic or 
electric hybrids or a wheel loader equipped with a CVT 
transmission. In any case energy management in these 
advanced systems can profit from a higher degree of 
situation awareness: knowledge about the current working 
cycle and optimisation possibilities. 

7 Conclusions 
A study into alternative trajectories for short loading cycles 
of wheel loaders has been conducted, examining other 
patterns than the traditional V- or Y-cycle. Depending on 
workplace setup and target function of the optimisation 
other trajectories can indeed prove beneficial.  

The results of this study can be used in operator models for 
offline simulations as well as for operator assistance or even 
in controllers for autonomous machines or energy 
management systems for non-conventional machines like 
hybrids.  

However, the limitations of the approach utilised should be 
taken into consideration.  
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Abstract

As the boom on for example a conventional reach stacker, a forwarder or a wheel loader is
retracted and lowered, the entire potential energy of the boom and the load is wasted and
converted into fluid heat in the control valves. To reduce the energy consumption and power
installation requirements, one possible solution is to compensate for the empty weight, for
example by utilising a spring or gas accumulator. By integrating a gas accumulator into the
piston rod of the boom cylinder, it is possible to improve the energy efficiency on existing
equipment just by changing the boom cylinder. This solution can be used in conventional
hydraulic systems but it also has potential to reduce power consumption in more complex
electric or hydraulic potential energy recuperation solutions.
A number of load handling sequences have been simulated in SimulationX software using a
conventional hydraulic reach stacker load handling simulation model and simulation results
have been compared to measurements. The simulation results show a good overall compli-
ance with reality. The simulation model can provide detailed information about how large
the losses are in different components of the system. By modifying the model and utilise
the measured data to get a relevant loading cycle, it is possible to evaluate strategies for im-
proved energy efficiency. Performed simulations indicate that it is possible to further improve
the energy efficiency of the system by adding a cylinder and accumulator to recuperate en-
ergy when lowering the boom. That also enables the possibility to downsize and reduce the
cost for hybrid solutions.

Keywords: Energy Efficient Hydraulics, Mobile Load Handling, Crane, Reach Stacker

1 Introduction

Hydraulic actuators are commonly used in mobile load han-
dling systems due to large benefits such as high power den-
sity, large force and torque capability and robustness regard-
ing chock loads. In mobile systems it is important to keep
the weight down and the hydraulic system is often kept rather
simple both to reduce weight and cost.

Although such hydraulic systems are efficient regarding
weight and force or torque performance, they tend to be less
impressive when it comes to energy efficiency. For systems
where the hydraulic actuators only are used a small part of the
time, that might not be an issue, since keeping the weight and
cost down keeps the complete system efficient.

However, with increased energy costs the motivation to im-
prove the energy efficiency also increases. In particular in
applications where the hydraulic actuators are heavily used, it
is beneficial to make the hydraulic system more energy effi-
cient.

Methods to improve the energy efficiency are discussed in
Section 2. A common energy loss in load handling systems

is that energy is consumed to lift the empty weight, and that
energy is then dissipated as the boom is lowered.

1.1 Evaluated applications for energy saving

Measurements have been performed on a wheel loader, a
reach stacker and a forwarder. Each vehicle is equipped with
a hydraulically manoeuvred boom.

The focus in this study is to include a support cylinder that re-
cuperates potential energy from the empty weight when low-
ering the boom, and then contributes to the energy needed
to lifting the empty weight when raising the boom. Such a
cylinder is described in Section 2.1 and the application to a
wheel loader is discussed as an example. The boom lift cylin-
der pressure for a conventional cylinder has been measured
during full stroke loading cycles. The energy saving poten-
tial, when compensating for the empty weight, is estimated
by calculations.

Measurements and modelling of a reach stacker to make it
possible to analyse the energy saving potential in a simulated
environment are described in Section 3 and 4. Pressure and
flow have been measured at several positions in the system
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Figure 1: Addition of support cylinder compensating the

empty weight for improved energy efficiency.

while using conventional lift cylinders and a dynamic model
is validated by comparing simulation results to the measure-
ments. The energy saving potential is estimated by including
energy saving cylinders in the model and performing dynamic
simulations. Using a dynamic model of the complete system
also makes it possible to analyse effects on other parts of the
system and potential problems such as oscillations.

Finally, the energy saving potential by applying energy effi-
cient cylinders on the reach stacker and a forwarder, estimated
by dynamic simulations, are presented in Section 5. For the
forwarder, measurements of lift cylinder pressures and posi-
tion have been made and a simplified dynamic model, includ-
ing the lift cylinder and the load, is utilised to estimate the
energy saving potential.

2 Strategies for improving energy efficiency

The hydraulic system in, for example, the Kalmar DRF450
reach stacker contains energy saving control strategies. The
variable pump is controlled using a load sensing signal from
the directional control valve in order not to provide more pres-
sure than necessary from the pump. In addition, the regener-
ative valves enable faster lifting and reduced pump flow de-
mand at moderate loads by leading the oil from the cylinder
minus side through a spring biased check valve to the cylinder
plus side.

There are several possible strategies to further improve the en-
ergy efficiency, e.g. described in [1, 2]. One evaluated exam-
ple is to add a cylinder and accumulator, according to fig. 1,
that acts like a spring and recuperates energy when lowering
load and contributes to the force when lifting.

2.1 Energy efficient cylinder with gas accumulator

Instead of adding another cylinder with accumulator to com-
pensate for the empty weight as in fig. 1, a solution devel-
oped by THORDAB AB is to integrate the accumulator into
a cylinder by using a hollow piston rod, as shown in fig. 2.
The piston rod is filled with gas and an accumulator piston
rod is added inside it. Thus, the piston rod is also acting as a
cylinder filled with gas.

Depending on the piston rod length, it may be possible to have

Figure 2: Energy efficient cylinder with integrated gas accu-

mulator developed by THORDAB AB.

a gas volume in the top of the piston rod, above the accu-
mulator piston rod stroke, to ensure that the compressed gas
volume is large enough when the accumulator piston rod is
pushed fully into the piston rod. Additionally, by letting the
seals be mounted inside the piston on the piston rod and us-
ing a hollow accumulator piston rod, an additional gas vol-
ume is created. Thereby, compressing the gas too much can
be avoided.

Both single acting and double acting cylinders are utilised
in load handling systems. For equipment with single acting
cylinders, it is necessary to not let the accumulator piston rod
force exceed the empty weight in order to be able to lower the
boom.

When double acting cylinders are used, it may be possible to
even out the power demand during the loading cycle by letting
the accumulator piston rod provide a force that is higher than
the empty weight. It will then be necessary to actively push
the boom down, i.e. it is necessary to provide hydraulic power
also when lowering the boom without load, but the power de-
mand during the lifting sequence is further reduced.

Depending on the maximum allowable gas pressure and the
desired force from the accumulator piston rod, it is possible to
determine an appropriate accumulator piston rod outer diam-
eter. In order to eliminate the need to fasten the accumulator
piston rod in the cylinder bottom, it is beneficial to never let
the gas pressure drop below the hydraulic pressure. To main-
tain enough gas pressure during the cylinder stroke, a large
enough gas volume is needed in the accumulator.

If the accumulator should be fully integrated within the cylin-
der, that implies that a minimum inner diameter of the piston
rod can be determined. In fig. 3, the accumulator piston rod
diameter and piston rod inner diameter are shown for varying
maximum gas pressures.
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Figure 3: Dimensioning of integrated accumulator in cylin-

der. The accumulator piston rod outer diameter and the pis-

ton rod inner diameter are depending on the maximum de-

sired gas pressure.

The cylinder in this example is appropriate for the Atlas
Copco ST14 mining wheel loader. The cylinder is double
acting and the accumulator piston rod is chosen such that it
compensates for the empty weight, while the piston rod in-
ner diameter is chosen such that the gas pressure never drops
below the hydraulic pressure.

Assuming that the normal compressed gas pressure should be
350 bar, fig. 3 indicates that the appropriate outer diameter
of the accumulator piston rod is about 85 mm and the corre-
sponding piston rod inner diameter is about 155 mm.

With the chosen accumulator design, the gas pressure is
shown in fig. 4. In fig. 5 the measured hydraulic pressure in
a standard cylinder when lifting and the corresponding esti-
mated pressure in the accumulator cylinder are shown. Com-
paring to fig. 4, it can be seen that the hydraulic pressure never
exceeds the gas pressure.

In this application the hydraulic pressure increases with the
cylinder stroke. Since the gas pressure drops as the gas is ex-
panding, the accumulator will support a larger amount of the
load at lower positions. Therefore, the hydraulic pressure for
the accumulator cylinder approaches the pressure of the stan-
dard cylinder as the stroke position increases. Ideally, the hy-
draulic pressure demand would be decreasing with the stroke
position, allowing the gas pressure to support about the same
amount of the load at all stroke positions.

However, although the pressure demand approaches the de-
mand for the standard cylinder at full stroke, the accumulator
piston rod reduces the volume in the cylinder. Therefore, the
flow to the cylinder is reduced at all positions and thereby also
the power demand, which is shown in fig. 6.

The reduced pressure demand for the accumulator cylinder
shown in fig. 5 contributes to the reduced hydraulic power
consumption for the cylinder, but the global effect on the com-
plete system varies with the configuration.

If the pump pressure cannot be reduced, for example due to
other consumers demanding a high pressure in an LS sys-
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tem (described in Section 4.1), the control valve losses are
increased instead. Therefore, the reduced pressure demand
does not necessarily contribute to a reduced power consump-
tion for the complete system.

On the other hand, if the standard cylinder was the consumer
demanding the highest pressure, changing it to an energy ef-
ficient cylinder demanding a lower pressure would reduce
valve pressure losses also for other consumers. Moreover, the
decreased flow demand not only reduces the cylinder power,
but also reduces pressure drop losses in the system, regardless
of other consumer’s demands.

From an energy point of view it is beneficial to increase the
gas volume in this case, since the gas pressure is better main-
tained during the stroke. If it is not possible to increase the
piston rod inner diameter, it may be possible to add an exter-
nal gas bottle.

The maximum possible energy saving would in this case be
if the gas pressure could be kept constant during the stroke.
In that case 110 kJ per cylinder and stroke would be saved of
the total 320 kJ needed from each cylinder to lift the boom.
That is, it is not possible to save more than 34 % of the energy
when lifting with an accumulator cylinder in this application.

For the accumulator integrated within the cylinder, the re-
duced power demand shown in fig. 6 corresponds to an en-
ergy saving of 88 kJ, corresponding to 27 % for the cylinder,
not including losses and effects on the rest of the system.

3 Measurements on a reach stacker

A reach stacker is a vehicle used for handling cargo contain-
ers and are able to quickly transport containers short distances
and pile them. When lowering heavy containers, there is a
great energy saving possibility, since the potential energy usu-
ally is dissipated as heat.

The reach stacker considered in this study is a Kalmar
DRF450 reach stacker manufactured by Cargotec and shown
in fig. 7. It handles 20 and 40 feet containers with a maximum
lift capacity of approximately 45 t.

Measurements have been carried out when lifting the con-
tainer to full height. All sequences have been made with
0 t, 27 t and 45 t containers resulting in a range of different
load handling sequences. In addition, these sequences have
all been carried out both for fully and slowly increasing joy-
stick actuation at full engine speed. Also, all measurements
were repeated with two flow turbines measuring both pump
flows.

Measuring pump speed, flow, pressures in the system and
boom angle and extension enables verification of the simula-
tion model for the unmodified system and also gives a relevant
driving cycle to use in the simulations.

4 Modelling of a reach stacker

A 3D multibody system (MBS) model as well as a load han-
dling hydraulic model of a conventional reach stacker con-
tainer truck has been built using the SimulationX software,
described for example in [3–5].

 

Figure 7: Kalmar reach stacker.

4.1 Hydraulic model

The hydraulic system, shown in fig. 8, managing the boom
lift and boom extension functions of the reach stacker is a
so called load sensing (LS) system. This means that the dis-
placements of the variable pumps are controlled in order to
match the highest pressure demand. The simulation model
consists of standard SimulationX element types such as vari-
able pumps, differential cylinders and valves, as well as a
number of element types specially assembled for this system:
the M402 directional control valve, the variable pump control
block and the regenerative valve block.

For the hydraulic cylinders, a mechanical efficiency of 97 %
is assumed. Moreover, they are simulated with a rigid end
stop and no internal or external leakages are considered.

In addition to the hydraulic components, there is also a boom
assembly multibody system (MBS) connected to lift and ex-
tension cylinders.

4.2 Mechanical model

The mechanical model is divided into two submodels; one
load handling submodel and one running gear submodel. This
way load handling can be simulated separately by the load
handling submodel or both load handling and driving can be
simulated by connecting the two submodels to each other. It
is important that the submodels can be connected when eval-
uating system solutions where energy is transferred from one
subsystem to another. The simulation tool is considered to
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Figure 8: Simplified hydraulic model in SimulationX.

 

Figure 9: Load handling visualisation of simulation model.

be efficient if the whole system as well as subsystems can be
effectively studied. The two submodels are built by rigid bod-
ies, joints and forces from the SimulationX ‘MBS Mechanics’
library and tire elements from the ‘Power Transmission MBS’
library.

4.2.1 Load handling model

The load handling model, shown in fig. 9, consists of a num-
ber of rigid bodies representing chassis, outer boom, inner
boom, spreader, container etc.; each of them with a defined
geometry and mass. In addition it has a lift cylinder force, a
boom rotational joint, a boom extension joint and a spreader
rotational joint.

The boom can be set into lift and extension motion by af-
fecting the lift cylinder force and the boom extension joint
by mechanical forces. During simulation, these forces can be
determined for example by simply defining a velocity or by
connecting a hydraulic cylinder from a hydraulic simulation
model.

The rotational and prismatic joints of the lift cylinders are
assumed to be frictionless. Rigid friction with continuous
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transition is considered for the boom rotational and extension
joints as well as for the spreader joint, with the coefficient of
slipping friction set to 0.1, the limit angular and linear veloc-
ity difference set to 5×10−5 rad/s and 5×10−5 m/s, respec-
tively, and the friction radius set to 100 mm.

4.2.2 Vehicle running gear model

The driving model consists of rigid bodies with geometries
and mass representing rims and tires. It also includes ‘Tire
Plane Contact’ elements simulating the tire motions, a force
element representing the drag force and rotational as well as
translational joints in order to enable the driving motions of
the vehicle. The vehicle is set into motion by affecting the
left and right front tires by mechanical torques. During sim-
ulation, the torques can be determined for example by simply
defining an angular velocity or by connecting a differential
gearbox from a drive system simulation model.

5 Results

The measurements provide both relevant load cycles and data
for verification of models. By using the simulation model,
it is possible to identify where in the system most energy is
dissipated and evaluate possible energy savings by modifying
the system.

5.1 Verification of models

The reach stacker load handling system simulation model’s
compliance with reality has been evaluated by comparing
simulation results with measurement data for different load
handling sequences. The evaluation shows a good overall
compliance.

5.2 Evaluation of energy losses

Simulating the system according to the driving cycle makes
it possible to identify the components that contribute most to
the energy losses. Thereby it is clarified what parts in the
system it would be most beneficial to further develop in order
to achieve an improved energy efficiency.

5.3 Improved energy efficiency

When using an accumulator to recuperate energy, the amount
of saved energy is depending on both the gas prefill pressure
and the initial oil pressure in the accumulator. When lifting
a 27 t container, it is reasonable to save about 10 % to 30 %,
which is shown in fig. 10 and fig. 11. This is based on simu-
lations of the lifting phase, i.e. the energy saving is not repre-
sentative for a complete loading cycle.

5.4 Energy efficient cylinder applied to a forwarder

A forwarder is a forest machine equipped with a crane and
grasper used for loading and transporting logs.

A similar energy efficiency simulation, studying the effects of
adding an extra cylinder, as described in the reach stacker case
was also performed on a forwarder. In this case an El-Forest
forwarder with a Cranab FC crane was continuously lifting
and lowering the boom without load in the grasper, as shown

 

Figure 10: Energy saving vs. initial oil pressure when lifting

a 27 t container. The prefill pressure in the accumulator is

50 bar.

 

Figure 11: Energy saving vs. initial oil pressure when lifting

a 27 t container. The prefill pressure in the accumulator is

100 bar.

in fig. 12 and 13. During this time the lift cylinder pressure
and position were measured. These measurements were used
as input in the simulation.

The model is simpler than in the reach stacker case only fo-
cusing on the lift hydraulics. The simulation is supposed to
follow the measured lift cylinder motion. Therefore a con-
stant pressure pump is used with a PID controlled propor-
tional direction valve to the lift cylinder. The controller set-
points are the measured positions of the cylinder.

The force acting on the cylinder was calculated from the mea-
sured pressure. The lift cylinder pressure and motion in the
simulation correspond to the measured values, which vali-
dates the model. The hydraulic power in the lift cylinder from
simulations with and without an additional cylinder and gas
accumulator was compared.

The results indicate an improved energy efficiency of about
20 % during lifting, using the additional cylinder. The pres-
sure could be lowered compared to a conventional cylinder.
As the pump pressure in an LS system adjusts to the highest
pressure demand this could mean less energy loss in pressure
drop to other functions during normal driving cycles. Prob-
lems during simulation were oscillations, which may or may
not occur in reality.
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Figure 12: Forwarder with boom in high position without

load.

Figure 13: Forwarder with boom in low position without load.

6 Conclusions

A validated MBS heavy equipment model can be a very use-
ful tool not only for evaluating energy efficiency but also for
a number of additional design work question formulations,
in both new design and design modifications. Axle pressure
figures could be used for determining the vehicle stability in
extreme load positions and/or motions. Power figures could
be used for dimensioning hydraulic and propulsion systems
out of a vehicle performance specification. MBS simulations
are of great value in early design phase as well as a tool for
simulation driven design.

The performed simulations and calculations applied to a reach
stacker, forwarder and wheel loader indicate that it is possi-
ble to further improve the energy efficiency of mobile load
handling systems by adding a cylinder and accumulator to re-
cuperate energy when lowering the boom. Since the cylinder
reduces the power and energy demand, it also has the potential
to reduce the cost and improve the efficiency of more com-
plex electric or hybrid energy recuperating systems. Losses
will decrease as less power has to be handled by for example
a battery. Moreover, smaller components can be used.

One obstacle when developing electric or hybrid energy re-
cuperating systems might be the increased initial cost for the
system. Therefore, the energy efficient cylinder can not only
replace a conventional cylinder to improve the efficiency of
existing equipment, but it can also enable the development
of electric or hybrid energy recuperating systems by reducing
the power demand and thereby also the initial cost.

.
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Abstract

One of the major challenges in numerical simulation of hydraulic systems, is the long com-
putation times of accumulators. In wind power applications, the accumulators must provide
necessary hydraulic energy during emergency stops, while the weight of hydraulic equipment
must be minimized. Therefore, precise and efficient design tools for accumulators are essen-
tial.
This paper addresses the issue of understanding the dynamic phenomena in piston type ac-
cumulators, and how this leads to improved numerical accumulator models. Developing a
numerical model has two challenges. First, the unsteady heat transfer between the accumu-
lator gas and the wall has to be described. Secondly, a suitable real gas model has to be
identified and employed. To verify the model, a series of experiments were conducted at
Fritz Schur Energy in Glostrup, Denmark. The experiments were designed to investigate
gas dynamical properties at various precharge pressures, maximum pressures, and ambient
temperatures. These parameters were varied to obtain parameter independent conclusions.
During controlled piston movements, hydraulic and gas pressures were measured together
with the piston position and the gas temperature.
It was found that the simple thermal time constant approximation by Rotthäuser was suitable
and stable for the application. It was also found that the Soave-Redlich-Kwong equation was
overall best suited with experimental data. The Soave-Redlich-Kwong equation is as much
as six times faster than the widely used Benedict-Webb-Rubin equation, independent of the
ambient temperature, maximum pressure and precharge pressure.
This project concludes that the Soave-Redlich-Kwong equation should be used in simulation
of piston type accumulators. It is noted that the pressure available after expansion is some
5-10 bar lower than predicted by any model. Therefore, it is suggested that more research
is conducted to obtain an improved model for the heat transfer. Finally, measurement qual-
ity was confirmed by comparing measured pressure data by pressure calculations based on
measured temperature.

Keywords: Hydraulics, Accumulator, Thermodynamics, Modelling, SIMULINK, Matlab,
Verification, Thermal time constant

1 Problem Introduction
Hydraulic pitch systems in wind turbines require a reliable
safety system to enable emergency stop without the presence
of electrical power. Figure 1 shows the general system layout
for each blade.

The system must supply volumes in the range 10 to 25 liters
of oil in less than 10 seconds for each blade. Hence accur-
ate calculation of the accumulator size in a temperature range
from −30◦C to +50◦C is essential.

1.1 Motivation

Over the years a number of models have been presented and
tested. Otis et al presented the Benedict-Webb-Rubin (BWR)
model in 1985 [1], as an expansion of the Beatie-Bridgeman

(BB) model from 1974 [4]. However practical experience has
shown that these models have limited accuracy at low temper-
atures. Another aspect in modern computational analysis is
the time required to run the simulation. Debugging the system
model shows that the accumulator model is the part requiring
the smallest time steps. Hence reducing the simulation time
will require a faster numerical model of the accumulator.

2 Theory

In order to model the phenomena in the accumulator gas, a
thermodynamical model is set up using the first law of ther-
modynamics:

U̇ = Q̇con −Ẇ (1)
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Figure 1: The system layout for each wind turbine blade

All symbols are explained in the nonmenclature (table 1 page
3). This is a simple energy balance on the gas. Consider the
differential equation by Otis [2]:

U̇ = mcv
dT
dt

+m
(

T
(

∂ p
∂T

)
v
− p
)

dV
dt

(2)

Since:

Ẇ ≡ p
dV
dt

(3)

and the heat transfer from a system can be written

Q̇con = hA(Ta −T ) (4)

Combining equation 1, 2, 3 and 4 yields:

hA(Ta −T )− p
dV
dt

= mcv
dT
dt

+

mgas

(
T
(

∂ pgas

∂T

)
v
− pgas

)
dV
dt

(5)

Which is a first order, heterogeneous partial differential equa-
tion. It can be simplified to:

dT
dt

=
hA
cvm

(Ta −T )− mT
mcv

(
∂ pgas

∂T

)
v

dv
dt

(6)

This equation can further be simplified by introducing the
thermal time constant, τ , which can be written in the form:

τ =
mgascv

hA
(7)

Then equation 6 becomes:

T =
(Ta −T )

τ
− T

cv

(
∂ pgas

∂T

)
v
dv (8)

This differential equation can be solved when combined with
some equation of state for the accumulator gas. The equa-
tion should express gas pressure as a function of temperature,
volume and gas specific constants, as:

p = F (T,V,C1,C2, . . . ,Cn) (9)

By taking the partial derivative of the equation of state, it can
be inserted into equation 8:

T =
(Ta −T )

τ
− T

cv

(
∂

∂T
F (T,V,C1,C2, . . . ,Cn)

)
v
dv (10)

The problem of determining the gas temperature has now re-
duced significantly. When the change of gas temperature from
a small volume change, dv, is known, it can be substituted
back into the chosen equation of state to determine the pres-
sure change. By doing this, the pressure and temperature de-
velopment in the accumulator gas can be determined accur-
ately. However, two questions still remain:

1. How to determine the thermal time constant, τ?

2. Which equation of state should be chosen?

These questions frame the main challenge of this article.

2.1 The Thermal Time Constant

To answer the question regarding the thermal time constant, it
is necessary to physically understand it. As seen in equation
7, it depends on the heat transfer coefficient, h, gas properties
and the exposed wall area, A. It therefore expresses some-
thing about the time it takes for the gas to transfer heat to the
accumulator wall. It can be expanded by writing out the heat
transfer coefficient:

h ≡ Q
A∆T

(11)
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Symbol Explanation Unit

U̇ Rate of internal energy change J
s

Q̇Con Rate of convective heat transfer J
s

Q Heat flow J
s

Ẇ Rate of work done J
s

m Gas mass kg

T Gas temperature K

t Time s
p Gas pressure Pa (bar when noted)

V Gas volume m3

h Heat transfer coefficient W
m2K

A Exposed wall area m2

Ta Ambient temperature K

cv Specific heat capacity at constant volume J
kgK

τ Thermal time constant s
C Some constant Some unit

v Specific volume m3

kg

R The gas constant J
molK

Tc Critical temperature K

pc Critical pressure Pa

ω Acentric factor -
P0 Preload pressure Bar

T0 Preload (initial) temperature ◦C

A0, a, B0, b, C0, c Benedict-Webb-Rubin equation constants -

Table 1: Nonmenclature

By inserting into equation 7, τ becomes:

τ =
mgascv

Q
A∆T A

=
mgascv∆T

Q
(12)

In many applications, τ is constant since the heat flux can be
assumed constant. Therefore τ is called a thermal time con-
stant. However, as indicated by [2], it is not constant when
examining accumulator dynamics. It must therefore be eval-
uated as gas temperature and heat flow changes. Equation 12
does not offer easier computations than equation 4. It merely
shows that τ is independent of exposed wall area. It solves
the problem of finding the heat transfer coefficient between
the accumulator gas and the accumulator wall, but instead it
introduces the heat flow. In hydraulics, this property is often
unknown. However, much effort has been put into approxim-
ating τ , for example [2] and [3]. More and less complicated
approximations have been presented. For the scope of this
research, the simple approximation by [3] proved sufficient:

τ ≈ 0.3pV 0.33 +86.2V 0.49 (13)

Note: Only for piston type accumulators.

Even though τ physically varies through compression or ex-
pansion, the results obtained when applying the presented
thermodynamical model, equation 8, are not compromised
much by assuming a constant τ . This is also noted by [4].

2.2 Equation of State

The subject of choosing the equation of state is the main con-
tribution of this article. Parallel models employing equation 8
with different equations of state were made and compared to
experimental data.

• The Van Der Waals equation

• The Beatie-Bridgeman equation

• The Benedict-Webb-Rubin equation

• The Redlich Kwong extension to the Van Der Waals
equation

• The Soave extension to the Redlich Kwong extension to
the Van Der Waals equation (The Soave-Redlich-Kwong
equation)
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However, since the Benedict-Webb-Rubin equation is an im-
provement of the Beatie-Bridgeman equation, and since the
Soave-Redlich-Kwong equation is an improvement of the
other Van Der Waals based equations, the analysis can be re-
duced to the comparison between the two. They are explained
in the following.

2.2.1 The Benedict-Webb-Rubin Equation

This model offers greater complexity than the others. It is
like the Beatie-Bridgeman equation based on empirical data
and it is widely recognized for being very accurate. It can be
written:

p =
RT
V

+
B0RT −A0 − C0

T 2

V 2 +
bRT −a

V 3 +
aα

V 6 +

c(1+ γ

V 2 )e
− γ

V 2

V 3T 2

(14)

2.2.2 The Soave-Redlich-Kwong equation

Soave [5] improved the Redlich-Kwong equation by intro-
ducing the acentric factor, ω . In short, the acentric factor
is a measure of how non-spherical a molecule is. It thereby
takes the shape of the molecules of interest into account. The
equation is especially useful in chemical engineering where
phase transitions are of great importance. Since nitrogen is
efficiently described by a cubic equation of state, it is expec-
ted to model accumulator gas dynamics accurately. It can be
written:

p =
RT

V −b
− a(T )

V (V +b)
(15)

Where:

a(T ) = 0.4274
R2T 2

c

pc

[
1+κ

(
1−
(

T
Tc

) 1
2
)]2

(16)

With:
κ = 0.480+1.57ω −0.176ω

2 (17)

and:
b = 0.08664

RTc

pc
(18)

Because the Soave-Redlich-Kwong equation is much simpler
than the Benedict-Webb-Rubin equation, it is as much as six
times faster to evaluate numerically.

3 Experimental Approach
The hydraulic set-up for the experiment is simple. A six liter
piston type accumulator is connected to a proportional valve
which in turn is connected to a pressure source. Pressure and
temperature is measured on both sides of the accumulator. A
sketch of the set-up is shown in figure 2.

As the purpose of the research is to compare simulated data,
using the thermodynamical model from section 2, to experi-
mental data. The data has to span different temperatures and
pressures. Furthermore, as the model must predict the dy-
namics of accumulators fitted in wind turbines, conclusions
regarding validity of the model must also hold for a wide span

Figure 2: Overview of the experimental set-up

of ambient temperatures. The experiments conducted fall in
the parameter-window illustrated in table 2 .

Maximum pressure
Preload Pressure

Ambient Temperature Low Medium High
Low H, M, L H, M, L H, M, L
Medium H, M, L H, M, L H, M, L
High H, M, L H, M, L H, M, L

Table 2: Parameter window. H=High, M=Medium, L=Low.

The table illustrates that all combinations of low, medium and
high ambient temperatures, preload pressures and maximum
pressures. This is a total of 3 · 3 · 3 = 27 combinations. The
limits of the parameters tested are listed in table 3.

Ambient Temperature
Low -20 C◦

Medium 20 C◦

High 60 C◦

Preload Pressure
Low 50 bar
Medium 100 bar
High 150 bar
Maximum Pressure
Low 180 bar
Medium 220 bar
High 250 bar

Table 3: Limits of parameters tested

To obtain this parameter window, the piston was, for each
of the preload pressures and ambient temperatures, moved
to different minimum gas volumes. The minimum volumes
were estimated using a steady state model and the ideal gas
equation. Relatively small deviation on the maximum pres-
sure from the estimated is expected. It is assumed that these
small deviations does not influence the validity of the overall
conclusions.
The desired ambient temperatures were reached by construct-
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ing an insulated chamber. Using solid carbon dioxide, cold
ambient temperatures was obtained (table 3 gives an estimate
of about −20 C◦). A heat source was used for creating the
high ambient temperature environment. Figure 3 shows how
a well insulated heat chamber can be constructed. Pictures of
the set-up are shown in figure 4.

Figure 3: Sketch of how to insulate an accumulator from the
environment

In order to stress the numerical models, steep pressure gradi-
ents are experimentally obtained. Practical experience has
shown that it is easier to predict the behaviour at small pres-
sure and temperature gradients than the opposite. To obtain
high gradients, the gas was compressed and expanded by a
realistic in application rate. An example of the expansion and
compression time series is given by figure 5.

In the following, the measured temperatures and pressures
are plotted versus simulation results with the experimentally
obtained volumes as input. In this way, it is easy to see which
real gas model best fits experimental results.

4 Results
A limited portion of the generated results are presented. How-
ever, results from both low, medium and high ambient temper-
atures are shown. Also, both temperature and pressure meas-
urements are compared to calculated results. Please note that
a first order filter was used on the temperature data to limit
noise. Of course this results in phase transition which should
be ignored.

Figure 4: The setup from two angles.
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Figure 5: An overview of the experimental compression and
expansion of the accumulator gas.

By driving the real gas model with the measured temperature,
that is, using the data from the right hand side plots to drive
the calculations in the left hand side plots, plots like figure 12
can be created.
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Figure 6: p0 = 48 bar, T0 = 30◦C
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Figure 7: p0 = 48 bar, T0 =−5◦C
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Figure 8: p0 = 140 bar, T0 = 80◦C
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Figure 9: p0 = 48 bar, T0 = 30◦C
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Figure 10: p0 = 48 bar, T0 =−5◦C
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Figure 11: p0 = 140 bar, T0 = 80◦C

5 Discussion
There are two clear observations from the presented results:
Firstly, the two real gas models resemble in comparison to
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Figure 12: p0 = 48 bar, T0 = −5◦C, pressure calculations
with calculated versus measured temperature input.

the experimental results. They both predict pressures that are
some 5-10 bar lower than measured. At higher compression
and expansion ratios, the calculation error is higher. Secondly,
there are some clear deviations between the simulated data
and the measured data. The first observation enlightens the
benefits of the Soave-Redlich-Kwong equation. While main-
taining the overall accuracy, it greatly reduces computation
times.
The second observation requires some examination. Clearly,
some error sources have to identified. Several such error
sources could be suggested:

• Bad measurements

• Inaccurate real gas model

• Incorrect or inaccurate unsteady model

In the following, each of these suggestions are examined.
Great effort has been put into validating and calibrating the
temperature measurement devices in controlled environments
prior to the research investigations. If the temperature meas-
urements were bad despite the validation attempts, bad pres-
sure calculations would be a result. However, as seen in figure
12, the pressure calculations are much more accurate if the
real gas model is evaluated using the measured temperature.

Figure 12 is data from the same experimental run as figure 7.
It can be seen that much more accurate pressure calculations
can be performed if the measured temperature is used as in-
put to the real gas model. Similar results are obtained for all
other parameters, though not presented here. This serves to
validate:

• The real gas model

• The pressure measurements

• The temperature measurements

It can therefore be concluded that the primary source of
error is the limited accuracy in the thermodynamical model,
equation 8. By analysing the presented data, this work serves
to suggest the need for a better thermodynamical model,
in order to precisely determine the dynamical behaviour of
accumulators. The presented thermodynamical model has
limited accuracy, because it does not model the accumulator
wall. It merely suggests that the heat is transferred from
the accumulator gas to the surroundings. Instead, a more
precise model would employ a thick wall solution for the
accumulator wall. Also, the heat conduction from the
hydraulic oil to the accumulator gas (and vice versa) is not
modelled. Especially when the ambient temperature are very
different from the oil temperature, this will have a significant
contribution.
Aside from these major issues, minor error sources in the
thermodynamical model can be identified. One minor error
source is the absence of the heat generated by the viscous
oil in the model and also of gas flow at the accumulator
wall. Especially the viscous gas flow heat contribution is
a challenge to model as a function of volume change. It is
likely to have negligible effect at low rate of volume change,
since flow phenomena are unimportant to the problem
compared to compressibility effects.
The model may be constructed by employing a heat transfer
model for the accumulator wall. The model should include
heat convection from the gas to the wall, heat conduction
through the wall (such that temperature in the wall changes
with the wall depth), heat conduction from the wall to the
surroundings and also radiation from the accumulator to
adjacent surfaces. Also, the model should include heat
contribution from the accumulator oil by conduction though
the piston to the gas. This should all serve to enlarge the
insulation properties of the accumulator with respect to the
gas, thus increase the peak temperature after compression.
As can be seen in the results, the presented model predicts
temperature- and pressure changes better after the expansion
than after the compression. As accumulators are loaded
during wind turbine operation at much slower rates than
conducted in this experiment, the need for performance
predictions here vanishes. As the accumulators empty
very rapidly during emergency stops of the turbines, the
crucial performance phase of the accumulator is during gas
expansion. The need for a better thermodynamical model, as
discussed above, may therefore have greater importance for
areas in hydraulics where accumulators are loaded at high
rates of volume change.

6 Conclusion
The presented thermodynamical model has limitations at
high rates of volume changes. This is most likely due
to the inaccurate modelling of the insulation properties
of the accumulator. The inaccuracies are some 5-10 bar
difference between measured and calculated data just after
compression and expansion. The difference is higher for
higher compression/expansion ratios and the difference
approaches zero for infinitely slow rates of volume changes.
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A better thermodynamical model can maybe be established
by implementing a heat balance on the accumulator wall in
the model.
The two presented real gas models; The Benedict-Webb-
Rubin equation and the Soave-Redlich-Kwong equation
are almost similarly accurate. The Soave-Redlich-Kwong
model suggests a slightly higher pressure after compression
compared to the Benedict-Webb-Rubin equation. Since the
Soave-Redlich-Kwong equation is much more efficient than
the Benedict -Webb-Rubin equation, this work concludes
that the Soave-Redlich-Kwong equation should replace the
Benedict-Webb-Rubin equation in future simulations.
The quality of the measurements were confirmed by calcu-
lating the pressure using the Soave-Redlich-Kwong equation
with the measured temperature, and then comparing the
calculations to measured pressures. Since the calculated data
matched the measured data extremely well, it is concluded
that the measurements are accurate, dynamic and reliable.
Also, it is concluded on this basis that the Soave-Redlich-
Kwong real gas model is accurate enough for any application
within the wind turbine technology.
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Abstract 

This paper is concerned with the inherent oscillatory nature of pressure compensated motion 

control of a hydraulic cylinder subjected to a negative load and suspended by means of an 

overcenter valve. A pressure feedback scheme that indirectly eliminates the oscillations is 

investigated. The indirect control scheme utilizes pressure feedback to electronically 

compensate the metering-out allowing for the removal of the compensator and, subsequently, 

elimination of the oscillations. The suggested electronic compensation scheme is implemented 

and examined in a single degree-of-freedom test rig actuated by means of a double acting 

hydraulic cylinder. The control scheme is compared with other control schemes and the 

importance of measurement filtering and controller cycle time are investigated. 

Keywords: Overcenter valve, pressure feedback, negative load, experimental verification 

1 Introduction 

The use of overcenter valves or counterbalance valves are 

widely used in hydraulics on such applications as cranes, 

telehandlers and winches as an integrated part in the actuator 

control. They are distributed to each actuator (degree of 

freedom) depending on the type of external loading. They a 

multi-functional and, normally, they serve at least the 

following functions: 

 leak tight load holding 

 shock absorption 

 cavitation protection at load lowering 

 load holding at pipe burst 

 no drop before lift 

It is, however, well known that they tend to introduce 

instability in a system, especially when the flow supply is 

pressure compensated. This is the case when the directional 

control valve that supplies flow to the actuator suspended by 

the overcenter valve is equipped with an internal 

compensator in series with the main spool; a so-called flow 

control valve. As the latter is frequently asked for by system 

manufacturers a major problem in present day hydraulics is 

to design pressure compensated systems containing 

overcenter valves that offer stable load lowering 

performance without unnecessarily compromising system 

efficiency and response. 

Naturally, this problem has attracted a lot of attention with 

emphasis on modeling and parameter variation [1..16] 

revealing a number of common stabilizing characteristics. 

They include increased volume between directional valve 

and actuator, reduced pilot area ratio as well as reduced pay 

and inertia load, whereas the influence by a number of other 

design variables remain less obvious. 

As pointed out in [7] the operation of the over-center valve 

is application sensitive, greatly increasing the complexity of 

choosing/designing it. Adding to the difficulties is the fact 

that hard to control quantities such as friction and hysteresis 

in the overcenter valve also are sources of instability [8]. 

Finally, it should be noted that stability only is one of 

several performance parameters for an over-center valve 

system. The different functionalities constitutes a set of 

design constraints whereas power consumption, stability, 

response time, load dependency, manufacturability and costs 

represents performance criteria. 

The popularity of the pressure compensation is mainly due 

to basic functionality: it allows several actuators to be driven 

simultaneously with minimal influence between the 

different active circuits. However, it does also provide an 

important advantage in closed loop motion control because 

the valve flow is a well-defined function of the control 

signal removing the disturbing influence from fluctuating 

loads. 

Therefore, this paper is concerned with the removal of the 

oscillatory nature of an overcenter valve system taking into 

account that the above mentioned design criteria cannot be 

ignored. In [16] an alternative approach that simply moves 

the main throttling from the overcenter valve to the return 

orifice of the main directional control valve is introduced. In 

that case the overcenter valve is piloted open during 

lowering and the system is stable, however, it is limited with 

respect to the load variations that can be handled. In [17] a 

pressure feedback scheme that has as target to maintain the 

high pass filtered pressure gradient equal to zero is adopted 

with a view to reduce oscillations while maintaining other 
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performance criteria related to the motion control. It yields 

lead compensation with a markedly improved performance, 

however, it requires a valve with a bandwidth that is 

significantly higher than the mechanical-hydraulic system. 

Alternatively, if at least two pressure transducers are 

available it is possible to abandon the mechanical-hydraulic 

compensation and, subsequently, the source of the 

oscillations, by using the measured metering-out pressure 

drop to compensate variations in pressure drop via the spool 

position. In that case the overcenter valve is maintained with 

unaltered functionality and the ability to share flow between 

actuators and reject load disturbances is maintained. The 

extra use of pressure transducers is easily motivated by the 

increasing level of instrumentation and computational power 

in hydraulically actuated machinery today. 

However, the experimental implementation is needed. The 

main contribution of this paper is the practical 

implementation of the proposed electronic pressure 

compensation scheme on a single degree-of-freedom test rig 

with nonlinear dynamic characteristics using typical 

commercially available valves. 

2 Considered system 

In fig. 1 the main components of a pressure compensated 

overcenter valve circuit are shown. They comprise a 4/3 

way directional control valve (in lowering position) with a 

compensator in series that maintains the pressure drop 

across the main spool metering orifice approximately 

constant. Further, the circuit contains an actuator (here a 

double acting cylinder) and the overcenter valve. Finally, a 

shock valve and a suction valve (not shown) are typically 

inserted so that cavitation and pressure peaks caused by the 

dissipation of the kinetic energy of the payload inertia are 

avoided.  
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Overcenter valve

Payload

 

Figure 1:  Single overcenter valve circuit with compensator. 

In fig. 2 a simplified circuit is shown including the core 

components and parameters. 
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Figure 2:  Simplified circuit. 

Linearizing the governing equations for this system and 

formulating the transfer function between input signal and 

output velocity it is possible to utilize the Routh-Hurwitz 

stability criterion yielding: 

qpqo

qo

c

o

KK

K

C

C








2

1  (1) 

In eq. (1) the flow gains of the overcenter valve with respect 

to valve opening pressure, qoK , and valve pressure drop, 

qpK , appear together with the capacitances and the area 

ratios of the overcenter valve and the cylinder, respectively. 

Normally, qpqo KK  , hence, for normal operation and 

typical values for 8..2o   the stability criteria is 

impossible to satisfy in the major part of the cylinder stroke. 

The expression in (1) is based on hard parameters, i.e., 

damping, friction, and viscosity do not enter into these 

equations. 
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Figure 3:  Single overcenter valve circuit without 

compensator. 

The parameters that exhibit the strongest uncertainties are 

probably the capacitances via the influence of the bulk 

modulus of the fluid. However, it is clear that the basic 

overcenter valve circuit is prone to instability and oscillatory 

behavior. Removing the compensator, see fig. 3, eliminates 

the possible instability of the simplified circuit, in fact, the 

Routh-Hurwitz criterion now yields: 
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0C1c   (2) 

Which is always fulfilled for physical meaningful 

parameters. Another important stabilizing factor is that the 

non-compensated circuit will have more throttling across the 

return orifice yielding higher pressure levels and quite often 

a fully piloted open overcenter valve. In order to benefit 

from this it is, however, necessary to use a 4-port vented 

overcenter valve as indicated in figs. 1..3.  

3 Electronic pressure compensation 

The challenge with the circuit in fig. 3 is to facilitate flow 

sharing with several circuits active simultaneously and to 

reject load disturbances during motion control. The 

proposed electronic pressure compensation is based on an 

electro hydraulically actuated directional control valve with 

closed loop spool position control, see fig. 4. 
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Figure 4:  Inner spool position control loop. 

For such a valve, we can assume that the steady state spool 

position will be a linear function of the input signal: 

UKUKx xU
ref

xU  )(  (3) 

Also, the flow through the valve may be expressed using the 

orifice equation as:  

modd pxACQ 

2)(  (4) 

Combining eqs. (3) and (4) yields:  

mov pUCQ  )(  (5) 

where 


2)()(  UKACUC xUddv  (6) 

The variation of the discharge area is, in general, not a linear 

function, hence, some effort must be devoted to set up the 

inverse of eq. (6) yielding some functional relationship 

between the input signal, U , to the valve and the orifice 

parameter,

 

vC  :  

)( vCfU   (7) 

This functional relationship may be implemented in an 

electronic pressure compensation together with a continuous 

measurement of the pressure drop across the metering 

orifice to meet a flow reference, see fig. 5. 

Obviously, this is a purely open loop control of the valve 

flow, however, that corresponds to the classical pressure 

compensated system in fig. 1. 
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Figure 5:  Basic components of electronic pressure 

compensation. 

The electronic pressure compensation easily fits into a 

typical motion control scheme with a velocity feed forward 

term and a position feedback term, see fig. 6.  
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Figure 6:  Electronic pressure compensation implemented in 

the feed forward path of a motion control scheme. 

With position feedback from the actuator it is also possible 

to do the motion control without a variable feed forward 

term, i.e., without the electronic pressure compensation. 

This gives a simpler setup, however, it will be less efficient 

handling load disturbances or, in general, large load 

variations. 

4 Experimental setup 

In fig. 7 the experimental setup is shown in diagram form, 

and the mechanical dimensions are shown in fig. 8.  
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Figure 7:  Hydraulic diagram of experimental setup. 
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The directional control valve is part of a Sauer-Danfoss 

PVG32 valve group with several valve units both with and 

without pressure compensation. In fig. 7 is shown a valve 

with no compensator. The overcenter valve can be chosen 

from a range of Sun Hydraulics vented overcenter valves 

with pilot area ratio ranging from 1 to 5.  

250

m = 645 kg

40

80 X 50 X 310

 

Figure 8:  Mechanical system with all measurements in mm. 

The experimental setup is inserted in a ring line system with 

the fluid power being supplied by a pressure controlled HPU 

that maintains a pressure of 207 bar. 

The electronic pressure compensation was only developed 

for the load lowering because this is where the system 

potentially becomes unstable or highly oscillatory. Also, the 

metering orifice is chosen as the return orifice A-T, for two 

reasons: it has a higher pressure drop during lowering 

thereby and the internal pressure drops are expected to be 

smaller in the outlet line of the valve as compared to the 

inlet thereby reducing the uncertainties associated with the 

actual pressure drop across the metering orifice. 

For the main spool and the 24V electrohydraulic actuation 

the curves in fig. 9 apply, as adopted from the PVG32 

catalogue [18].  
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Figure 9:  Spool travel vs. input signal (left) and volume 

flow vs. spool travel (right) for the main spool. 

The mathematical expression for the flow as a function of 

the spool travel is expressed in eq. (8).  
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From this a curve fit was developed to describe the variation 

of the input signal vs. the orifice parameter because this is 

what is ultimately needed in the electronic compensation, 

see fig. 5. In parallel, the same correlation was obtained 

experimentally by measuring the volume flow through the 

A-T orifice for four different pressure drops at different 

input signals. In fig. 10 the resulting curves are shown, and 

clearly there are some deviations around the smallest 

openings including a difference in actual dead band. The 

curve fit based on the measurements were used in the 

electronic compensation scheme since they easily produced 

better motion control performance than those derived from 

the catalogue. The entire valve characteristics were not 

mapped in this work since only the portion displayed in fig. 

10 was used  
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Figure 10:  Input signal vs. orifice parameter as derived 

from catalogue data and from measurements. 

The mathematical expression for the curve fitted to the 

measurements is given in eq. (9)  
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Continuous pressure measurements were only carried out for 

Ap  because the tank pressure outside the valve consistently 

was read to barpT 0 . The actual back pressure at the 

metering orifice, however, was estimated based on the 

current flow to be as high as barpret 5.1 . This was 

included in the electronic pressure compensation and had 

some correcting influence for situations with small 

Ap values. 

5 Experimental results 

For the experimental investigations emphasis has been on 

lowering. In fig. 11 the inlet pressure, Bp , is plotted when 

lowering the arm by retracting the cylinder. In both cases an 

overcenter valve with pilot area ratio 3o  is used and the 

cylinder is retracted a distance my 2.0  in st 5 . 
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Figure 11:  Inlet pressure, Bp , vs. time during cylinder 

retraction for a compensated (left) and a non-compensated 

(right) system. 

It is apparent that removing the compensator eliminates the 

oscillations. In this case, the overcenter valve is simply 

piloted open yielding a very stable system. 

Next, the control scheme in fig. 6 is implemented, however, 

in two versions: variable feed forward gain with continuous 

measurement of mop  and constant feed forward gain based 

on a fixed value of mop

 

which is estimated. The latter 

approach basically corresponds to tuning the feed forward 

gain to handle a range of pressure levels as good as possible. 

The pressure level is adjusted by means of the overcenter 

valve to three typical values and the reference motion is 

derived from a trapezoid shaped velocity profile that retracts 

the cylinder my 3.0  in st 5 , see fig. 12.  
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Figure 12:  Reference position and velocity for cylinder. 

In figs. 13 and 14 the resulting position error is shown for 

the variable and the constant feed forward gain. The errors 

are logged for three different load cases that are 

characterized by an average value for Ap  of 15, 60 and 125 

bar, respectively. The back pressure is adjusted by means of 

the crack pressure of the overcenter valve while draining the 

pilot line. 

The position error at the end of the 5 s travel is eventually 

removed by means of the position feedback control. As can 

be deduced from figs. 14 and 15 the constant feed forward 

gain was calibrated to yield the best possible result for a 

pressure drop of barpmo 60  across the metering orifice.  
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Figure 13:  Position error for variable (left) and constant 

feed forward gain (right) without pressure feedback control. 
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Figure 14:  Position error for variable (left) and constant 

feed forward gain (right) with pressure feedback control. 

In fig. 15 the input signal (subtracted the 12V offset) and its 

contributions from the feed forward and the feedback path 

of the control scheme are shown for barpA 125 . 
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Figure 15:  Valve input signal for variable (left) and 

constant feed forward gain (right). 
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In general, the use of variable feed forward gain, i.e., 

electronic pressure compensation, reduced the demands on 

the closed loop controller. The price for this improved 

robustness is the introduction of pressure transducers and a 

somewhat more complex computation of the input signal. 

The main task may easily lie in the development of 

expressions like eqs. (8..9) that are needed in order for the 

proposed control scheme to work better than the constant 

feed forward. 

In practice, the proposed control scheme may depend on the 

type of filtering of the pressure measurements as well as the 

cycle time of the controller. In the current implementation 

the filtering of the measurements is done via moving 

average and investigations clearly show that the method is 

quite robust towards the time span of the moving average. 

This reflects that it is not a rapidly varying parameters that is 

needed for the electronic pressure compensation but only a 

relatively slow varying steady state pressure level. 

The influence of the cycle time is shown in fig. 16 where the 

position error is plotted vs. the cycle time.  
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Figure 16:  Position error vs. cycle time. 

It seems that at a cycle time around 50 ms the performance 

begins to deteriorate. 

6 Conclusions 

An electronic pressure compensation control scheme is put 

forward that allows the use of non-compensated directional 

control valves in closed loop motion control is presented and 

implemented in a practical system consisting of 

commercially available components. The control scheme 

measure the pressure drop across the metering-out orifice 

and continuously adjusts a feed forward gain that is 

computed based on a preprocessing of the valve 

characteristics. The main purpose of introducing the scheme 

is to reduce the inherently oscillatory nature of a pressure 

compensated valve in series with an overcenter valve. The 

experimental implementation reveals that abandoning the 

compensator eliminates the oscillatory nature of the 

hydraulic circuit. The electronic pressure compensation can 

be introduced in motion control via a velocity feed forward 

term but the valve catalogue data may not be adequate to 

represent the valve characteristics in a sufficiently precise 

manner. This seems to be most predominant at small 

openings of the valve. From the investigations conducted in 

this paper the proposed scheme gives a better performance 

than a pressure compensated circuit (difference in oscillation 

level) and a better performance than a non-compensated 

circuit with constant feed forward (less sensitive to load 

variations). In general, the proposed scheme seems to be a 

realistic alternative within motion control of hydraulic 

actuators. 
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Abstract 

The interactions of new biofuels and standard engine components are being investigated at the 

Institute for Fluid Power Drives and Controls (IFAS) at RWTH Aachen University as part of 

the research of the cluster of excellence “Tailor-Made Fuels from Biomass”. Since modern 

common rail fuel pumps are fuel lubricated special interest lays on the lubricity of new fuels. At 

IFAS a High Frequency Reciprocating Test Rig (HFRR) is used to screen possible biofuel 

candidates with regard to this property. Most of these substances show lubricating abilities 

similar to those of modern diesel fuels. Nevertheless with 2-Methyltetrahydrofuran a 

remarkable outlier can be found among the favoured fuel candidates. To unravel the influences 

of certain molecule structures additional substances were included into the experimental 

research. By comparing the wear scars of linear alkanes, alkenes and alcohols produced in the 

HFRR the influence of the molecules chain length and functional group is analysed. This paper 

gives an introduction to the HFRR test set up and presents the experimental results of the 

recently screened biofuel candidates. 

Keywords: Biofuel, Lubricity, HFRR, Tailor-Made Fuels from Biomass 

 

1 The Cluster of Excellence “Tailor-Made 

Fuels from Biomass” 

Due to the exploitation of non-renewable resources in 

modern times some significant effort is put in the 

development of alternative concepts of mobility. One 

approach to this task is the usage of the highly sophisticated 

technology of combustion engines in combination with fuels 

based not on mineral oil but on renewable biological 

materials such as food wastes or wood. Within the cluster of 

excellence “Tailor-Made Fuels from Biomass” at RWTH 

Aachen University such new biofuels are being developed 

and tested in an interdisciplinary approach, see Figure 1.  

 

Figure 1: The cluster of excellence Tailor-Made Fuels from 

Biomass 

2 The Research at the Institute for Fluid 

Power Drives and Controls 

Viscosity, bulk modulus and lubricity are important 

properties concerning the handling of a fuel within a 

combustion engine and its periphery. All of these properties 

are being investigated at the Institute for Fluid Power Drives 

and Controls (IFAS), as part of the cluster of excellence. 

Since modern common rail systems operate with self-

lubricating fuel pumps (see Figure 2) the fuel lubricity and 

viscosity are critical criteria judging the possibility of a 

future usage of a proposed biofuel. 

 

Figure 2: Common rail pump. Source: Robert Bosch GmbH 

The so far investigated biofuel candidates tend to have 

significantly lower viscosities against temperature and 
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pressure compared to modern diesel fuels. Since most of the 

candidates also perform badly as lubricants the safe and 

reliable combination of these biofuels and modern engine 

equipment such as common rail fuel pumps becomes a 

difficult task. In spite of this the usage of these substances as 

part of a future biofuel could be favourable or even 

necessary due to their performance or properties in other 

fields of interest such as combustion.  

To enable the widespread usage of new biofuels in the 

future, the cluster’s research has covered the compatibility 

related topics from the very beginning of the fuel 

development. The research at IFAS is part of this branch of 

the cluster with two subprojects: 

On the one hand, closely linked experimental and theoretical 

studies are performed to unravel potential modifications of 

the standard components (micro and macro geometry, 

materials, coatings, etc.) to ensure a safe and efficient use of 

these in combination with the new biofuels [1]. 

To do so the tribologicaly relevant fluid properties need to 

be known. Consequently all substances that emerge from the 

research within the cluster are systematically being 

screened. Beside the investigations of the fluid’s lubricity 

these tests include measurements of the density, the bulk 

modulus and the dynamic viscosity as functions of pressure 

and temperature. Another important research topic at IFAS 

is the compatibility of the biofuel candidates and sealing 

materials. Furthermore models to calculate or predict the 

fluid’s behaviour are being developed. First measurements 

indicate that good lubricating fuel-candidates also perform 

well as lubricating additives in other fuels including 

biofuels. Consequently the performances of selected fuel-

blends are investigated [2]. 

This paper deals with the performance of unblended biofuel 

candidates in a standardised fuel-lubricity test.  

3 The High Frequency Reciprocating Test Rig 

The importance of a sufficiently high lubricity of fuels 

became a topic of increased research after the introduction 

of low sulphur diesel fuels during the mid-nineties of the 

last century. Due to the hydrotreatment used in the 

production of these fuels most of the fuel inherent lubricants 

were removed. This lead to increased friction and wear 

within the tribological contacts of the fuel-lubricating pumps 

and therefore drastically decreased the life expectancies of 

such systems. To prevent the lubricity based failures tests 

such as the High Frequency Reciprocating Test Rig (HFRR) 

were developed and standardised (see [3], [4]). At IFAS 

such a test rig is used to measure the lubricity of different 

fluids including biofuel candidates (see Figure 3). 

 

Figure 3: The HFRR at IFAS 

The Figure 4 shows the principal design of the HFRR as 

given in [3]. A disk made of 100Cr6 steel (Vickers hardness 

“HV30” of 190 to 210) is mounted in a basin containing a 

sample of 2 ml fuel to be investigated. Against the surface of 

the disk a 100Cr6 steel ball (Rockwell hardness in “C-scale” 

58 to 66) is pressed. The ball is mounted in the reciprocating 

arm and the contact force is delivered by an external weight 

of exactly 200 g that is attached to the arm (see Figure 3 and 

Figure 4). 

 

Figure 4: Test setup of the HFRR [1] 

Prior to the experiment’s start the investigated fluid sample 

is heated up to 60°C and kept at this temperature until the 

test ends. Some of the investigated substances have boiling 

points relatively close to 60 °C. To include these in the 

research, the described set up needs to be altered. Hence for 

all substances with a boiling point lower than 100 °C an 

increased fuel sample of 10 ml was used.  

During each test the arm oscillates for a given time and 

frequency in a reciprocating stroke rubbing the two probes 

against each other. DIN EN ISO 12156-1 gives the test 

duration as 75 minutes with a frequency of 1 Hz for the 

stroke.  

This process leads to typical wear scars on the surfaces of 

the ball and the disk (see Figure 5). 
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Figure 5: Wear scars of the lower (Ball) and upper (Disc) 

specimen after a test with cyclohexanone 

After each test the probes need to be evaluated with an 

optical microscope as shown in Figure 6. 

 

Figure 6: Determination of the wear scar diameter on the 

ball 

The wear scar diameter (WSD) value of the specimen, ball 

and disc alike, is determined by averaging the latitude of the 

scars in direction of the oscillation (Y) and vertical (X) to it 

as given in eq. 1 (see Figure 6).  

 
(1) 

 

Both DIN EN ISO 12156-1 and ASTM D6079 use the 

averaged wear scar diameter of the ball to determine the 

fluid’s lubricity. However Fatemimoughari et al. have 

reported that for substances with very good lubricating 

abilities no measurable wear could be found on the ball [8]. 

To avoid such problems while investigating the highly 

unknown tribological properties of the substances proposed 

by the cluster, it was decided to include the wear scars of the 

discs into the evaluation. 

Varying levels of temperature and humidity can influence 

the measured WSD value. To compensate this, a corrected 

wear scar diameter - the WS1.4 – was developed. The WS1.4 

is widely used and a maximum value of 460 µm has been 

proposed by the European Committee for Standardization as 

an acceptable value for safe field performances [3]. 

However, as Lacey and Howel have shown this correction is 

not valid for different types of (diesel) fuels [4]. Since the 

investigation of the biofuel candidates proposed by the 

cluster requires screening a vast number of non-similar 

substances the uncorrected WSD value is used for the 

research at IFAS [2]. 

To minimize statistical errors due to uncertainties each test 

is repeated at least two times. Each of the WSD values 

presented in this paper gives therefore the arithmetical mean 

value of three specimens. 

Fatemimoughari has shown that small amounts of a 

substance with good lubricating properties can drastically 

reduce the measured wear scar in other fluids [2]. 

Consequently impurity in the investigated sample of a fluid 

can have a huge effect on the measured lubricity. An 

analysis of the composition of each fuel sample provided to 

our lab is not feasible. Therefore the experimental results of 

all investigated fluids will be listed with their minimum 

purity as given by the producer. 

4 Previous research on Biofuel Lubricity at 

IFAS 

At the beginning of the research on the lubricity of biofuel 

candidates at IFAS the list of proposed substances was 

limited. About ten substances were available at the clusters 

start or shortly after. Consequently these were screened. To 

gain a more detailed understanding of the properties 

influencing a fuels capability to reduce wear and friction in 

the HFRR several additional substances were also tested 

([2], [8]). In Figure 7 some of these early results are shown.  

 

Figure 7: Wear scar diameters of the fluids previously 

investigated by Fatemimoughari [2]  

The research performed by Fatemimoughari et al. showed 

that although quit different to conventional diesel fuel most 

biofuel candidates would pass the critical mark of 460 µm or 

produce only slightly more serve wear scars. There are 

however some remarkable outliers such as 

2-Methyltetrahydrofuran and (2-MTHF) and 

Butyl-Levulinate. With a WSD value of 216,5 µm for the 

ball  the latter performs outstandingly well in protecting the 

specimen and can be used as a lubrication additive in other 

fuels [2]. 2-MTHF on the other hand, favoured by some 

institutions within the cluster due to its good performance as 

a fuel, has produced the highest wear (Ball WSD = 1165,4 

µm) of all fluids so far recorded. Please note that this value 

differs from the one presented in Table 2 at the end of the 

paper. The reason for this mismatch is most likely caused by 

the different purities of the investigated samples. We used a 

fluid with 99.0% purity whereas Fatemimoughari was 

provided with a sample of 99.8% purity 2-MTHF. Since the 

99.0% sample is going to be used in several upcoming 

investigations dealing with fuel blends its WSD value is 

presented as well.  

347



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden 

 

The effect of low viscosity (bio)-fuels on conventional fuel 

equipment is a topic of on-going scientific research (e. g. see 

[1], [2]). Without further knowledge of the tribological 

system and underlying processes a suitable pass/fail criteria 

to judge a fuel’s compatibility can hardly be specified at this 

point. Therefore the experimentally determined lubricities 

will be listed without relating them to any prediction on the 

usage of these substances as fuels.  

In the past five years the list of proposed substances with 

favourable properties with regard to their potential as a 

biofuel has steadily increased. As a matter of fact the 

number of candidates and complementary substances being 

investigated within the cluster has come close to the number 

of tests that can be performed economically. This raises the 

need to screen substances in an even faster and more 

efficient way than performing experiments with the HFRR. 

Such a predictive model is even more desirable taking into 

account that the production of the necessary volume 

(approximately 10 ml) of an exotic fuel-candidate can take 

up to several weeks. Therefore the available amount of the 

fluid is limited. 

Consequently a prediction-method for the lubricity of 

biofuel candidates has been developed during the first phase 

of the cluster of excellence. By correlating the experimental 

data with quantum chemical calculations, based on the 

chemical structure of the substance, a QSPR-Model was set 

up ([2], [8]). The model has been trained with an external 

data-set dealing with substances similar to those investigated 

in the cluster [16]. The necessary calculations were 

performed with the chemical simulation software 

COSMO-RS in cooperation with the Institute of Technical 

Thermodynamics (LTT) at RWTH Aachen University. 

Fatemimoughari et al. have shown that the established 

QSPR-model can be used to give a first estimation of a 

molecule’s lubricating abilities (e.g. Figure 8). A 

comparison of some experimental and predicted wear scar 

diameters of a selection of investigates substances is given 

in [8]. 

 

Figure 8: Plot of the predicted vs. measured WSD [8] 

Since the QSPR-model only enables a preliminary 

evaluation of the fuel candidates experimental screening of 

the more favourable ones is still necessary and has been 

performend continuously. 

To gain a better understanding of the lubricating progress 

and to increase the accuracy of the prediction model several 

additional experimental studies with different kinds of 

substance have been performed at IFAS and will be 

presented in the next paragraph. These results will be used 

to further increase the prediction capabilities of the QSPR 

model. This is especially important since the progress in the 

cluster has and will shift the focus of its research towards 

new types of substances.  

5 Lubricity of selected biofuel candidates and 

similar substances 

The protection of the metal surface by the lubricant is a 

highly complex procedure which cannot be ascribed to a 

single property of the fluid’s molecules. Nevertheless we 

have arranged the HFRR test results of all recently screened 

fluids in Table 2 and Table 3 into groups of molecules with 

similar structures (The tables are put at the end of the paper 

to increase the readability). The presented results include the 

averaged wear scars of both specimens as explained above. 

In case of 2-Butylfuran and Di-n-Butylether one of the three 

ball specimens could not be evaluated and the presented 

WSD values therefore give the arithmetical mean of the 

remaining two probes. However the corresponding discs 

could be analysed. 

Taking into account that the so far proposed biofuel 

candidates are taken from very different types of organic 

substances such as alcohols, ethers, ketones and furans, the 

understanding of their lubricating abilities by comparing 

their WSD values becomes a rather difficult task. To 

overcome this hindrance several additional substances were 

included into our research. These fluids were chosen due to 

certain similarities or differences they show when compared 

to a biofuel candidate. One example for this is the 

investigation of 1-Octanol, which has been added to the 

clusters research due to it’s favourable properties as a fuel. 

To analyse the lubricity of this substance other linear 

molecules such as alkanes and other alcohols were screened. 

Screening results are discussed in the next chapter. Due to 

the high variation of the chemical and physical properties of 

the selected biofuel candidates such comparative 

experiments cannot be performed for all of them. To 

illustrate the influence of certain properties a discussion on 

selected molecules from the list will be given. For 

complementary reasons five measurements performed by 

Fatemimoughari are included lubricity in the following 

discussion (see Table 4 at the end of the paper). 

5.1 Lubricity of linear molecules 

By adsorbing to the metal surfaces the molecules of a 

lubricant can reduce the friction and wear occurring in a 

contact (see Figure 9) [15]. 
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Figure 9: Protective layers of adsorbed polar molecules 

[15] 

The formation of the protective layer of adsorbed molecules 

is complex and influenced by all characteristics of the 

tribological system such as the structure of the lubricants 

molecules and those of the surface material ([14], [15]). 

Since the set up of the HFRR test, including the material of 

the specimen, is given only the lubricants properties 

influence the built up and performance of the protective 

layers present during the lubricity experiments. 

The functional groups of linear molecules are known to 

influence tribological phenomena such as friction [15]. To 

investigate whether such an influence is present in the 

performed HFRR experiments as well, similar molecules 

with different functional groups need to be investigated. The 

molecules of n-dodecane, n-dodecene and 1-dodecanol are 

all composed of twelve carbon atoms (see Figure 10).  

 

Figure 10: Molecule structures of  

a) n-dodecane ,b) n-dodecene and c) 1-dodecanol 

Since they have a similar size the influence of their 

functional groups can be derived by comparing their WSD 

values (see Table 1). 

Formula Substance WSD Ball [µm] 

C12H26 n-Dodecane 810,0 

C12H24 1-Dodecene 635,0 

C12H26O 1-Dodecanol 344,5 

Table 1: The Wear scar diameters of the investigated C12 

molecules 

The alcohol group (-OH) of the linear alcohols, such as 1-

dodecanol, has a relatively high “polarity” when compared 

to the functional groups of alkanes and alkenes. In [19] Hsu 

defines this “polarity” as a function of several molecule 

properties such as the reactivity of the functional group and 

molecules shape. In the presences of other polar molecules 

such as metal oxides these molecules therefore will form 

stronger bonds with the atoms of the specimen’s surface. As 

sketched in Figure 11 the combination of a long carbon 

chain and a polar head group leads to a perpendicular 

alignment of the molecules on the surface which further 

increases the protection of the metal [14]. 

 

Figure 11: Alignment of adsorbed polar molecules  

Since the molecules of alkanes and alkenes do not possess a 

head group with a high polarity the bonds between the 

surface and the lubricant’s molecules will be weaker and the 

molecules will adsorb to the surface in a more or less 

random fashion. Consequently such substances provide a 

less effective protection from wear in the HFFR as can be 

seen in Table 1. 

In Figure 12 the WSD values of three alkanes, four alkenes 

and six alcohols form Table 2 are given as function of the 

amount of carbon atoms in each molecule. In the graph the 

averaged values of three specimens are presented including 

the maximum and minimum WSD measured. Please note 

that for comparative reasons some measurements performed 

by Fatemimoughari were included into the graph (see Table 

4). The geometrical forms of these molecules are quiet 

similar since all of them have a chain structure without 

branches (see Figure 10). The simple linear structure of 

these molecules can be used to analyse the influence of the 

molecule elongation.  

 

Figure 12: Wear scar diameters of the investigated alcohols, 

alkenes and alkanes  

The investigated alcohols and alkanes show a clear tendency 

towards a better lubricity with increasing chain-length. The 

experimental results of the presented alkenes did not 

produce such pronounced behaviour. Although the WSD 

values increase from 1-Dodecene to 1-Tetradecene and from 

1-Hexadecene to 1-Octadecene the overall trend also shows 

a decreasing wear over the increasing chain length. The 
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decrease of wear in the tribological system of the HFRR in 

the presence of long chain molecules with a polar head 

group is in compliance with the results of Studt [18]. By 

studying the influence of the chain length of polar molecules 

on the friction between metal and ceramic surfaces, he 

found that for metal surfaces molecules with polar head 

groups and long carbon chain could decrease the friction the 

most.  

5.2 Lubricity results of more complex molecules 

Some of the linear molecules discussed above are among the 

favoured candidates of potential biofuels within the cluster 

of excellence. However most of the proposed candidates 

have far more complex structures such as the molecule of 

2,2'-Oxybis(methylene)bis(tetrahydrofuran) given in Figure 

13. 

 

Figure 13: The molecule structure of 

2,2'-oxybis(methylene)bis(tetrahydrofuran) 

The shortage of experimental data concerning these and 

similar molecules limits investigation of their specific 

properties. However the lubricating performance of these 

fuels is still important and needs to be taken into account 

when dealing with them in test rigs or combustion engines. 

Among the investigated fluids 2,5-Dimethylfuran and 

Benzyl alcohol performed best in protecting the metal 

surface by producing a WSDBall of only 300,5 µm 

respectively 303,0 µm on the upper specimen. In contrast the 

two worst lubricating abilities were measured for 

2-Methyltetrahydrofuran with a WSDBall of 855,1 µm and 

n-Heptane with a WSDBall of 925,0 µm (see Figure 14). 

 

Figure 14: Molecule structure of the best (top) and worst 

(bottom) lubricants  

The bad performance of n-Heptane, which is the shortest of 

the investigated alkanes, follows consequently from the 

phenomena discussed above. In the case of 2-MTHF 

Fatemimoughari et al. have suspected that the steric 

hindrance of the methyl group prevents a good surface 

coverage [9]. Considering the similar molecule structure of 

2,5-Dimethylether and its outstandingly good lubricating 

properties this explanation seems to be implausible. 

Consequently the unsatisfactory performance of 2-MTHF 

and its understanding will be part of future research. 

5.3 The influence of the fuel viscosity 

In the Figure 15 the lubricity values of the investigated 

alkenes and alcohols are combined with the dynamic 

viscosities of the investigated alkenes and alcohols at 25°C. 

Please note that these are taken from literature (see [17]) due 

to small amount of fluid available. For both groups the 

viscosities increase over the chain length and the wear 

decreases. However the changes do not follow a similar 

trend. 

 

Figure 15: Comparison of the lubricity and dynamic 

viscosity  

Wei et al. published a hypothesis that the decrease of the 

WSD values among alkanes with longer chain length is due 

to the increase of the dynamic viscosity and its influence in 

the built up of an hydrodynamic film between the two 

specimen [11]. 

Sivebaek et al. have investigated the performance of alkanes 

in the regime of boundary lubrication theoretically with 

molecular dynamic simulations ([12], [13]). Contrary to Wei 

et al. they do not ascribed the reduced wear mainly to the 

increase in the dynamic viscosity. In their simulations they 

found that a longer chain-length resulted in a higher surface 

density of the investigated fluid molecules which would lead 

to a better protection of the metal atoms. Considering the 

steep rise in the viscosity from 1-Octanol (C8H18O, η = 

2,643 mPa s) to 1-Decanol (C10H22O, η = 3,565 mPa s) and 

the nearly constant lubricities of the two substances the 

hypothesis presented by Sivebaek seems to give a more 

suitable description of the present phenomena.  

A more detailed discussion on the theoretical effects of the 

molecule chain length and the influence on the fuels 

viscosity is given in [2]. 
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6 Conclusion and Outlook 

The experimental procedure to screen biofuel candidates 

with regard to their lubricity at the Institute for Fluid Powers 

and Controls (IFAS) with a HFRR test rig has been 

presented. The WSD values of 27 investigated fluids were 

given. This group includes alkanes, alkenes, alcohols, 

aldehydes, furanes and ketones. By comparing the results of 

selected substances the influence of molecules chain length 

and polar head groups have been investigated. In case for 

linear molecules such as alkanes the lubricity increases with 

the length of carbon chain. Molecules with polar head 

groups, such as the investigated linear alcohols, perform 

better in protecting a metal surface than molecules of similar 

size that do not feature such structures. Among the screened 

substances 2,5-Dimethylfuran showed the best and 

2-Methyltetrahydrofuran the worst lubricating abilities.  

Due to the novel and fundamental character of the research 

performed within the cluster of excellence a wide spread and 

steadily increasing selection of possible biofuel candidates 

are being investigated. These will be screened and evaluated 

according to the procedures described in this paper. 

In addition to this a set of favourable biofuel blends has 

been formulated by some of the cluster’s researchers. The 

lubricating performance of binary blends is highly nonlinear 

[2] and cannot be derived by averaging the pure substances 

WSD values. Therefore the behaviour of fuel-blends will be 

investigated by experimental and theoretical research.  

To develop and improve fast screening methods is important 

when dealing with a vast number of possible fuel 

candidates. Consequently the lubricity data presented in this 

paper will be used to improve the QSPR prediction model 

that has been developed by Fatemimoughari et al.  

Since the lubricity of fuel blends will be an essential part of 

the upcoming experimental research, the QSPR-Model will 

be extended to cover these as well. 

Nomenclature 

Designation Denotation Unit 

X 
Wear scar diameter vertical to the 

direction of oscillation 
[µm] 

Y 
Wear scar diameter in the 

direction of oscillation  
[µm] 

WSD Averaged wear scar diameter [µm] 

WS1.4 Corrected wear scar diameter [µm] 

η Dynamic viscosity [Pa s] 

  

351



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden 

 

References 

[1] Heitzig, S., Leonhard, L., Drumm, S., Murrenhoff, H., 

Lang, J. & Knoll, G. (2013), Simulative Analysis of the 

Tribological Contacts of Common Rail InjectionPumps 

Lubricated by Tailor-Made Biofuels, Tribologie und 

Schmierungstechnik, 6, 17-22. 

[2] Fatemimoughari, A. Analysis of Tribological Properties 

for the Design of Synthetic Biofuels. Shaker, Aachen, 

2012. 

[3] DIN EN ISO 12156-1 

[4] ASTM D6079 

[5] Nikanjam, M., Crosby, T., Henderson, P., Gray, C., 

Meyer, K., Davenport, N. ISO diesel fuel lubricity 

round robin program. SAE Transactions, 104, 1995. 

[6] DIN EN 590. 

[7] Lacey, P.I., Howell, S.A., Fuel lubricity reviewed. 

Society of Automotive Engineers, 1998 

[8] Masuch, K., Fatemimoughari A., Murrenhoff, H. and K 

Leonhard. A COSMORS based QSPR model for 

lubricity of petro- and biodiesel components. 

Lubrication Science, online, 2011. 

[9] Fatemimoughari, A., Masuch K., Murrenhoff, H., 

Leonhard, K., Experimental investigation and 

theoretical prediction of the lubricity of biofuel 

components, Fluid Power and Motion Control 

Symposium, Bath, 2010  

[10] Barbour, R., Rickeard, D., and Elliott, N., 

Understanding Diesel Lubricity. SAE Technical Paper 

2000-01-1918, 2000 

[11] Wei, D., Spikes, H., Korcek, S., The lubricity of 

gasoline. Tribology transactions, 42, 1999 

[12] Sivebaek, I. M., Samoilov, V.N., Persson, B.N.J., 

Squeezing molecular thin alkane lubrication films 

between curved solid surfaces with long-range 

elasticity: Layering transitions and wear, Journal of 

chemical physics, 119, 2003 

[13] Tartaglino, U., Sivebaek, I. M., Persson, B. N.J., 

Tosatti, E., Impact of molecular structure on the 

lubricant squeeze-out between curved surfaces with 

long range elasticity, Journal of chemical physics,125, 

2006 

[14] Czichos, H., Habig, KH., Tribologie-Handbuch; 

Reibung und Verschleiss, Vieweg, Wiesbaden, 1992.  

[15]  O'Connor, J. J (editor)., Standard handbook of 

lubrication engineering, McGraw-Hill, New York, 

1968 

[16] Knothe, G., Evaluation of ball and disc wear scar data 

in the HFRR lubricity test. Lubrication Science, 20, 

2008 

[17] Wohlfarth, C. and Wohlfarth, B., Viscosity of Pure 

Organic Liquids and Binary Liquid Mixtures, 
Subvolume B: Pure Organic Liquids, Springer-Verlag: 

Berlin, Heidelberg, New York, 2001 

[18] Studt, P., Boundary lubrication: adsorption of oil 

additives on steel and ceramic surfaces and its influence 

on friction and wear, Tribology international, 22, 1989  

[19] Hsu, S., Molecular basis of lubrication, Tribology 

International, 37, 2004 

 

352



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden 

Table 2: The Wear scar diameters of the measured substances on the ball specimen  

  

 Ball specimen 

Formula Substance Purity 

Averaged WSD 

[µm] 

Maximum WSD 

[µm] 

Minimum WSD 

[µm] 

C7H16 n-Heptane 99,0% 980,8 933,8 1055,8 

C10H22 n-Decane 99,0% 972,7 963,4 988,24 

C16H34O n-Hexadecane 99,0% 613,2 610,2 615,39 

C12H24 1-Dodecene 99,0% 635,0 633,8 636,71 

C14H28 1-Tetradecene 99,0% 676,1 669,8 681,56 

C16H32 1-Hexadecene 99,0% 480,9 471,4 489,25 

C18H36 1-Octadecene 99,0% 587,2 578,6 600,69 

C4H10O 1-Butanol 99,9% 622,7 620,5 624,95 

C6H14O 1-Hexanol 99,0% 534,2 527,1 539,85 

C8H18O 1-Octanol 99,0% 403,9 395,3 410,99 

C12H26O 1-Dodecanol 98,0% 344,5 342,9 347,28 

C6H12O 1-Hexanal 99,0% 360,4 352,4 368,4 

C8H16O 1-Octanal 99,0% 236,0 232,6 239,49 

C6H12O Cyclohexanol 98,0% 312,7 302,5 326,17 

C3H8O 2-Propanol 99,5% 604,4 588,9 593,33 

C7H8O Benzyl alcohol 98,0% 303,0 290,1 328,72 

C8H12O 2-Butylfuran 98,0% 429,2 424,5 433,92 

C5H6O2 2-Furylmethanol 98,0% 419,9 404,4 530,75 

C5H8O2 γ-Valerolacton 98,0% 505,6 491,1 525,69 

C5H10O 2-Methyltetrahydrofuran 99,0% 855,1 846,3 869,78 

C6H8O 2,5-Dimethylfuran 98,0% 226,3 252,6 348,37 

C9H18O2 2-(butoxymethyl)tetrahydrofuran 98,0% 356,4 354,9 358,57 

C10H18O3 2,2'-oxybis(methylene)bis(tetrahydrofuran) 98,0% 308,6 275,2 341,1 

C8H18O Di-n-Butylether 98,0% 620,5 611,7 629,36 

C9H18O Nonan-5-one 99,0% 450,8 440,8 456,86 

C11H22O 2-Undecanone 98,0% 478,9 447,0 513,93 

C6H10O Cyclohexanone  99,0% 512,9 509,6 516,19 
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Table 3: The Wear scar diameters of the measured substances on the disc specimen  

Formula Substance Purity WSD Ball [µm] WSD Disc [µm] 

C12H26 n-Dodecane  98,0% 810,0 1329,1  

C2H6O Ethanol  98,0% 602,5 1112,7  

C10H22O 1-Decanol  99,0% 405,4  909,1 

C10H20O 1-Decanal  - 205,0 746,0  

C5H10O2 Tetrahydro-2-furanylmethanol 99,0% 300,0  806,0 

Table 4: The Wear scar diameters measured by Fatemimougharimoughari [2] 

 Disc specimen 

Formula Substance Purity 

Averaged WSD 

[µm] 

Maximum WSD 

[µm] 

Minimum WSD 

[µm] 

C7H16 n-Heptane 99,0% 1454,6 1347,9 1542,3 

C10H22 n-Decane 99,0% 1470,7 1434,1 1502,8 

C16H34O n-Hexadecane 99,0% 1094,5 1081,8 1102,3 

C12H24 1-Dodecene 99,0% 1148,1 1135,9 1165,1 

C14H28 1-Tetradecene 99,0% 1163,7 1154,9 1172,4 

C16H32 1-Hexadecene 99,0% 1008,0 989,7 1024,8 

C18H36 1-Octadecene 99,0% 1064,0 1045,3 1080,3 

C4H10O 1-Butanol 99,9% 1101,3 1080,3 1128,6 

C6H14O 1-Hexanol 99,0% 1016,0 995,6 1030,6 

C8H18O 1-Octanol 99,0% 911,7 903,5 918,1 

C12H26O 1-Dodecanol 98,0% 859,6 852,3 866,9 

C6H12O 1-Hexanal 99,0% 868,4 786,5 929,8 

C8H16O 1-Octanal 99,0% 731,7 729,5 733,9 

C6H12O Cyclohexanol 98,0% 807,9 801,1 820,1 

C3H8O 2-Propanol 99,5% 1102,3 1067,2 1131,1 

C7H8O Benzyl alcohol 98,0% 789,4 773,4 798,2 

C8H12O 2-Butylfuran 98,0% 902,5 888,8 918,1 

C5H6O2 2-Furylmethanol 98,0% 974,5 782,1 1062,8 

C5H8O2 γ-Valerolacton 98,0% 989,2 976,6 1010,2 

C5H10O 2-Methyltetrahydrofuran 99,0% 1358,1 1345,0 1369,8 

C6H8O 2,5-Dimethylfuran 98,0% 798,2 769,0 847,9 

C9H18O2 2-(butoxymethyl)tetrahydrofuran 98,0% 864,5 855,2 874,2 

C10H18O3 2,2'-oxybis(methylene)bis(tetrahydrofuran) 98,0% 806,0 785,0 831,8 

C8H18O Di-n-Butylether 98,0% 1133,0 1125,7 1137,4 

C9H18O Nonan-5-one 99,0% 957,1 944,4 969,2 

C11H22O 2-Undecanone 98,0% 960,0 956,1 964,9 

C6H10O Cyclohexanone  99,0% 998,0 986,8 1010,2 

354



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden

Energy Efficient Active Vibration Damping

E. Zaev , G. Rath*, and H. Kargl**

Faculty of mechanical engineering, Ss. Cyril and Methodius University, Skopje, Macedonia
E-mail: emil.zaev@mf.edu.mk, gerhard.rath@unileoben.ac.at,hubert.kargl@sandvik.com

*Institute for automation, University of Leoben, Leoben, Austria
**Sandvik Mining and Construction, Austria

Abstract

Mining machines are subjected to severe vibrations during their operation. If we succeed to
damp some of those vibrations then we have succeed to reduce the dynamic load of the ma-
chine and to improve operator comfort and productivity. The main idea for the research done
in this paper is to investigate possible improvements in active vibration damping in hydraulic
power systems of a mobile machine (mining machine) influencing hydraulic system layout
and control strategy. Modelling of a standard and individual metering (separate meter-in sep-
arate meter-out SMISMO) load sensing (LS) hydraulic power system of a machine has been
done. Model of the individual metering system has been validated with measurements. Those
models have been used to study new concepts of active vibration damping. SMISMO system
has been used to develop new energy efficient concept for active vibration damping using
the third (crossport) valve between meter-in and meter-out lines of the hydraulic cylinder as
a damping element. Using simulations has been shown that this new system can improve
damping effect, drastically decreasing usage of the energy from the pump.
Keywords: fluid power systems, active vibration damping, dynamic pressure feedback, en-
ergy efficiency.

1 Introduction

The vibrations, which are appearing during working process
of the mining machine and are a result from external forces
are part of this study. Dampening of those vibrations can
be accomplished in two ways. The first way is with pass-
ive damping. Passive damping is usually done with the usage
of high pressure hydro-pneumatic accumulators [1], [2]. The
advantage of this system is that no energy from the pump is
used for dampening the vibrations, which makes this system
energy efficient. The disadvantage is additional costs, place
and maintenance of the high pressure accumulators.

A second way to damp the vibrations on the machine is to
use active vibration damping [3], [4], [5], [6], [7]. Active vi-
bration damping is not an energy efficient way for dampen-
ing the oscillations, since energy from the pump (or other ex-
ternal sources) is used to damp the oscillations. Still, this is
an efficient way to damp the vibration, hence this method is
attractive to automotive [8], [9], [10], [11], [12], [13], [14],
[15], [16] and construction industry [17], [18], [19]. To damp
the oscillations with active vibration dampening, some kind
of oscillation source feedback is needed (acceleration feed-
back, pressure feedback or force feedback) to find out about
dynamics of the sources. Then, energy from the pump is used
to act against those forces, the proportional control valve is
open and the fluid from the pump is brought in the cham-
ber. The advantage of the active vibration damping is that the

same means for controlling the motion (opening of the valve)
can be used as well as for damping. Experimental work with
using optimal control theory [20], [21], [22] has shown that
there is a potential in making active vibration damping more
energy efficient. Unfortunately, practical implementation of
those principles is still an adventure.

Trends to improve the energy consumptions in heavy ma-
chinery are asking for change of the conventional valve sys-
tem with individual metering systems. This gives possibility
for energy regeneration and recuperation and effective decel-
eration control which leads to energy efficiency improvement
of the machine [23–34]. However, the main idea of chan-
ging the classical LSPC system with SMISMO system at the
SANDVIK machine (Figure 1) is to make the boom more
stiff during the cutting process, controlling the pressure in the
meter-out side of the active cylinder. The same system can
also be used for active damping. Actual trends towards damp-
ing the oscillations of the machine structure is in the area of
active oscillation damping technologies [35].

This research explores one simple method to introduce damp-
ing in hydraulic power systems for heavy machinery: dy-
namic pressure feedback (DPF). First, it is examined the in-
fluence of dynamic pressure feedback on the servo hydraulic
system with load sensing pressure compensated (LSPC) sys-
tem. Second, effects from dynamic pressure feedback on a in-
dividual metering hydraulic system are analysed. Third, novel
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energy efficient dynamic pressure feedback (EE DPF) is pro-
posed.

2 Model development
The cutting process of a mining machine SANDVIK Road-
header MT720 (fig. 1) is done by the cutter head. The cut-
ter head is moved in horizontal and vertical direction by hy-
draulic cylinders (fig. 17).

Figure 1: Mining Machine SANDVIK Roadheader MT720
[36].

Hydraulic system which is used in the machine is from LSPC
type, as presented on fig. 11.

2.1 Model of the servovalve controlled actuator

Figure 2: Hydraulic system, servovalve controlled cylinder.

Hydraulic actuators, actually hydraulic cylinders, do most im-
portant movements of cutter head during the cutting process.
A hydraulic cylinder integrated in the turret (fig. 1) does ho-
rizontal movement. Two hydraulic cylinders placed under-
neath the turret actuate vertical movement and two cylinders
on each side of the boom actuate the telescopic elongation.

The cylinder and its servovalve (fig. 2) are presented with
non-linear equations derived from basic physical laws. The
modelling is performed in graphical environment using Mat-
lab/Simulink.

The dynamics of the valve which has been used in the hy-
draulic system can be represented with the following equa-
tions for standard second order system [37], [38]:

Gv(s) =
xv

Uv
=

ωv
2

s2 +2 ·δv ·ωv · s+ωv2 (1)

Where xv is the valve spool displacement, Uv is valve input
voltage, ωv is valve undamped natural frequency and δv is
damping ratio coefficient.

Sign convention for cylinder piston displacement xp in all
equations is chosen to be positive for cylinder elongation.
This means that when cylinder is fully extended xp = la. The
rate of pressure increase in the rod and piston side of the cyl-
inder can be described by the rate at which the fluid in the
volume V of the chamber is being compressed

(
d p
dt = E

V
dV
dt

)
as:

d pA

dt
=

(
βe

V1 +A1xp

)
(QA−A1vp) (2)

d pB

dt
=

(
βe

V2 +A2(la− xp)

)
(A2vp−QB) (3)

Where V1 and V2 are dead volumes in the cylinder and volume
of the fluid in connected hoses, with the cylinder in retracted
position.

Figure 3: Measured and simulated values of an bulk modulus
of the oil. Blue line has highest percentage of air.

It has been identified with comparison of measured and cal-
culated values (fig. 3) that effective bulk modulus of the here
used oil βe can be calculated with the empirical equation:
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βe (p) = βmax
[
1− exp

(
−k1− k2 ·10−7 · p

)]
[Pa] (4)

Where coefficients k1, k2 and βmax have been identified to be
k1 = 0.08, k2 = 1.5 and βmax = 1.8 ·109[Pa] for here used oil.
In simulations, if ideal not air contaminated oil is assumed,
β = 1.4 ·109[Pa] can be used.

From Second Newton Low force on the cylinder may be de-
scribed as:

ap =
dvp

dt
=

(
pAA1− pBA2−Ff −Fext

)
mp

(5)

dxp

dt
= vp (6)

Where subscription p is used for piston mass, displacement,
speed and acceleration. Friction force Ff can be approximated
with only viscous friction and Ff = B · vp where B is friction
coefficient.

Finally, to describe the flow through the valve, non-linear ori-
fice equation has been used:

QA = QN ·
y

ymax
·

√
∆pA

∆pN
=N ·

y
ymax

·
√

p0− pA

∆pN
(7)

QB = QN ·
y

ymax
·

√
∆pB

∆pN
= QN ·

y
ymax

·
√

pB− pT

∆pN
(8)

Where QN ,ymax and ∆pN are nominal valve parameters.

2.2 Model of the vertical mechanical structure

Vertical mechanical structure is given on fig. 4.

Figure 4: Simplified model of the vertical hydro-mechanical
system.

Differential equations which describe the dynamic behaviour
of the vertical hydro - mechanical structure are as follows:

(mD2 +BpD)xp(t) = Fp− f1 (9)

xB(t) · c f + xhead(t) · c f = f2 (10)

(mD2 +BstrD+ c f )xhead(t)− c f xB(t) = Fext (11)

f1

f2
=

xB

xA
=

b
a
= i (12)

Or, translated in “s" domain:

xp(s) =
1
m

1
s2 {Fp−B · xp(s) · s− [(xp(s) · i− xhead(s))c f ] · i}

(13)

xhead(s)=
1
M

1
s2 {Fext−B·xhead(s)·s−[(xcyl(s)·i−xhead(s))c f ]}

(14)

2.3 Model of the horizontal mechanical structure

Horizontal mechanical structure together with hydraulic sys-
tem is given on fig. 5. Simplified model of this structure is
given on fig. 6.

Figure 5: Horizontal hydro-mechanical system. Rodless cyl-
inder (integrated in the turret) and boom with the cutter head.

Figure 6: Simplified model of the horizontal structure.

Figure 6 shows haw the rodless cylinder is used for operation
of a mechanical arm. The total mass of the moving arm is M.
The distance from the gravity center of the mass to the joint
(O) is lhor. The lever length for the hydraulic cylinder is rcyl .

Differential equations which describe dynamic behaviour of
the horizontal mechanical system are given as follows:

Jhor · θ̈ +BT · θ̇ = Fp · rcyl−Fext · lhor
θ̈ = ẍ

rcyl

θ̇ = ẋ
rcyl

In addition, in “s" domain:

θ(s) =
1

Jhor

1
s2 (Fp · rcyl−Fext · lhor−BT ·θ · s) (15)
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2.4 Model of the pump

The pump used in the machine is from the LS type. Due to
the lack of information for dynamic behaviour of the pump,
and because the pump is not under examination but the rest
of hydraulic system, the pump can be modelled as ideal load
sensing pump. Let us imagine ideal LS pump as pump which
always delivers required ∆p pressure from the highest load in
the hydraulic circuit, or:

p0 = pLS +∆p (16)

where p0 represents the pressure delivered from the pump and
pLS represents pressure in the load sensing line. To make the
model more realistic, the dynamics of the LS line can been
taken in account with first order low pass filter ( ωLS

s+ωLS
), de-

signed so that it does not bring instabilities. This can be done
in order to check the behaviour of the rest of the system when
the LS pump is appropriately chosen and installed, as it is the
case with the Roadheader. Good model of LS pump can be
found in [39].

wLS

s+wLS

Dp
+

+

System

pressure

LS Line

Figure 7: Model of the LS pump.

2.5 Valve model adaptation to be used in individual
metering system

Special property of SMISMO systems is possibility to control
two system parameters, in our case speed of the moving ac-
tuator and the pressure in the cylinder chambers. To accom-
plish this, our individual metering system uses two valves,
one on the meter-in and one on the meter-out side. Model
of the valve developed in Simulink must adequately represent
this special property. Valve in our Simulink model of the indi-
vidual metering system is modelled with two spools (left and
right proportional valve), and has two separate control voltage
yA and yB. Voltage yA has been used to produce flow to the
chamber A (QA), and voltage yB is used to produce the QB
flow. This model is presented on the fig. 8.

2.6 Model validation

The model validation can be seen on fig. 9 and fig. 10. Fig-
ure 9 shows 24 [s] pressure measurement done on the hori-
zontal hydraulic SMISMO system during cutting process of
the machine in comparison with simulated pressures. Input
for simulations is external force modelled from measurements
on cylinder pressures. In measurements and in simulation PI
controller has been used to control back pressure (on the fig-
ure pressure pB). On fig. 9 we can see very good matching
of the pressures in meter-in side (pA). This can be expected
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Figure 8: Simulink model of the separate metering system
with two valves.

since in measurements and in simulations the opening of the
meter-in valve was hold constant (it does not depend from
sensor signals). Also, it can be noticed that simulated and
measured pressures on the meter-out side (pB) are not match-
ing perfectly. Simulated pressures have smoother values (they
are more attenuated) and never go to cavitation. This also is
not unusual since in simulations the feedback sensor signal
and PI controller are idealized. Simulated and measured val-
ues of the horizontal angle of the boom are represented on the
fig. 10 and have good confirmation.
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Figure 9: SMISMO model validation. Simulated and meas-
ured pressures in cylinder.
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Figure 10: SMISMO model validation. Simulated and meas-
ured angle of the boom.

3 Active vibration damping with hydraulic
servo system

Figure 11: Load sensing pressure compensated systems.
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Figure 12: Simulink model of the hydro-mechanical LSPC
system.

Investigations on possible damping with dynamic pressure
feedback have been done for servo hydraulic system of LSPC

Figure 13: Implementation of the high pass filter in the pres-
sure feedback lines.

type shown on fig. 11. Figure 12 shows the model of this sys-
tem together with the high pass filter in the pressure feedback
lines. Figure 13 zooms out implementation of the high pass
filter in the pressure feedback lines. This model has been used
to investigate the influence of the dynamic pressure feedback
in three cases: (1) if implemented on meter-in (high pressure
side), (2) if implemented on meter-out (low pressure side) and
(3) if implemented on both sides. It has been determined that
the introduction of dynamic pressure feedback on both sides
has no advantages. Actually, the introduction of dynamic
pressure feedback on the meter-in side (high pressure side)
has the biggest influence and contributes to the attenuation of
the pressure vibrations on the meter-out side also. That hap-
pens because two pressures are coupled through the piston.
This also has been reported from other scientists [40]. The
idea of using dynamic pressure feedback is that the feedback
signal reaches its maximum value at a frequency, which has
to be damped (the hydraulic frequency ωh). In the design of
the high pass filter two conditions has been followed:

First, the cut-off frequency of the filter ωhp =
1

Thp
is set to be

below the resonance frequency of the system [3], [40].
For our system it is chosen to be ωhp = 10 [s−1]; Thp =

1
ωhp

= 1
10 = 0.1 [s].

Second, the feedback gain Khp is set to obtain reasonable sta-
bility margins [40]. Using this principle the value of Khp
has been determinate to be Khp = 0.00000007.

To investigate the influence of dynamic pressure feedback on
vibration damping, the eq. (5) has been changed, actually
the friction B in the mechanical structure has been neglected.
This has been done with the purpose to see more clearly the
influence of dynamic pressure feedback on vibration damp-
ing. Investigations of the implementation of dynamic pres-
sure feedback on the meter-in side have been done with the
following scenario:

The cutting head is moved using the vertical cylinder to reach
400 mm displacement from the starting position (see fig. 14,
note vertical axis is in [m]). Simple position feedback and
a proportional controller is used to track the position. The
desired position is reached in approximately 20 s when the
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force of 50 kN is applied in the positive direction (restrict-
ive force). The vibrations in the system can be monitored
trough the pressure sensors on the cylinder and are shown on
fig. 15 and fig. 16). On the fig. 15 the pressure oscillations
without dynamic pressure feedback are shown and on the fig.
16 the pressure oscillations with dynamic pressure feedback
are shown. The attenuation of vibrations is obvious. It is
good to note that when no pressure feedback is used, the os-
cillations created from a sudden big force (step input 40 kN)
are a long time transmitted trough the system before they are
attenuated.

The analysis done in the previous passages lead to the follow-
ing conclusions:

1. The implementation of the dynamic pressure feedback
will damp the oscillations of the system drastically.
However, it is interesting to note that simulations shown
that the pick pressure has not been removed, rather in
some situations it has been enlarged.

2. The draw-back of this principle is that energy from the
pump must be supplied in order to damp oscillations.
The pump is supplying flow to the meter out port (lower
pressurized port) in order to make the system more stiff
which is making this method not energy efficient.
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Figure 14: Cylinder position, when force is applied on a
LSPC servo system (without DPF).

4 Energy efficient active vibration damping
In this section a novel system for active vibration damping
with energy efficient dynamic pressure feedback (EE DPF) is
presented. In order to damp vibrations, in the new system it is
used third, crossport valve (see fig. 17 and fig. 18 ). Crossport
valve in independent metering systems is usually introduced
in order to be used for regenerative purposes as it is shown
on fig. 18. When the desired moving direction is the same
as the direction of a load force, than the load force can be
used as a power supply element in the circuit. In this situation
the cross port (third) valve is open and meter-in and meter-
out valves are closed (see fig. 18). The speed of the load

0 5 10 15 20 25 30
0

2

4

6

8

10

12

14
x 10

6 Pressures in the cylinder

t [s]

P
re

ss
ur

e 
[P

a]

 

 
Pressure A
Pressure B

Figure 15: Pressure response without pressure feedback on
meter-in side.
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Figure 16: Pressure response with pressure feedback on
meter-in side

Figure 17: New SMISMO hydraulic system with cross port
valve.

is then controlled with the opening of the cross-port valve.
The crossport valve works in two modes of operation: (1.)
Regenerative extension and (2.) Regenerative retraction.

The idea is to use this crossport valve for energy efficient
(EE) active vibration damping with dynamic pressure feed-
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Figure 18: Regeneration with negative force (left) and regen-
eration with positive force (right).

back (DPF). The third valve for EE DPF can be implemented
also in standard servo systems. In order to test this idea, Sim-
ulink model of the crossport valve and his controller has been
developed (fig. 19 and fig. 20). Simulations have shown that
the third valve can be the same type of valve as the other two
valves, or with bigger nominal flow.
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Figure 19: Simulink model of the crossport valve.
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Figure 20: Simulink model of the crossport valve controller.

The following scenario has been examined: cutting head is
moved using the vertical cylinder to reach 400 mm displace-
ment from starting position when (in second 20) force of
50 kN is applied in positive direction (restrictive force). The
vibrations in the system are monitored trough pressure sig-
nals from the cylinder and position signals from the cylin-
der and cutter head. Since, power represents time deriv-
ative of work P = dW

dt energy can be calculated integrat-
ing instantaneous power (P = Qload · ppump) over time E =
W =

∫
Pdt =

∫
F · vdt =

∫
psup ·Qloaddt. The energy spend

in period of 10 seconds has been used in comparisons of the
suggested strategies, since this period is enough to the system
to go back in previous state before the disturbance.
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Figure 21: Simulink model of the SMISMO system. Different
active damping strategies can be examined using appropriate
switches.

Three strategies for active vibration damping have been ex-
amined using Simulink model shown on the fig. 21:

Strategy 1. Here, DPF has been used as in classical servo
systems (fig. 11 and fig. 12). Active damping with dy-
namic pressure feedback is implemented (only) on the
piston side (high pressure side), then signal from pres-
sure oscillations is subtracting the signal from a position
controller and then supplying the valve A and valve B
(meter-in and meter-out valve) with control signal. Thus,
control signals of the valve A and valve B has been in-
fluenced from pressure oscillations. Dampening effect
in this strategy will be count as best and will be used to
compare Strategy 2 and Strategy 3.

On fig. 22 we can see that:

• Pressure oscillations have been attenuated very ef-
fectively and in very short period, less then 1 s.

• Unfortunately, for this wonderful work of damp-
ing, in 10 seconds, 9840 J of energy have been used
from the supply.

Strategy 2. In this strategy, DPF is implemented on the pis-
ton side, same as in Strategy 1 but now, crossport (3-th)
valve is included in control circuit. Control signal to the
valves is supplied trough EE DPF controller which de-
cides when will be the third valve turn on. Third valve is
activated when the conditions for his activation are ful-
filled, actually when pA > pB and control signal from
a position controller is negative. For the simulations it
is used valve with 20 % bigger nominal flow than other
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Figure 22: Cylinder pressures and position. SMISMO system
without and with DPF.
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Figure 23: Cylinder pressures and position of the SMISMO
system with EE DPF.

two valves, in order to get similar position footprint as in
Strategy 1.

Comparing fig. 22 and fig. 23 it can be concluded that
with Strategy 2 pressure and position vibrations can be
successfully attenuated as well as with Strategy 1, and
even better with Strategy 2, pressure in low pressure
chamber is not going below 7 bars.

With this strategy for the work of vibration damping, in
10 seconds, 4818 J of energy have been spend from the
supply. This means that Strategy 2 is 51% more energy
efficient strategy for active vibration damping.

Strategy 3. In this strategy, DPF has been implemented on
the piston side then signal from pressure oscillations is
subtracting the signal from a position controller, then
supplying to the valve A. Thus, control signal from a
position controller supplied to the valve B has not been
influenced. This is not unusual to be done and has been
reported as control strategy in [41]. In order to get the
same position footprint as in Strategy 1, the signal from
DPF had to be 3 times enlarged.

Comparing fig. 22 and fig. 24 it can be concluded that
with Strategy 3 position vibrations can be successfully
attenuated as well as with Strategy 1. Little pressure vi-
brations have stayed but they are on satisfactory level.
Unfortunately, with Strategy 3, pressure in low pressure
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Figure 24: Cylinder pressures and position of the SMISMO
system with DPF only on high pressure side.

chamber is falling deep to cavitation. For the work of
vibration damping in 10 s with this strategy 6892 J have
been spend from power supply.

This means that this strategy has better energy efficiency
than Strategy 1 (30%), but one must have in mind that
with this strategy pressure control on a low pressure side
must be implemented. This strategy can not be implied
in standard servo systems.

5 Conclusion
Research done in this paper had intention to investigate pos-
sible improvements in a hydraulic power system of a mobile
machine (mining machine), hydraulic system layout and con-
trol strategy, and with this contribute to better vibration damp-
ing of the machine.

Investigations has been done using simulations and measure-
ments. Appropriate models of the standard and individual
metering load sensing (LS) hydraulic system have been de-
veloped. Model of the individual metering system has been
validated with measurements. This model has been used to
study new control concepts of active vibration damping.

As a result from those investigations, innovative system lay-
out with three independent metering valves has been pro-
posed. The third valve (called also crossport valve) is intro-
duced in order to improve active vibration damping.

The idea to use this crossport valve for active vibration damp-
ing with dynamic pressure feedback (DPF) proved to be en-
ergy efficient concept. In investigations three strategies has
been compared, in first an standard dynamic pressure feed-
back has been used, in second DPF on only one valve has been
used and in third DPF with third valve has been used. Novel
concept and control strategy of DPF with third valve proved
to be superior in comparison with the other two methods ac-
cording to their energy efficiency and damping. In compar-
ison, energy efficiency of the novel concept proved potential
for 50 % savings with same or better damping effect.
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Abstract 
This paper demonstrates a novel numerical procedure for a synthesis of electro-hydraulic pres-
sure relief valve performance starting with the performance requirements from a functional 
specification. Results of this methodological approach are the unknown demands for the sole-
noid with regard to control orifice concepts and the solenoid geometry itself fulfilling the re-
quirements. 

The developed modeling approach comprises two major solution steps. At the beginning the 
displacement-dependent solenoid-spring force characteristic is calculated from the intended 
pressure-flow rate characteristic map without the use of optimization tools. This new algorithm 
performs an inverse simulation of a single stage pressure valve. The next solution step deals 
with the determination of the geometrical shape of the solenoid. Here steady state FEM compu-
tations are used in combination with response surface methodologies to predict the desired ge-
ometrical shape. At the end robustness verification is done by means of Monte-Carlo simulation 
for the uncertainties of the valve assembly. 

Starting point for the inverse calculations are different control orifice concepts causing varying 
demands on the solenoid. As a result of this benchmark the most favorable control orifice con-
cept is used for determination of the solenoid geometry. This is performed within several itera-
tions also considering the spring force. Afterwards the robustness of the valve assembly is ex-
amined. The verification of the modeling attempt is done on the basis of prototype parts for the 
solenoid and the control orifice. Measurements confirm the accuracy of the novel simulation 
strategy for a standalone virtual product development. 

Keywords: pressure relief valve, inverse simulation model, solenoid, CFD, FEM 

1 Introduction 
Nowadays, simulation techniques in virtual product devel-
opment are more and more efficient and reliable offering the 
possibility for the prediction of valve performance by using 
only simulation methods. The different simulation tech-
niques cover a wide range of applications, whereby the 
temporal and spatial distribution of the inner field variables 
as well as the overall system behavior is in the focus of the 
investigations. The acquired transparency of the inner field 
variables in combination with the resulting component per-
formance establishes a basis for a knowledge-based further 
development of these electro-hydraulic components. 

Nevertheless, the complex and nonlinear character of elec-
tro-hydraulic valves and its physical-based description were 
already part of previous scientific work not all fields of 
application are considered until now. In particular, this in-
cludes without limitation the prediction of the geometrical 
shape of the different physical subsystems of an electro-

hydraulic valve outlined in fig. 1 with respect to an intended 
and predefined valve performance, respectively. Although 
modern simulation techniques, e.g. finite-element-methods 
(FEM) or computational fluid dynamics (CFD), establish a 
relation between the geometrical shape and the subsystem 
performance including solenoid force, pressure drop or 
pressure distribution, in general no explicit formulation of 
these linkages is possible. 

 
Figure 1: Physical subsystems of electro-hydraulic valves 
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This describes the well known problem of inverse simula-
tion techniques. Normally, the so called "forward simula-
tion" or "analysis" gives a suitable solution whereas the 
"inverse simulation" or "synthesis" requires particular solu-
tion strategies. Leaving the subsystem level, see fig. 2, the 
same problem exists on the component level. Starting from 
an intended valve performance the unknown subsystem 
characteristics have to be determined initially followed by 
the estimation of an appropriate geometrical shape. 

 

Figure 2: Simulation inputs and outputs (schematic) 

As outlined above, the simulation techniques presented in 
literature predominantly focus on the analysis of existing 
systems, the verification of the methodological approach or 
the failure analysis. The mathematical analysis of a direct-
operated pressure valve [1, 2] reveals fundamental relations, 
especially concerning the dynamic valve behavior. Because 
no detailed parameters for the flow region are taken into 
consideration, no linkage between the geometrical shape and 
the valve performance can be established. An extension of 
this initial analysis approach is given through the involve-
ment of detailed field simulation techniques for parameter 
extraction, namely FEM and CFD. Current papers [3] illus-
trate the modeling approach for electro-hydraulic propor-
tional valves using FEM for parameterization of the sole-
noid and simplified parameters for the hydraulic and me-
chanical subsystem. Other authors [4, 5] use CFD calcula-
tions for the hydraulic part of the valve, gaining a deeper 
insight of the internal flow and the force on the valve spool. 
This enables more detailed simulation models and broadens 
its range of application such as a failure analysis based on 
the geometrical tolerances of the flow region. A combina-
tion of both modeling strategies is presented in [6] predict-
ing the whole component performance without measure-
ments using a holistic approach. Recent developments [7, 8] 
merge the advantage of a detailed flow simulation with the 
possibility of component performance predictions. These so 
called fluid-structure interaction simulations create new 
opportunities for the investigation of significant more com-
plex problems. 

However, there is a similarity between these modeling ap-
proaches: each focuses on the analysis of an existing system. 
The more interesting issue primarily in industrial applica-
tions deals with the inverse problem. Here, the functional 
specification defines the valve performance and the neces-
sary subsystem characteristics as well as the associated 
geometrical shapes are unknown. Usually, this is done by a 
trial&error process but simulation techniques become more 
and more important in this field of application. The imple-

mentation of these techniques on the component level for 
the hydraulic subsystem is presented in [9] optimizing the 
relief valve performance based on a holistic simulation ap-
proach. Because no linkage between the geometrical shape 
of the flow region and the describing parameters exist radi-
cal changes of the flow region aren't permissible. 

This paper takes up this gap by establishing an inverse simu-
lation approach for a direct-operated proportional pressure 
relief valve. An initial approach for this idea was already 
presented by the authors in a preceding paper [10]. The 
inverse simulation is carried out in two major steps starting 
on the component level with the calculation of the unknown 
subsystem characteristics. Afterwards, the geometrical shape 
fulfilling the subsystem requirements is predicted. Because 
of the multi-dimensionality of this task a simplification step 
is introduced. The problem dimension is reduced by replac-
ing the degrees of freedom of the control orifice in a way 
that predefined concepts are investigated. 

The simulation model developed by the authors demon-
strates the conceptual and geometrical design of a pressure 
valve starting from the intended valve performance. Since 
the expected valve performance is predicted only using 
nominal values of the influencing parameters a further ro-
bustness analysis is implemented. The additional infor-
mation facilitates the interpretation of the prototype perfor-
mance. Final measurements of solenoid and valve character-
istics verify the quantitatively accurate predictions and show 
the potentials of this novel methodology. 

2 Proportional pressure relief valves and its 
modeling 

The component analyzed in this work is a direct-operated 
proportional pressure relief valve with its main elements 
illustrated in fig. 3. Increasing demands in power-density are 
the driving factors for new solutions for these valves, 
whereby further enhancement in valve performance is re-
stricted through the limits determined by physical laws. 
Decreasing component sizes simultaneously linked with 
increasing nominal flow rates result in higher energy losses 
and actuator forces. In conjunction with minimized electric 
power consumption valve operability strongly depends on 
highly-adapted flow conditions and actuator concepts. Pres-
sure relief valves are generally used for pressure limitation 
or pressure setting, whereas the pressure-flow rate character-
istic curve is a crucial property. Additionally, the dynamic 
behavior has an important role especially the stability in all 
operating points. Dynamic analyzes of this valve aren't part 
of this paper, neglecting all derivatives with respect to time. 

 

Figure 3: Assembly structure of investigated pressure valve 
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Electro-hydraulic valves, just as the proportional pressure 
relief valve outlined in fig. 3 are characterized through com-
plex interactions between the different physical subsystems. 
Special emphasis should be placed on the influence of the 
valve seat/valve spool combination in conjunction with the 
solenoid-spring force characteristics on the system perfor-
mance. Therefore, a well-coordinated geometrical shape of 
both subsystems offers the possibility for great performance 
enhancements. Hence, knowledge and transparency of the 
spatial distribution of the inner field variables as well as 
understanding the major interactions between these different 
subsystems are essentially for a successful valve design. 

 

Figure 4: Modeling structure 

The modeling structure, see fig. 4 is directly derived from 
the element structure of the valve assembly; the electronics 
is not part of the investigations. A detailed description of the 
remaining subsystems is outlined in the following subsec-
tions. 

2.1 Hydraulic subsystem 

Irreversible energy losses and the force reaction on the valve 
spool are considered in this subsystem. In case of pressure 
valves these losses occur predominantly at the control ori-
fice, additional losses are in the upstream and downstream 
flow region. The loss coefficient ζ for hydraulic resistances 
with cross-section Aflow is calculated with eq. (1). Therein 
Δp represents the pressure loss over a given system length 
with closest cross-section Aflow at flow rate QM. For more 
complicated control orifice designs the application of an 
alternative modeling approach in form of characteristic 
maps following eq. (2) is also conceivable. 

 𝜁 =  
Δ𝑝

𝜌
2 � 𝑄𝑀

𝐴𝑓𝑙𝑜𝑤
�

2 
(1) 

 Δ𝑝𝑀−𝑀𝑌 =  f(𝑄𝑀 , 𝑥𝑀) (2) 

With the knowledge of pressure losses the static pressures 
pA / pM / pMY in the valve as well as the force reactions on 
single boundaries of the flow region can be calculated. Here, 
the valve spool is the element of interest. The static pressure 
on the valve spool decreases continuously once the fluid is 
accelerated in proximity to the control orifice, see fig. 5. The 

resulting valve spool force is influenced through the appear-
ing pressure profile making and adjustment of the force 
equation necessary. Therefore, eq. (3) concerning the force 
reaction Fspool is split into a theoretical pressure force FK and 
a corrective term Fflow called flow force. The model eq. (4) 
for the flow force is determined by conservation of momen-
tum, whereas kGF represents a preliminary unknown coeffi-
cient characterizing the control orifice design. 

 𝐹𝑠𝑝𝑜𝑜𝑙 = 𝐹𝐾 − 𝐹𝑓𝑙𝑜𝑤  (3) 

 
𝐹𝑓𝑙𝑜𝑤 =

𝜌𝑄𝑀
2

𝐴𝑓𝑙𝑜𝑤
𝑘𝐺𝐹 

(4) 

 𝐹𝑓𝑙𝑜𝑤 = f(𝑄𝑀, Δ𝑝𝑀−𝑀𝑌) (5) 

If the results for the geometrical coefficient show no clear 
allocation, an adequate description of the flow force also 
requires the use of characteristic maps according to eq. (5). 
In contrary to the previous equation the displacement xM of 
the valve spool isn't explicitly included any more. 

 

Figure 5: Force on the valve spool 

2.2 Mechanical subsystem 

The valve performance of pressure valves is governed by 
flow-induced force effects which are in mechanical equilib-
rium with the solenoid FM and spring force FF. The equation 
of motion (6) summarizes all force effects dependent on 
valve displacement xM, time t and solenoid current IM. In 
general, frictional and damping forces are present, their 
implementation is simplified and reduced to a viscous fric-
tion coefficient bM. However, this simplification has no 
influence on the static valve performance. 

 𝑚𝑀�̈�𝑀 + 𝑏𝑀�̇�𝑀 − 𝐹𝐾 + 𝐹𝑓𝑙𝑜𝑤 + 𝐹𝑀 − 𝐹𝐹 = 0 (6) 

Since the design of the static valve performance is the major 
focus of this paper all derivatives with respect to time ∂/∂t 
are neglected later. 

2.3 Solenoid subsystem 

The solenoid depicted in fig. 6 is an electromechanical 
transformer. The current IM in the coil causes a magnetic 
flux in the magnetic circuit consisting of armature, yoke and 
pole tube. In the residual air gap arises an attractive solenoid 
force FM between armature and pole tube. Their dependence 
on the current IM and the armature displacement (xM+xM0) is 
determined by the geometrical shapes of the elements in the 
magnetic circuit as well as their nonlinear material proper-
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pMY

pA pM

idealized pressure profile

real pressure profile

……

Fspool

Fflow FK

AK(xM)

pMY

pM
pM

pMY

367



 

 

ties. The solenoid's force-displacement curves are represent-
ed in the following modeling steps by a characteristic map; 
see also eq. (7). A time dependence of the solenoid's force is 
neglected because the dynamic performance of typical actu-
ators is sufficient for applications in pressure valves. 

 𝐹𝑀 = 𝑓(𝑥𝑀 + 𝑥𝑀0, 𝐼𝑀) (7) 

 

Figure 6: Setup of the electromechanical transformer 

3 Inverse simulation model 
As explained recently the static valve performance is an 
important property for this valve type. It results from the 
force interactions of the different physical subsystems out-
lined in short in fig. (4). System inputs are the flow rate QM 
and the solenoid current IM, the valve displacement xM and 
the pressure pA result from the geometrical shape of the 
involved elements and the other system parameters. Here, 
the geometrical shape of the control orifice is represented 
through the loss and geometrical coefficient or the associat-
ed characteristic maps. The solenoid's geometry is included 
by its force-displacement curves. 

3.1 Forward problem formulation 

Starting point for the inverse simulation is the mathematical 
description of the pressure-flow rate characteristics, because 
these curves represent the subsequent inputs later. The pres-
sure pA is the sum of three pressure drops eq. (8), whereas 
the important term is the pressure loss pM−pMY at the control 
orifice. The computation of the other pressure losses in 
dependence of the flow rate is a simple problem. 

 𝑝𝐴 = Δ𝑝𝐴−𝑀 + Δ𝑝𝑀−𝑀𝑌 + Δ𝑝𝑀𝑌−𝑌 + 𝑝𝑌 (8) 

After combining the equation of motion with the equation 
for the hydraulic resistance a new transcendent equation (9) 
establishes the linkage between the valve functionality and 
the subsystem properties. 

 𝑄𝑀
2 =

𝐹𝑀 − 𝐹𝐹

𝜁𝑀−𝑀𝑌
𝜌
2

𝐴𝐾
𝐴𝑓𝑙𝑜𝑤

2 − 𝜌
𝐴𝑓𝑙𝑜𝑤

𝑘𝐺𝐹

 
(9) 

The above equation forms the basis for the following con-
siderations. It defines an implicit relation between the flow 
rate and the valve displacement. With the knowledge of the 
flow rate all pressure drops are computable and the static 
valve performance curves result from the pA = f(QM) link-
age. Without the use of the coefficients ζM−MY and kGF an-
other solution strategy is required. Therefore, the flow rate 
becomes an additional iteration parameter. Now, the equiva-
lent root problem eq. (10) needs to be solved in a proper 

way. The major difficulty lies in the transcendent character 
of this equation and that the convergence is evaluated in the 
pressure drop at the control orifice while the iteration pa-
rameter is given through the flow rate. With the help of an 
iterative problem-solving approach a feasible solution was 
found. 

      Δ𝑝𝑀−𝑀𝑌(𝑄𝑀 , 𝑥𝑀)
= Δ𝑝�𝑥𝑀 , 𝐹𝑓𝑙𝑜𝑤(𝑄𝑀 , Δ𝑝𝑀−𝑀𝑌), 𝐹𝑀 − 𝐹𝐹� 

(10) 

Equations (9, 10) illustrate how modifications of the geo-
metrical shape influence the valve performance. This hap-
pens through changes in the coefficients or in the charac-
teristic maps for the control orifice and the solenoid. 

3.2 Inverse problem formulation 

Based on the mathematical formulation of the static valve 
performance an inverse solution strategy is developed. Here, 
the new inputs for the simulation model are the characteris-
tic curves pA = f(QM) for IM = const. Furthermore, these 
inputs form the basis for a subsequent solenoid design in 
combination with the already mentioned predefined control 
orifice concepts. 

The mathematical solution involves several solution steps. 
First, the hydraulic resistances for the upstream and down-
stream flow region have to be subtracted from the input 
curves according to eq. (8) remaining the pressure drop-flow 
rate relation for the control orifice. The next step is indis-
pensably for the calculation of the force-displacement 
curves. Here, the essentially needed linkage between pres-
sure drop, flow rate and valve displacement have to be de-
termined. Therefore, the resistance equation is transformed 
into a root problem eq. (11). Because of the predefined con-
trol orifice concepts only the smallest cross-section Aflow is 
unknown. The geometrical shape of the control orifice di-
rectly connects the flow area with the valve displacement. 
An equivalent solution is possible when the characteristic 
map Δp = f(QM, xM) is used instead of the model equation. 

 
0 = 𝜁𝑀−𝑀𝑌

𝜌
2

�
𝑄𝑀

𝐴𝑓𝑙𝑜𝑤(𝑥𝑀)�
2

− (𝑝𝑀 − 𝑝𝑀𝑌) 
(11) 

If the valve displacement is known the sum of solenoid and 
spring force FM−FF can explicitly be computed according to 
eq. (9). The use of characteristic maps yields to a similar 
equation. 

 
𝐹𝑀 − 𝐹𝐹 = 𝑄𝑀

2 �𝜁𝑀−𝑀𝑌
𝜌
2

𝐴𝐾

𝐴𝑓𝑙𝑜𝑤
2 −

𝜌
𝐴𝑓𝑙𝑜𝑤

𝑘𝐺𝐹� 
(12) 

 𝐹𝑀 − 𝐹𝐹 = 𝐴𝐾Δ𝑝𝑀−𝑀𝑌 − 𝐹𝑓𝑙𝑜𝑤(𝑄𝑀 , Δ𝑝𝑀−𝑀𝑌) (13) 

Equations (12, 13) summarize the two different solution 
opportunities. They offer a possibility to compute the force 
characteristics for the solenoid-spring combination without 
any optimization algorithm. The solution strategy bases on 
the idea that different geometrical control orifice concepts 
require various counter forces for realization of the intended 
valve performance. Hence, the choice of a control orifice put 
requirements on the solenoid's force-displacement character-
istics whose achievement by a geometrical design remains 
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pole tube armature
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unanswered so far. The next logical step includes the calcu-
lation of the force demands for the different predefined 
control orifice concepts and their benchmarking with respect 
to a general feasibility. The following section focuses on 
these issues. 

4 Geometrical valve design 

4.1 Control orifice concepts 

As explained in the previous sections every control orifice 
concept can be described with four characteristic curves. 
The geometrical values are the closest cross-section 
Aflow(xM) and the theoretical pressure area AK(xM). The 
energy losses are modeled with the loss coefficient ζM-MY and 
the force reactions with the geometrical coefficient kGF. 
Alternatively, characteristic maps are used instead of the 
coefficients describing the fluid flow. For the pressure relief 
valve three different geometrical concepts were investigat-
ed; see fig. 7. These include a valve seat with a chamfer and 
a valve spool shaped in a cone-/piston-/sphere-like manner. 
This selection ensures geometric similarity meanwhile all 
other differences result from the flow-dependent model 
parameters. 

 

Figure 7: Determination of the hydraulic parameters 

The numerical CFD simulations are carried out for several 
valve displacements analyzing the pressure drop at the con-
trol orifice and the force reaction on the valve spool. Assum-
ing similar flow conditions at different valve displacements, 
a reduction of the obtained results to a 1-dimensional model 
description is possible. Otherwise, the complex 3-dimensio-
nal fluid flow is expressed in terms of characteristic maps. 

Figure 8 illustrates the results for the hydraulic resistance 
and the flow force depending on the Reynolds' number ReM. 

 

Figure 8: Control orifice characteristic curves 

The results of fig. 8 show the different hydraulic behavior of 
the investigated control orifice concepts. The differences in 
the laminar region of the loss coefficient ζM−MY can easily be 
explained through the geometrical shape of the control ori-
fice. Neglecting the shear forces at the valve spool lead to 
similar characteristic curves for the geometrical coeffi-
cient kGF. Since the shear forces support the valve opening 
the acting flow forces are reduced and the geometrical coef-
ficient displays these distinctions. Especially for the cone- 
and sphere-shaped orifice geometry there exist large differ-
ences in the remaining flow forces. 

4.2 Determination of counterforce characteristics 

In this subsection, the previously computed characteristic 
curves for the control orifice concepts are combined with the 
intended valve performance. For reasons of simplification 
the whole pressure difference should operate at the control 
orifice, thus no additional upstream and downstream re-
sistances exist. The results outlined in fig. 9 indicate various 
differences between the control orifice concepts. For the 
same static valve performance there exist different demands 
on the valve displacement. The reason, of course, lies in the 
varying loss coefficient. In contract to this, the slopes of the 
force characteristics dominantly result from the hydraulic 
forces, in particular the flow force. Additionally, the force 
slopes differ between a low and high pressure setting entail-
ing a spreading dependent on the applied orifice design. 

The benchmark of the different orifice concepts leads to a 
favorable design. As a result, the cone-shaped control orifice 
remains for the following considerations because of its ad-
vantageous counterforce slopes. The decreasing force slope 
at maximum pressure setting ensures that almost the whole 
solenoid force is used for closing the valve seat. This sup-
ports the development of a smaller actuator. Furthermore, 
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the convenient spreading of the force slopes facilitates the 
realization through a solenoid. 

 

Figure 9: Pressure-flow rate demands and computed 
counterforce maps 

Against the backdrop of a subsequent geometrical solenoid 
design the required counterforce map contains features of a 
proportional and switching solenoid. In combination with a 
spring the realization of this force demands appears possi-
ble. How accurate the implementation succeeds is presented 
in the subsequent section for the solenoid design. 

4.3 Solenoid design 

Starting from the preliminary draft the force requirements 
have to be fulfilled by a derived solenoid and its geometrical 
design. As already mentioned the force characteristics com-
bine a switching and proportional behavior. The idea behind 
the solenoid design is to realize the force spreading inside 
the actuator and modify the force level with a linear spring. 
This strategy shows fig. (10). Here, the three governing 
demands are the maximum force to achieve the highest 
pressure setting, the necessary operating range the counter-
force have to be present and the spreading in the force 
slopes to obtain a uniform pressure rise independent of the 
pressure setting. A backward calculation of the solenoid 
force from the counter forces is nontrivial, because addition-
al parameters characterizing the spring are introduced. The-
se parameters are the spring rate and the spring preload. 
Furthermore, the used armature displacement range defined 
through the residual air gap is also of interest. For simplifi-
cation, the design demands for the solenoid are formulated 
without the spring force. This allows further adjustments 
after the geometrical design of the solenoid. 

 

Figure 10: Analysis of the required force characteristics 

Based on the requirements the design of the force-influ-
encing air gap in the pole tube was done by means of re-
sponse surface methodology. Afterwards, different combina-
tions of the solenoid's force characteristics including the 
spring force were compared until an adequate solution was 
reached. A final comparison clarifies fig. (11). There, the 
results agree well at low pressure settings, at higher pressure 
settings only the average slope is reached. The affect of 
these differences on the overall valve performance in con-
tract to the preliminary design is discussed in the following 
sections. 

 

Figure 11: Achieved force characteristics: solenoid-spring 
combination 

In taking a deeper insight into the resulting counterforce 
map, the force slopes reveal as source of uncertainties. This 
means, that a deviation of the valve adjustment can cause 
force errors, even if the compensation of the pressure setting 
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through spring preload modifications is generally possible. 
However, additional errors due to the different reference 
position may exist. The answer of this question is explained 
in the second last section. 

5 Measurement and simulation results 
After the fundamental preliminary design of the solenoid on 
the basis of control orifice concepts with the help of the 
inverse simulation model the real prototype valve and its 
subsystem characteristics are considered in a simulation 
model. Therefore, the already presented solenoid force-
displacement characteristics are compared with measure-
ment results of the manufactured solenoid. The characteris-
tic curves of the solenoid are measured without the hydrau-
lic elements of the valve assembly. Here, the armature of the 
solenoid acts against a force transducer, their displacement 
is measured contactless via laser triangulation meanwhile 
the coil is set under direct current. 

The measurement results in fig. 12 show a good agreement 
with the simulation at high solenoid currents. At lower mag-
netic potentials the differences between measurements and 
simulation rise slowly approving the used simulation meth-
ods for a geometrical solenoid design. Anyway, the most 
influencing factors and crucial simulation parameters in this 
designing stage are the material properties of the elements in 
the magnetic circuit. The accuracy of the FEM simulation 
results is very sensitive to this parameter making intensive 
foregoing considerations necessary. After the actuator veri-
fication the next steps involve the evaluation of the hydrau-
lic subsystem and of the whole component performance. 

 

Figure 12: Solenoid force-displacement characteristics: 
measurement vs. simulation 

 

Figure 13: Control orifice pressure drop-flow rate 
characteristics: measurement vs. simulation 

The verification of the hydraulic subsystem is done through 
the comparison of the pressure drop-flow rate characteristics 
of the control orifice. The force reaction on the valve spool 
isn't measured directly, for what reason the validation of the 
flow forces can only be done indirectly by comparing the 
valve performance curves. In accordance to the CFD simula-
tion the pressure loss have to be evaluated for a constant 
valve displacement. Thus, the static valve performance is 
measured quasi-statically and the desired values are extract-
ed from these results as illustrated in fig. 13 subtracting the 
upstream and downstream pressure loss before. The meas-
urement of the valve displacements during valve operation 
is quite complex, because no additional leakage or friction 
should be incorporated into the system. For this reason, an 
optic measurement method was chosen and the armature 
displacement was captured with a laser vibrometer. The 
presented measurement results are in very good agreement 
with the simulation results and acknowledge the applied 
parameter description according to fig. 8. Because no direct 
force reaction estimation is possible the next step includes 
comparisons of the whole valve performance. 

For verification of the valve performance, there are several 
issues to take into account, especially the valve adjustment. 
Here, the valve setting inclusive spring preload has to be 
identically in measurement and simulation, which requires 
special efforts in measurement preparation. After this, the 
static valve performance is validated through the three state 
variables pressure drop/flow rate and valve displacement. 
Because the functional specification is given as a function of 
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flow rate all characteristic curves in fig. 14 are plotted 
against the flow rate. 

 

Figure 14: Static valve performance: 
 measurement vs. simulation 

The valve displacements in measurement and simulation 
agree very well with each other. The reason for this was 
already explained in the verification of the hydraulic subsys-
tem, see also fig. 13. Therefore, the existing differences 
result only from the slight deviations in the opening pres-
sures. Another situation illustrates the pressure-flow rate 
characteristic curves. The correlation between measurement 
and simulation differs increasingly with the opening pres-
sure and the flow rate. A detailed investigation of these 
deviations inside the CFD simulation shows the formation 
of a stagnation point within the downstream flow region. 
This disturbs the force balance at the valve spool and as a 
consequence the valve performance. At this point, no further 
investigations are done. 

The comparison between the intended and achieved static 
valve performance confirms the applicability of this simula-
tion strategy for valve design. The differences at low flow 
rates and high pressure settings can be explained with the 
counterforce map according to fig. 11. The additional pres-

sure rise at higher flow rates and opening pressures is the 
result of a stagnation point. Its effect on the force balance 
can be suppressed through further modifications not dis-
cussed in detail here. 

Besides the static valve performance pressure relief valves 
tend to instability requiring additional considerations during 
the designing stage. The equations for the physical-based 
description of the valve performance include parameters that 
only act on the dynamic valve performance. These variables 
introduce enough degrees of freedom to perform a dynamic 
valve design in parallel to the static one. No dynamic simu-
lations in the time domain for the whole valve assembly 
were done, but further measurements to confirm the desired 
system damping. Figure 15 summarizes some of the meas-
urement results for a nominal current jump at the solenoid at 
different flow rates. 

 

Figure 15: Dynamic valve performance: measurement 

The measurements show, that in dependence of the size of 
the current jump the valve seat is temporarily closed by the 
solenoid. This tendency decreases with increasing flow 
rates. Furthermore, the system damping increases with the 
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flow rate and decreases with the size of the current jump. 
However, the system damping is more than sufficient in 
every operating point sometimes characterized by slight 
overshoots in the pressure. The primary causes of these 
overshoots are the small slopes of the pressure-flow rate 
characteristic curves at higher opening pressures and small 
flow rates, because the system damping is contrarily to the 
pressure-flow rate slopes. All in all, the geometrical design 
of the proportional pressure relief valve provides good re-
sults for the overall valve performance without integration 
of measurements during the virtual design process. Finally, 
the robustness of this valve assembly is investigated. The 
reason for this originates from the existing uncertainties 
within the valve assembly and the related adjustment effort. 

6 Sensitivity and robustness analysis 
The sensitivity and robustness analysis contain of several 
solution steps outlined in fig. 16. The computation is done 
with the so called Monte-Carlo simulation. First, a simula-
tion model for the system must be available including the 
system parameters and their uncertainties. For every random 
parameter, the variance has to be described in an appropriate 
manner. After that, random samples of the valve are gener-
ated and computed within the simulation model. Finally, the 
extraction of relevant parameters from a set of random char-
acteristic curves yields information about mean value, dis-
tribution and dependences of the output variables. Different 
evaluation possibilities for the massive set of simulation 
data exist, whereby histogram plots and first-order and total-
effect sensitivity indices are suitable for general nonlinear 
systems like the proportional pressure relief valves. 

 

Figure 16: Probabilistic analysis: Monte-Carlo simulation 

 

Figure 17: Monte-Carlo simulation: influence of  
valve adjustment on valve performance 

The basis for the Monte-Carlo simulation is the simulation 
model for the whole valve assembly. Therein, the geomet-
rical tolerances and other uncertainties are integrated. The 
characteristic curves for the control orifice are held constant 
during the simulations. In contract to this, force variations of 
the solenoid are incorporated in a proper way. A major prob-
lem during sample generation is the determination of the 
spring preload because the adjustment point is a simulation 
point and a priori not known. Assuming a definite valve 
displacement and flow force for this operating point, the 
solution of the balance of forces is possible resulting in a 
distribution for the spring preload. Figure 17 depicts some 
results of these simulations for two different adjustment 
accuracies. The results verify the setup procedure for the 
valve assembly during sample generation. Additionally, the 
results provide an insight into the massive set of data and the 
expected pressure distributions. 

As illustrated in fig. 17, it would be very helpful to estimate 
the influence of a single parameter uncertainty onto a partic-
ular output distribution. In the linear case, this can be real-
ized with correlation coefficients. Otherwise, the variance-
based sensitivity analysis is an appropriate solution strategy. 
The computation of correlation coefficients eq. (14) is 
known from basic mathematics. For two random sam-
ples A, B the correlation coefficient is in the range of R = -1 
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to 1. No correlation exists if the coefficient is approximately 
zero; otherwise a partial linear relationship is present. By 
transferring these basics to the Monte-Carlo simulation 
correlation coefficients can be calculated for every output 
variable in relation to every input uncertainty. These values 
describe, among others, the arrangement of the simulation 
points in the so called scatter plots. 

 
𝑅(𝐴, 𝐵) =

Cov(𝐴, 𝐵)

�Var(𝐴) ∙ Var(𝐵)
 

(14) 

Another possibility is the computation of first-order and 
total-effect indices using the variance-based sensitivity 
analysis. Here, the single influences and their interactions 
with each other are calculated from two sets of independent 
random samples. For that reason, the two sets of samples 
have to be computed as well as several resampling matrices 
of the independent inputs. Together with the necessary sam-
pling length for achieving statistical convergence, computa-
tion effort increases intensely. Various formulas published 
in literature exist for the computation of these indices, 
whereby the calculation method presented in [11] is used; 
see also eq. (15, 16). Therein, Si denotes the first-order and 
similarly STi the total-effect indices. 

 
𝑆𝑖 =

1
𝑁 − 1 ∑ 𝑓𝐵,𝑟 ∙ �𝑓𝐴𝐵

𝑖 ,𝑟 − 𝑓𝐴,𝑟�𝑁
𝑟=1

Var(𝑓𝐴𝐵)  
(15) 

 
𝑆𝑇𝑖 =

1
2𝑁 ∑ �𝑓𝐴,𝑟 − 𝑓𝐴𝐵

𝑖 ,𝑟�
2

𝑁
𝑟=1

Var(𝑓𝐴𝐵)  
(16) 

Based upon the evaluation basics the simulation results for a 
proper adjusted valve assembly stated at the bottom of 
fig. 17 are used for further investigations. Thus, the distribu-
tion of the pressure and pressure rise for a constant flow rate 
is extracted for different solenoid currents and outlined in 
fig. 18. The flow rate at the spring preload adjustment oper-
ating point is chosen as reference for these studies. 

 

Figure 18: Histogram plots for selected operating points 
according to fig. 17 

Subsequently, the following two issues have to be discussed 
in detail. In particular, this includes the questions whether 
the valve performance is robust under the existing uncertain-
ties and to what extend the several influencing parameters 
contribute to the output variances. This paraphrases in short 
a robustness and sensitivity analysis. The results indicate an 
increasing pressure variance with growing pressure setting. 
This behavior arises predominantly from the valve adjust-
ment and the underlying mounting tolerances of the valve 
assembly. However, the existing deviations remain within 
the permissible tolerance. Thus, the designed valve perfor-
mance fulfills on the one hand the intended mean perfor-
mance and on the other hand remains rather constant under 
the influence of parameter uncertainties. This is typically for 
a robust design generally characterized by a bi-objective 
optimization problem. The same situation occurs for the 
pressure rise. The slope variations of the solenoid force-
displacement curves cause a flattening of the pressure rise at 
low flow rates. As shown at the top of fig. 17 an insufficient 
adjustment of the valve can entail decreasing pressure-flow 
rate curves resulting in instability at low flow rates. This 
behavior was observed in measurements too. Anyhow, the 
pressure rise also seems to be robust, additional deviations 
with higher flow rates arise from flow force differences as a 
result of the stagnation point influence. In conclusion, the 
Monte-Carlo simulations confirm some inconsistencies 
during first measurements and verify the robustness of the 
valve performance. The next investigations contain a discus-
sion about the composition of the output variations. 

The sensitivity analysis is carried out with the help of corre-
lation coefficients and sensitivity indices. The obtained 
results for the operating points out of fig. 18 are depicted in 
fig. 19. The correlation coefficients clarify linear tendencies 
between the inputs and outputs. In contract to the sensitivity 
indices these results contain directional information ex-
pressed by its sign. The pressure variations are primarily 
determined by the valve adjustment and the solenoid. The 
effective direction is different between these two influencing 
parameters that compensation effects are possible. An iden-
tical situation exists for the pressure rise only the acting 
directions are reversed. The other sources of uncertainty 
seem to have no significant influence on the output varia-
tions. One look at the sensitivity indices indicates a similar 
situation. Because no larger differences between the first-
order and total-effect indices are present the result interpre-
tation is reduced to first-order indices. The equality of these 
values points towards the absence of interactions between 
the input parameters in the range of their single uncertain-
ties. Here, the situation is clearly equivalent to the correla-
tion coefficients. The uncertainties of the valve adjustment 
and of the solenoid affect primarily the output variances. 
The partial values depend on the pressure setting and are in 
this parameter combination nearly evenly distributed. As a 
result, the first-order indices clearly show the principal in-
fluential parameters. Further enhancements of the robustness 
of the valve performance should begin with modifications of 
these uncertainties. With this, the simulation-based design of 
the valve performance and its robustness is completed show-
ing the applicability of the acquired and existing simulation 
methods for an entire and successful virtual valve design. 
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Figure 19: Correlation coefficients and first-order 
sensitivity indices according to fig. 18 

7 Conclusion and Outlook 
This paper explains an entire solution strategy in virtual 
valve design starting with a functional specification of the 
intended valve performance of a proportional pressure relief 
valve. Based upon these requirements a novel numerical 
procedure is developed enabling a direct computation of the 
necessary solenoid force-displacement characteristic curves. 
Afterwards, the implementation of these requirements is 
realized through a specifically designed geometrical shape 
of the solenoid. In parallel, different control orifice concepts 
are benchmarked resulting in a favorable solution for the 
whole valve assembly. The virtual designed valve basically 
consisting of a control orifice and a solenoid is built up and 
its operability is verified on a test rig. The qualitative and 
quantitative correlation between measurement and simula-
tion results confirms the chosen simulation strategy and its 
applicability in virtual product design. Finally, a robustness 
analysis reinforces the whole valve design regarding uncer-
tainties at the control orifice, the solenoid and the com-
pounded valve assembly. The sensitivity and robustness 
analyses support the understanding of measurement obser-
vations arising from varying valve adjustments as well as 
the identification of important parameters for further en-
hancements of the valve operability. 

Furthermore, this inverse simulation attempt can be extend-
ed to a geometrical design of the control orifice on the sub-
system and component level instead of using predefined 
geometrical concepts. With it, the whole design process of a 
proportional pressure valve is covered through simulation 
methods greatly supporting the virtual product developing 
starting from a functional specification. 

Nomenclature 
Designation Denotation Unit 

A, B random input variables/matrices [-] 

AK pressure area [mm2] 

Aflow smallest flow cross-section [mm2] 

bM viscous damping coefficient [m/s] 

fA, fB, fAB random output variables/matrices [-] 

Fflow flow force [N] 

FF spring force [N] 

FK pressure force [N] 

FM solenoid force [N] 

IM solenoid current [A] 

kGF geometrical coefficient [-] 

mM mass [g] 

n number [-] 

Δp pressure drop/pressure loss [bar] 

pA operating pressure [bar] 

pM upstream pressure [bar] 

pMY downstream pressure [bar] 

pY tank pressure [bar] 

QM flow rate [l/min] 

R correlation coefficient [-] 

Si first-order sensitivity index [-] 

STi total-effect sensitivity index [-] 

ΔxF spring preload [mm] 

xM valve displacement [mm] 

xM0 residual air gap [mm] 

ζ loss coefficient [-] 

ρ density [kg/m3] 
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Abstract 
In this study the main goal was to study the operating states of a medium-sized mobile machine. 
The measured time series data were analysed to find frequent episodes (sequences of operating 
states) to which the conditional probabilities were then calculated. The time series data were 
first  segmented  to  find  events.  One  or  more  segments  build  up  an  event  which  can  be  
interpreted to be an operating state. The segments were then clustered and classified. The 
segment class labels were interpreted as events. As a result, a list of rules was established. The 
rules describe causal connections between consecutive operating states and transition 
probabilities from 1st state to 2nd state. The recognized operating states were further analysed to 
be used in diagnosis of the operation of the machine and focusing the diagnostics on certain 
operating states. 

Keywords: Mobile machine, analysis, diagnostics, operating state, hydraulics, time series, 
segmentation, episode, event, piecewise linear regression, clustering, classification, association 
rules, quantization error 

1 Introduction 
Technological development has produced mobile machines 
that are remotely operated [1] directly or work 
autonomously [2] while only being supervised remotely. 
These machines demand increased monitoring and analysis 
[3] of the performance and operating states of these 
machines when there is no person present inside the 
machine. If the operating states of the machine can be 
recognized during work tasks, causal connections between 
consecutive operating states can be determined and 
furthermore, diagnostics can be focused on specific 
operating states.  

Typically, in a modern mobile machine there is already a lot 
of information available about the operation of the machine, 
e.g. process and control data through communication buses, 
which can be used in analysis. In addition to this, condition 
monitoring specific sensors can also be added to the system. 
When all this information from communication busses and 
additional sensors are recorded, it leads to the generation of 
a huge amount of data. High dimensionality complicates the 
processing of time series data especially from the pattern 
recognition point of view [4]. A time series is defined as a 
collection of observations made sequentially in time [5]. 

In order to analyse the time series data of mobile machines, 
detectors of events to find frequent episodes need to be first 
created, and after that some higher level description, for 
example probability distributions or quantization error 
method [3] should be used. Finding frequent episodes from 

the measured time series data of a mobile machine requires 
segmentation of the time series data to find the events. Time 
series segmentation is often used as a pre-processing step in 
time series analysis applications. An episode is again 
defined as a collection of events that occur relatively close 
to each other in a given partial order [6]. Causal connections 
are then searched for by analysing the consecutive episodes. 

The operation of the machine can be further analysed using 
the recognized operating states. Diagnostics can be focused 
on certain operating states. Usually these are the ones that 
have the biggest changes in the analysed variables. Most 
information in regard to the detection of anomalies is 
obtained from these operating states. 

2 Description of the studied mobile machine 
The studied mobile machine, called IHA-machine [7], was 
engineered at the Department of Intelligent Hydraulics and 
Automation at Tampere University of Technology. It was 
designed to serve as a platform where different types of 
research could be conducted concurrently. The research 
platform is shown in fig. 1. 

An overview of the hydraulic systems of IHA-machine, 
which are related to the analysis performed in this study, is 
given here. More details are presented in [7]. Figure 2 shows 
a simplified hydraulic circuit of the closed loop hydrostatic 
transmission (HST) of IHA-machine. It also shows the 
added sensors and most important auxiliary components that 
provide safety and maintenance functions. 
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Figure 1: Studied mobile machine [7]. 

The main source of power is a 100 kW four-cylinder diesel 
engine. The HST pump has a displacement of 100 cm3/r and 
contains various integrated hydraulic components, sensors 
and electronics to implement the closed-loop control of the 
swivel angle and the data communication.  

Both the diesel engine and the pump are connected to the 
main PLC (Programmable Logic Controller) of the machine 
via  the  CAN  bus.  They  also  have  separate  control  units,  
which are connected to the CAN bus, offering data from 
integrated sensors. Therefore, via the CAN bus several 
parameters related to the operation of these components, e.g. 
diesel load and HST pump angle, can be monitored and 
recorded for later analysis. 

Every wheel of the machine is equipped with a slow speed 
hydraulic hub motor, with a displacement of 470 cm3/r. 
Each motor has a pressure controlled holding brake and an 
integrated sensor for measuring rotational speed. A separate 
hydraulic gear pump provides the power needed by the 
steering system. The steering of the machine can be 
controlled using proportional flow control valve and two 
symmetrically placed hydraulic cylinders. The work 
hydraulics of the IHA-machine are based on digital 
hydraulics [7,8], but this part of the machine is not studied 
here. 

 

 
Figure 2: Hydrostatic transmission of studied mobile machine [7]. 

3 Events and causal connections from time 
series 

In the method used in this study to find causal connections 
from the time series data, the data have been segmented to 
extract operating states. One or more segments build up an 
event which can be interpreted to be an operating state. A 
state is defined as a combination of the patterns of the 
selected variables. The sequences of operating states can 
then be further analysed to discover association rules from 
the sub-sequences. The method depicted in fig. 3 will be 
explained in more detail in the following sections. 

3.1 Pre-processing 

The data have to be scaled before segmentation. This 
guarantees that all variables have an equal effect on the 
segmentation result. Representative statistics of the data are 
needed in order to be able to scale the measurements. To do 
that, all the variables of the data should have enough 
variation. The data range and distribution used to compute 
the statistics should correspond to those of the whole data 
set.  Pre-processing also includes the elimination of outliers 

and noise reduction and possibly down sampling using 
moving average filtering for each measurement. 

 
Figure 3: Events and causal connections from time series. 

3.2 Segmentation 

In segmentation, the time series data are transformed into 
piecewise linear representation. A segment is a contiguous 
subset of a time series. In this study, the time series data is 
segmented using the sliding window method with piecewise 
linear regression [5]. In this method, curves are 
approximated with lines: see fig. 4. 
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New samples are added to the segment until cumulative 
squared estimation error exceeds a predefined threshold. 
Another possible criterion is the maximum of squared error 
in the segment. Several measurements can be segmented 
together. Thus, they have common cost function and the cost 
is computed by summing all the measurements. The 
measurements define together the edges of segments. 

The sliding window segmentation method is well suited to 
online segmentation, because only the preceding samples 
are needed to define the edges. However, the method can be 
quite slow if the sampling rate is high. There are several 
modifications of the sliding window segmentation algorithm 
and there are other more efficient segmentation methods, but 
unfortunately most of them are not very suitable for online 
analysis. This is because the methods expect that the whole 
sequence is available at the time of segmentation. 

3.3 Classification of segments 

Pre-processed segments are then clustered and classified. 
Clustering is the process of organizing objects into groups 
whose members are similar in some way. A cluster is 
therefore a collection of objects which are similar between 
them and are dissimilar to the objects belonging to other 
clusters. Clustering can be performed using hierarchical 
methods or k-means algorithm [9].  

The parameters of piecewise linear regression lines are used 
as  features.  One  choice  is  to  use  the  slopes  of  lines  as  
features.  Also,  the  offset  and the  length  of  segment  can  be  
used as additional features. The number of segment clusters 
has  to  be  defined,  or  a  validation  index  should  be  used  to  
select a suitable amount of clusters [10]. It is not necessary 
to cluster all the available segments, as some of them can be 
classified using cluster prototype vectors defined using a 
representative set of segments. Each cluster is presented by 
a d-dimensional prototype vector (also known as: weight, 
codebook, model, reference) ݉ = [mଵ, … , mୢ], where d is 
equal to the dimension of the input vectors. It is useful to 
save these prototype vectors, to classify another set of 
segments or to analyse classes or classification results later. 

3.4 Post-processing segmentation results 

Segment classes can be analysed using their prototype 
vectors. In case slope coefficients are used as segment 
features, prototypes can easily be visualized to find 
interpretation for classes or states: see fig. 5.   

When the classified segments are converted to events, it is 
possible to remove non-interesting segments or events.  
Events describe the behaviour and actions of the system. For 
example, a segment class with around zero slope 
coefficients for all measurements can be considered 
unusable. Events built from these segments can be removed 
before further analysis, because later analysis will be 
focused on those operating states where changes in the 
analysed variables are at their biggest which means that the 
slopes of the feature vectors are steep. It is also possible to 
combine subsequent segments with the same class labels if a 
lower number of detected states are wanted or a high 
probability of transitions from states to themselves is 

undesirable. Of course, the above post-processing methods 
will change single state distributions and transition 
probabilities. 

The sequence of segment classes will be interpreted as a 
sequence of states. Each state has a discrete label and a time 
stamp. Sequences from multiple sources can be combined 
into one sequence. Possible sources for sequences are the 
segmentation results of two separate measurement groups. 
Different methods or features can be used in each 
segmentation. 

3.5 Search for frequent episodes 

Frequent episodes can be searched from the sequences using 
the Apriori algorithm [6,11]. The algorithm finds the most 
probable sub-sequences from a sequence starting from the 
sub-sequence of length one. The length of the sequence is 
increased by one every round.  The effectiveness of method 
is based on the principle that only those episodes which 
have had all their sub-episodes frequent enough in the 
previous round are possible candidates for frequent 
episodes.  

The algorithm has two possibilities for initial search of 
length of two episodes. It is possible to search for serial or 
parallel episodes from the sequence. In the case of serial 
episodes, the order in which the states have occurred on the 
time scale is important, but in the case of parallel episodes 
the primary interest is to find out if the states occurred in the 
same  time  window  or  not.  When  longer  episodes  are  
searched for, it is, of course, possible to search for more 
complicated combinations of parallel and serial episodes if 
desired. 

The algorithm has several parameters, which have to be 
defined. These are the minimum frequency for an episode to 
be considered as interesting, the length of window used in 
the search, maximum length of episode and minimum 
confidence. The last one is actually a threshold for the 
conditional probability of a sequence.   

The sequence occurrence rates are converted to probabilities 
by dividing the rate by the number of all search windows. 
The sequence probabilities P(A, B) are further converted to 
conditional probabilities P(B|A) using single state 
probabilities: see eq. 1. 

 
P(B|A) =

P(A, B)
P(A)  

(1) 

Here, state A precedes state B, and P(A) is the probability of 
state A. The target is to find causal connections between 
states which occur frequently enough compared to other 
sequences in which either one of the two states occur. 

4 Measured data for analysis 
Different test cases were defined and 79 different test drives 
were carried out to obtain measurement data from different 
operating states, which were then analysed. These test cases 
consist of a combination of different work tasks: driving 
straight, turning, going uphill, downhill, over obstacles, 
emergency braking, reversing, different driving speeds, and 
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slow and fast rise time of driving speed. Two different 
ground types were used: asphalt and gravel. The machine 
was driven with either a test person on-board, or remotely 
using a laptop computer. An added load of 1000 kg was also 
used in some of the test drives. Some combinations of task 
scenarios were driven several times. Table 1 shows cases of 

these test drives on gravel. Table 2 shows the measured 
variables during these test drives which were then used in 
the analysis. Measured time series data were analysed using 
two different data sets, namely variables of machine driving 
behaviour (velocity/turnings) and hydrostatic transmission. 

 

Table 1:  Cases of test drives on gravel. 

Case id Description Speed Control Load Special definitions  

6-1 Uphill    40 % Person X 
 

6-2 Downhill 20 % Person X 
 

6-3 Uphill-stop-uphill start 40 % Person X 
 

6-4 Uphill 40 % Person - 
 

6-5 Downhill 20 % Person - 
 

6-6 Uphill-stop-uphill start 40 % Person -   

7-1 Turn right - over obstacle 20 % Computer - Obstacle: block of wood (right tyre) 

7-2 Turn right - over obstacle 40 % Computer - Obstacle: block of wood (right tyre) 

7-3 Turn right - over obstacle 20 % Computer - Obstacle: block of wood (left tyre) 

7-4 Turn right - over obstacle 40 % Computer - Obstacle: block of wood (left tyre) 

8-1 Driving straight 40 % Computer X Slow: rise time 1.5 s to max. speed 

8-2 Driving straight 40 % Computer X Fast: rise time 0.5 s to max speed 

8-3 Driving straight 40 % Person X Slow: rise time 1.5 s to max. speed 

8-4 Driving straight 40 % Person X Fast: rise time 0.5 s to max speed 

8-5 Driving straight 40 % Computer - Slow: rise time 1.5 s to max. speed 

8-6 Driving straight 40 % Computer - Fast: rise time 0.5 s to max speed 

8-7 Driving straight 40 % Person - Slow: rise time 1.5 s to max. speed 

8-8 Driving straight 40 % Person - Fast: rise time 0.5 s to max speed 

9-1 Driving straight 40 % Person - Emergency braking 

10-1 Straight-right-straight-left-straight  20 % Person -   

10-2 Straight-right-straight-left-straight 40 % Person - 
 

10-3 Straight-right-straight-left-straight 20 % Person X 
 

10-4 Straight-right-straight-left-straight 40 % Person X 
 

10-5 Straight-right-straight-left-straight 20 % Computer X 
 

10-6 Straight-right-straight-left-straight 40 % Computer X 
 

10-7 Straight-right-straight-left-straight 20 % Computer - 
 

10-8 Straight-right-straight-left-straight 40 % Computer -   

11-1 Directly reversing 40 % Computer - Slow: rise time 1.5 s to max. speed  

11-2 Directly reversing 40 % Computer - Fast: rise time 0.5 s to max speed 

12-1 Simulation of normal operation   Person -   
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Table 2:  Measured variables during test drives. 

 Signal Range Unit 

D
riv

in
g 

be
ha

vi
ou

r 

Steering reference -16384…16383 - 

Frame angle 193,1…117,1 ° 

Rotational speed of front left tyre -∞...∞ r/s 

Rotational speed of front right tyre -∞...∞ r/s 

Rotational speed of rear left tyre -∞...∞ r/s 

Rotational speed of rear right tyre -∞...∞ r/s 

H
yd

ro
st

at
ic

 tr
an

sm
is

si
on

 Diesel rotational speed reference 0…2200 rpm 

HST pump angle reference -1000…1000 ‰ 

Diesel rotational speed 0…2200 rpm 

Diesel load 0…100 % 

HST pump measured angle -1000…1000 ‰ 

Pressure at port A 0…500 bar 

Pressure at port B 0…500 bar 

.

5 Recognition of operating states from 
measurement data 

Measurements were scaled to zero mean and unit variance 
before the analysis. For this, measurement statistics from 
eleven representative test drives were collected. Moving 
average filtering was also used to get rid of situations when 
segment is intercepted by noise in measured variables. 

Next, the pre-processed measurements were segmented 
using sliding window segmentation with piecewise linear 
regression. Cumulative squared error function with the 
threshold 0.3 was used to define the edges of segments. Data 
from all the test drives were segmented similarly using two 
groups of measurements. An example of segmentation of 
one test drive in the case of driving behaviour related 
measurements (frame angle and rotational speed of front 
left) is shown in fig. 4. 

 

Figure 4: Time series segmentation of case 12-1. Frame angle and rotational speed of front left tyre are shown as examples. 
The measurements are normalized to zero mean and unit variance for segmentation and the length of time series is 50 s.
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The segments of eleven representative test drives were 
clustered using k-means clustering with Davies-Bouldin 
validation index [10] and segment slopes as features. In tab. 
3 is defined the basic steps of k-means algorithm. 

Table 3:  Steps of K-means clustering. 

K-means clustering 

1.  Initialize: select a set of K candidate cluster centres 

2.  Assign each data point to the closest cluster centre 

3.  Set the cluster centres to the mean value of the points in 
each cluster 

4.  Repeat Steps 2 and 3 for a fixed number of iterations or 
until there is no change in cluster assignments 

 

The grouping in k-means algorithm is done by minimizing 
the sum of squares of distances between data and the 
corresponding cluster centres according eq. 2, where K is 
the number of groups and N is the number of sample/feature 
vectors, ࢞୬ is sample/feature vector and ୧ is the mean of 
the  data  points  in  set  i,  i.e.  prototype  of  cluster  i  and  it  is  
calculated according eq. 3.  

Clustering was repeated five times for every number of 
clusters and the result with minimum quantization error was 
selected. The number of clusters was varied from 10 to 30 

clusters and the one giving minimum validation index value 
was selected. In this study, the optimal number of clusters 
for driving behaviour variables was found to be 27, and for 
hydrostatic transmission variables 29. 

As a result of clustering, the segments of representative test 
drives were clustered and a prototype vector for each cluster 
was computed. These models were used to classify the 
segments of other test drives. Prototype vectors of clusters 
for driving behaviour measurements are shown in fig. 5. The 
lines in the subplots describe the behaviour of the signal in a 
particular state. The signal is constant or increases or 
decreases at a certain rate. A state is a combination of the 
patterns of the selected variables. For example, in state 27 
(the  far  right  column)  the  values  of  the  1st and  6th variable 
increase and the others decrease. 

 
J = ‖࢞୬ ୧‖ଶ−
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N୧
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୬ୀଵ
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The segmentation results were further processed by 
combining consecutive segments belonging to the same 
class. The segment class labels generate an event sequence. 
For each event a time stamp is computed by averaging 
sample time stamps of the segment.  

 

Figure 5: Prototype segments for 1st variable set. The rows correspond to variables and columns to operating states.

Two event sequences were built for each test drive. Event 
labels generated using hydrostatic transmission related 
measurements are shifted by the number of segment classes 
for driving behaviour measurements to obtain event labels 

which are unique over both measurement sets. As a result, 
hydrostatic transmission related events are labelled between 
28 and 56. In fig. 6 classified segments with the event labels 
of one test drive are shown. 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
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Figure 6: Time series (case 12-1) of length 1min 45s are plotted using different colours for each event. The labels of events are 
shown on the bottom row.

The probabilities of the events which occur in the test drives 
are shown in fig. 7. Some of the segment classes are more 
probable  than  others.  Usually,  the  slopes  of  segments  in  
such classes or states are near zero. Thus, the classes 
correspond to constant movement or operation without any 
changes. 

For each test drive two sequences corresponding to the 
measurement sets were combined. The new sequence has 
events with labels from 1 to 56. 

Frequent serial episodes of length 2 were searched for from 
these sequences. The time stamps were converted to discrete 
values, because the original algorithm is designed to process 
these. 

Serial episodes with a certain probability were found. The 
probabilities were further converted to conditional 
probabilities using eq. 1 to find out how probable it is that 
one state occurs when a certain state has already occurred. 
In tab. 4 serial episodes with the highest conditional 
probability are shown. The probability of an episode in the 
studied sequences is also shown, as well as the overall 
probability of the first events of episodes. 

According to the first rule in the table, state 45 occurs nine 
times and there is an over 88% probability that state 15 will 
follow. 

 
Figure 7: Probabilities of all events over all cases. There 

are total 56 different events: 27 for 1st variable sets and 29 
for 2nd variable sets. 
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Table 4:  Serial episodes and the event probabilities used to 
compute episode conditional probabilities. There are in 

total 758 events. Episodes with first event occurring three 
times or less are left out as well as episodes with conditional 

probability of less than 0.3. 

A → B P(A, B) P(A) n(A) P(B|A) 

45 → 15 0.01055 0.01187 9 0.8889 

46 → 15 0.00660 0.00792 6 0.8333 

31 → 22 0.02243 0.02902 22 0.7727 

44 → 15 0.02111 0.02770 21 0.7619 

53 → 22 0.00792 0.01055 8 0.7500 

43 → 22 0.00396 0.00528 4 0.7500 

55 → 22 0.00660 0.00923 7 0.7143 

30 → 22 0.01583 0.02243 17 0.7059 

51 → 15 0.02243 0.03562 27 0.6296 

20 → 10 0.00660 0.01055 8 0.6250 

48 → 17 0.01715 0.02902 22 0.5909 

41 → 22 0.02111 0.03694 28 0.5714 

5 → 33 0.00528 0.00923 7 0.5714 

6 → 20 0.00396 0.00792 6 0.5000 

6 → 33 0.00396 0.00792 6 0.5000 

34 → 37 0.01187 0.02375 18 0.5000 

22 → 39 0.04881 0.10422 79 0.4684 

37 → 31 0.01055 0.02507 19 0.4211 

24 → 33 0.00528 0.01319 10 0.4000 

39 → 17 0.02375 0.06069 46 0.3913 

10 → 41 0.00396 0.01055 8 0.3750 

17 → 33 0.03430 0.09631 73 0.3562 

35 → 17 0.01451 0.04222 32 0.3438 

25 → 32 0.00264 0.00792 6 0.3333 

35 → 32 0.01319 0.04222 32 0.3125 

15 → 48 0.02507 0.08047 61 0.3115 

 

6 Analysis of operation using recognized states 
After recognition of the operating states, these can be further 
analysed to study the operation of the machine. On the basis 
of earlier research results [3] it was noticed that the biggest 
effects of different fault states were at the transient stages of 
the hydraulic system in which the changes in the pressure 
and volume flows were at their highest. Therefore analysis 
will be focused on operating states where the slopes of the 
feature vectors are steep and when changes in the analysed 
variables are at their biggest. 

The quantization error method [3,12,13] was used to study 
the operation of the machine, and it is based on the distance 
calculation, Euclidian distance, which is shown in eq. 4. 

Here, the neuron whose weight vector is closest to the input 
sample vector ݔ is called the BMU, denoted by c. 

 e୯ = ࢞‖ ‖ୡ− = min
୧

࢞‖}  ୧‖} (4)−

After this, a certain threshold can be set which determines 
the greatest distance on which recognition occurs. So when 
the method is tested the distances between the sample 
vectors from the testing data and all the cluster prototype 
vectors are calculated. If the minimum distance is bigger 
than the threshold value set beforehand, then this sample 
vector is treated as an anomaly, which can be either a new 
operating or a fault state.  

After anomalies have been detected and proved to be faulty 
operating states, data from these states can be used to detect 
and identify them in the future. However, in this study there 
were no data available from faulty states. 

Figure 8 shows the quantization error of all the classified 
segments  of  the  1st data set. There are altogether 302 
segments. In turn, fig. 9 shows the quantization error of the 
2nd data set. There are altogether 377 segments. Based on 
these quantization errors, thresholds can be set to separate 
possible anomalies from normal states. In these figures few 
larger quantization errors can be seen, which complicates 
the detection of anomalies. In this case, some of the 
anomalies could be mixed with normal states. This could 
perhaps still be improved by selecting a different number of 
clusters or even another clustering method. Only the k-
means clustering method was used in this study. But also 
longer and more versatile test drives than those which are 
used here would improve the situation and reduce the 
number of spikes in the quantization error.  

Figure 10 shows the quantization error of state number 22, 
which is the most probable state in the test drives: see fig. 7. 
84 segments were classified as state 22. Here, only a few of 
the quantization error values are significantly larger than the 
rest  of  the  values.  Thus,  in  case  of  state  number  22  the  
definition of the threshold to detect anomalies is more 
straightforward. 

 
Figure 8: Quantization error of all classified segments of 1st 

data set. 
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Figure 9: Quantization error of all classified segments of 2nd 

data set. 

 
Figure 10: Quantization error of state number 22. 

7 Conclusions 
The operating states of a medium-sized mobile machine 
were studied to find causal connections between consecutive 
operating states and transition probabilities from 1st state to 
2nd state, and to focus the analysis of operation on certain 
operating states. 

Altogether 56 different operating states were found from 
measurement data using sliding window method with 
piecewise linear regression for time series segmentation and 
k-means algorithm for clustering and classification of pre-
processed segments. The analysed data were comprised of 
two different data sets (machine driving behaviour and 
hydrostatic transmission). 

Causal connections between consecutive operating states 
were found, using the Apriori algorithm, to which transition 
probabilities were then calculated. In this study consecutive 
serial operating states of length 2 were searched for from the 
recognized operating states. If desired, also longer and/or 
more complicated sequences can be searched for. 

The operating states that have the steepest slopes of the 
feature vectors were found and these can be further analysed 

to study the operation of the machine using the quantization 
error method. It is noted that this is an on-going work. 

The data-driven methods described in this study can be 
implemented to different kinds of mobile machines. 
Insufficient sensor information may limit the number of 
applications, but the analysis methods in general are not 
restricted to a specific machine type. The thresholds in 
segmentation and anomaly detection need be defined based 
on specific applications and need specific knowledge about 
the operation of the system. The selection of critical 
measurement signals describing the operation of the 
machine also requires knowledge about the machine. 

Nomenclature 
Designation Denotation Unit 

A 1st state [-] 
B 2nd state [-] 
c Best-matching unit (BMU) [-] 
e୯ Quantization error [-] 
J Sum of squares clustering function [-] 
K Number of groups/clusters [-] 
 [-] Prototype vector ܕ
 [-] ୡ Prototype vector chosen as BMU
N Number of sample vectors [-] 
n(A) Number of state A [-] 
P(A) Probability of state A [-] 
P(A, B) Sequence probability [-] 
P(B|A) Conditional probability [-] 
 [-] Data/feature vector ࢞

References 
[1] Uusisalo, J. 2011. A   Case   Study   on   Effects   of     

Remote  Control  and  Control  System  Distribution  in  
Hydraulic  Mobile  Machines.  Dissertation.  Tampere, 
Finland. Tampere University of Technology. 
Publication 960. 111 p. 

[2] Durrant-Whyte, H. 2005. Autonomous Land Vehicles. 
Proc. IMechE., Part I: Journal of Systems and Control 
Engineering, 1, vol. 219, no. 1, pp. 77-98. 

[3] Krogerus, T. 2011. Feature Extraction and Self-
Organizing Maps in Condition Monitoring of Hydraulic 
Systems. Dissertation. Tampere, Finland. Tampere 
University of Technology. Publication 949. 126 p. 

[4] Ruotsalainen, M., Jylhä, J., Vihonen, J. and Visa, A. 
2009. A Novel Algorithm for Identifying Patterns from 
Multisensor Time Series. In Proceedings of the 2009 
WRI World Congress on Computer Science and 
Information Engineering, CSIE 2009, Los Angeles, 
California, USA, 31 March - 2 April, 2009, vol. 5, pp. 
100-105. 

 

0 100 200 3000

1

2

3

4

5

6

7

Number of classified segments

D
is

ta
nc

e 
fro

m
 c

lo
se

st
 p

ro
to

ty
pe

 v
ec

to
r 2nd variable set

20 40 60 80
0

0.5

1

1.5

Number of classified segments

D
is

ta
nc

e 
fr

om
 c

lo
se

st
 p

ro
to

ty
pe

 v
ec

to
r State number 22

387



[5] Keogh, E., Chu, S., Hart, D. and Pazzani, M. 2011. An 
Online Algorithm for Segmenting Time Series. In 
Proceedings of IEEE International Conference on Data 
Mining, 2001, pp. 289-296. 

[6] Mannila, H., Toivonen, H. and Verkamo, I. 1997. 
Discovery of Frequent Episodes in Event Sequences. 
Data Mining and Knowledge Discovery, vol. 1, no. 3, 
pp. 259-289. 

[7] Backas, J., Ahopelto, M., Huova, M., Vuohijoki, A., 
Karhu, O., Ghabcheloo, R. and Huhtala, K. 2011. IHA-
Machine: A Future Mobile Machine. In Proceedings of 
The Twelfth Scandinavian International Conference on 
Fluid Power, SICFP’11, Tampere, Finland, May 18-20, 
2011, Vol. 1, No. 4, pp. 161-176. 

[8] Huova, M., Karvonen, M., Ahola, V., Linjama, M. and 
Vilenius, M.  2010. Energy Efficient Control of 
Multiactuator Digital Hydraulic Mobile Machine. In 
Proceedings of 7th International Fluid Power 
Conference Aachen, Aachen, Germany, March 22 -24, 
2010, vol. 1, 12 p.  

[9] Theoridis, S. and Koutroumbas, K. 1999. Pattern 
Recognition, Academic Press, USA. 

[10] Davies, D. and Bouldin, D. 1979. A Cluster Separation 
Measure. IEEE Transactions on Pattern Analysis and 
Machine Intelligence, vol. 1, no. 2, pp. 224-227.  

[11] Agrawal, R. and Srikant, R. 1994. Fast algorithms for 
mining association rules. In Proceedings of the 20th 
VLDB conference, 1994, pp. 487–499. 

[12] Ahola, J., Alhoniemi, E. and Simula, O. 1999. 
Monitoring Industrial Processed Using the Self-
Organizing Maps. In Proceedings of the 1999 IEEE 
Midnight-Sun Workshop on Soft Computing Methods in 
Industrial Applications, Kuusamo, Finland, June, 1999. 
pp. 22-27. 

[13] Alhoniemi, E.,  Hollmén, J.,  Simula, O. and Vesanto, J.  
1999. Process Monitoring and Modeling Using the Self-
Organizing Map. Integrated Computer-Aided 
Engineering, vol. 6, no. 1, pp. 3-14. 

388



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden 

Model-Based Fault Detection for Hydraulic Servoproportional Valves 

José Roberto Branco Ramos Filho* and Victor Juliano De Negri 

LASHIP, Mechanical Engineering Department, Federal University of Santa Catarina, Florianópolis, SC, Brazil  

E-mail: robertobrancofilho@gmail.com, victor.de.negri@ufsc.br 

*Institute of Engineering and Geosciences, Universidade Federal do Oeste do Pará, Santarém, Pará, Brazil 

Abstract 

This paper presents a mathematical model for online fault detection on single solenoid 

servoproportional spool valves. The most common failures as well as its effects on the valve 

behavior are studied and took into account for the model representation. Servoproportional 

valves are used in industry, aerospace, and military fields. Some of these uses are critical-

mission, where the valve must not fail without previous warning to prevent or mitigate financial 

losses, equipment damage, and risk to personnel. Even in less demanding applications, it is very 

useful to be able to quickly locate a failure in the hydraulic circuit, which is a task that may 

demand up to 80% of the time used in corrective maintenance. Total failure can readily be 

detected using the signals available on the valve electronics. However, since the spool 

positioning is on closed loop on these valves, incipient failures that can be overcome by the 

controllers cannot be easily detected. In this paper, an experimentally validated analytical model 

is used as a reference model such that the solenoid actual current can be compared with the 

theoretical current. Since the valve hysteresis is considered, the model calculates maximum and 

minimum current values that correspond to an undamaged valve. Experimental results with a 

standard valve and a damaged valve show the effectiveness of the model for fault detection. 

Keywords: hydraulics, proportional valves, fault detection. 

1 Introduction 

Electrically modulated hydraulic control valves [1], 

particularly servoproportional spool valves, are used in 

several applications in industry, aerospace, and military 

fields. Some of these applications are critical-mission, where 

the valve must not fail without previous warning to prevent 

or mitigate financial losses, equipment damage, and risk to 

personnel. Even in less demanding applications, it is very 

useful to help quickly locating a failure in the hydraulic 

circuit, which is a task that may demand up to 80% of the 

time used in corrective maintenance. Also, a valve who has 

not lost its function, but is not operating at its best may 

affect the entire hydraulic system performance, making it 

hard for engineers to locate and solve the problem [2]. 

A fault detection process isolates the source of a system 

malfunction through the gathering and the analysis of 

information about the current state of the system obtained 

through measurement, testing and other sources of 

information, such as the user [3]. Since the detection is 

usually performed in embedded systems with other 

functions, such as control, the fault detection process should 

be as simple as possible. The attempt to detect all possible 

failures would make the process unnecessarily complex and 

would increase its response time. That is why embedded 

fault detection systems are made to quickly detect the most 

common faults. On the other hand, running complex tests 

periodically would not compromise the system safety [4]. 

The evaluation of the acquired data from the system is 

important to the decision making process and it can be done 

using techniques such as artificial intelligence, behavior or 

failure models, signal analysis, process history, statistical 

methods and others [3], [5]. The model based approach 

requires extensive effort during the development phase, and 

is computer intensive when used on-line, but is adaptable to 

other similar equipment through parameter and model 

adjustments. The model development process also adds 

knowledge over the system under study [5]. For these 

reasons, the model approach has been chosen by the authors 

to generate the necessary information for decision making. 

2 Common failures in spool valves 

Electrically modulated hydraulic control valves should have 

a service life of several million cycles when operated with 

adequate filtered fluid within the boundaries of its nominal 

specifications. However, its service life is greatly influenced 

by operational conditions such as the environment where it 

is installed, fluid contamination, the use of dither, pressure 

and voltage spikes, etc. 

Among the most common failures are the ones caused by 

contaminated fluid and degraded components due to 

excessive wear [2]. In order to gain some knowledge on how 

these failures affect the valve and what should be monitored 

to detect such a situation, the most common faults are 

discussed below [2], [6]. 
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2.1 Solenoid fault 

After the solenoid reaches the magnetic saturation current 

level, additional current through the solenoid will only cause 

it to generate heat. This increases its impedance and 

therefore decreases the current through the solenoid for a 

certain voltage. This also reduces its ability to generate 

mechanical force. In extreme cases the core may fracture or 

the coil inductance may be permanently altered. When the 

solenoid burns it becomes an open circuit, and no current 

goes through no matter the voltage applied. This causes the 

valve not to respond to the command signal, and therefore 

no spool movement will be possible. 

2.2 Spring fault 

A broken or fatigued spring may cause the spool to drift, 

since it is subject only to both the solenoid and to the 

steady-state flow forces. A valve with a broken spring is not 

able to comply with the command signal, even though the 

solenoid is working properly. 

2.3 Fluid fault 

According to [7], up to 75% of the failures in hydraulic 

systems are caused by contamination generated or added to 

the system. The undesirable effects include frequent 

component replacement, loss of movement repeatability, 

parameter alteration, fluid degradation and others. Among 

the most common contaminants are those presented below. 

2.3.1 Solid particles 

The gap between the spool lands and the sleeve of control 

valves ranges from 1 to 25 µm according to the valve size 

and design. Particles around that size can silt or become 

wedged in the spool or sleeve, leading to erratic movements, 

jamming, and permanent damage to lands, orifices and 

sleeve [8]. Contaminants such as sand, metal particles, 

polish compound, and other residues can cause wear and 

premature failure, making this kind of contaminant one of 

the critical factors to affect the service life and the reliability 

of hydraulic systems [9], [10], [11]. These contaminants 

may come from the external environment or may come from 

the wear of components of the system. 

How long it will take for this to occur depends on the 

amount and size of particles, and on the pressure 

differential, varying from a few seconds to a few hours if the 

valve is centered [9], [8]. Particles ranging from 5µm to 40 

µm may quickly jam a valve, and occurrences even during 

the commissioning of the machine have been reported [8]. 

In the long run, particle contamination may cause increased 

friction between the spool and the sleeve, increasing 

hysteresis, scratching the spool surface and eroding edges, 

increasing flow and non-linear behavior in the center 

position. This state demands more from the solenoid, who 

has to operate at higher current levels to move the spool, 

increasing both threshold and flow gains, and decreasing 

pressure gains. When the valve is extremely damaged its 

responses may become slower, unstable or fail completely 

due to the clogging of orifices or to the failure of the 

solenoid [9], [8]. 

2.3.2 Water 

Water may be dissolved in the fluid up to the saturation 

point, and then the excess presents as a second phase (free 

water) or an emulsion. Water contamination can lead to 

failures such as corrosion of surfaces, accelerated abrasive 

wear, metal fatigue, and increased friction due to viscosity 

loss among others. These effects will lead to the increase of 

the force necessary to move the spool. Even greater 

complications may occur when the temperature decreases, 

since the fluid holds less dissolved water under these 

conditions, and when the freezing point is reached, the 

formation of ice crystals may affect the system functions 

[12]. 

2.3.3 Air 

The air may be dissolved or free in the hydraulic fluid. 

Though it causes less trouble when dissolved, it may cause 

jamming, erratic functioning and other undesirable effects 

when it is trapped inside a valve [13]. The air may come 

from leaks in the system, from maintenance interventions, or 

from fluid turbulence in the reservoir. 

2.3.4 Varnish and slug 

Varnish and slug are generated by the degrading of the 

hydraulic fluid, which may happen as a result of natural 

aging, overheating, or the presence of contaminants such as 

water, air, solid particles, among others. It may be dissolved 

or free in the fluid. The fluid capacity to hold them 

dissolved depends greatly on the fluid temperature [9]. The 

varnish may accumulate in low flow and low temperature 

areas of the system, while areas with a high flow or high 

temperature are not affected. This kind of contaminant 

affects particularly valves that are not used for a certain 

period of time, like the ones used in emergency systems or 

during the cold start of a machine with degraded fluid [14]. 

These residues may clog orifices and grooves making the 

valve sluggish. In such a state the valve experiences 

jamming and performance loss. Also, solid particles may 

accumulate on the sticky surface, creating an abrasive 

surface that accelerates the wear of the moving parts of the 

system [14]. 

2.4 Other factors 

Other factors may cause problems, such as pressure spikes, 

electrical surges, fatigue and manufacturing defects. 

Pressure spikes and electrical surges may be generated by 

accidents or design problems. When pressure spikes occur, 

damage to internal components, valve manifold an leaks 

may affect the valve, causing alterations in its behavior. 

Electrical surges may damage the electronic components of 

a servoproportional valve, rendering it useless. Fatigue and 

manufacturing defects such as problems in the valves 

surfaces, component alignment, geometry of chambers and 

drains, or even broken mechanical components, who may be 
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noticed on valve commissioning of after a period of 

operation, will affect greatly the valve behavior. 

As seen above, in electrically modulated hydraulic control 

spool valves, the most common failures may cause the 

increase of friction between the spool and the sleeve due to 

wear, abrasion, varnish and particle accumulation, that end 

up altering the valve frictional characteristics [15]. Those 

may increase the stick and slip phenomenon, where the 

spool moves and stops several times during its trajectory, 

causing the actuator to move irregularly, and may even jam 

the valve spool. Some failures, such as damaged electronic 

components or broken mechanical components may affect 

the valve ability to control the forces on the spool. For that 

reason it is important to have some estimate of the forces 

that would normally be present. Since the force applied on 

the valve by the solenoid is fairly proportional to the current 

through its coil, an estimate of normal current levels can be 

used for comparison with the actual current levels through 

the solenoid to detect faults. Knowing the current that 

should be applied at the solenoid at each spool position at a 

certain operating condition may help the operator or 

monitoring system to realize when the valve is not working 

properly even before the fault could be noticed through 

other of the valve signals, such as spool position. 

3 Servoproportional valve modeling 

3.1 Force and current equations 

From the previous section one can realize that the magnitude 

of the forces involved in the spool movement is affected in 

most of the failures mentioned in the researched literature. 

Servoproportional valves are built with solenoids stronger 

than the needs to overcome the valve internal forces in order 

to be able to move even in the presence of certain 

contaminants or at higher pressure differentials. This is why 

the difference between the current levels of a healthy valve 

are so different from the levels of a contaminated or 

damaged valve, since the controller uses the extra power 

when it is not able to move the spool. Therefore, a model to 

estimate the internal forces through the magnitude of the 

current that should be applied at each spool position at 

certain operation conditions was developed [16]. In order to 

do so, a closer look at the forces involved in the spool 

movement is required. 

The axial force required to move the spool is a consequence 

of the necessary forces to accelerate the spool and anything 

else that moves with it, to overcome friction, and the forces 

due to the flow through the valve, also called flow induced 

forces or Bernoulli forces [9]. There is also the force 

necessary to overcome springs used to center or return the 

spool valve. 

Regarding the flow forces, the most significant is the steady-

state flow force that is related to the variation of the quantity 

of motion of the fluid in the valve chambers (fig. 1). The jet 

angle is typically at around 69° from the center axis of the 

spool if the radial clearance between the spool and the 

sleeve is neglected [9]. Therefore, the resulting force has a 

lateral component that pushes the spool against the sleeve or 

body of the valve, and an axial component that tends to shut 

the valve closed. Commonly the ports of the valve are 

located symmetrically around the spool, leading the 

components of the lateral force to compensate each other. 

However, the axial forces are not compensated except the 

valve has a flow force compensation design. 
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Figure 1: Flow forces on a spool valve due to flow leaving a 

valve chamber [9]. 

The steady-state flow force can be expressed for each valve 

chamber as [9], [17], [18] 
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where: 

fstF is the steady-state flow force in axial direction [N]; 

 is the fluid mass density [kg/m³]; 

Vq is the volumetric flow rate through the valve [m³/s]; 

0A is the metering orifice area [m²]; 

 is the jet angle at the vena contracta [no dimension]. 

cc is the contraction coefficient that relates the area at the 

metering office to the area at the vena contracta [no 

dimension]. 

This force is applied over the fluid. Consequently, the 

reaction force on the spool ( fcF ) has the same module but 

inverse signal. 

Using the valve flow coefficient defined in [19], the flow 

rate can be expressed by [20] 

  21 pp
x

x
Kvq

cn

c
V   (2) 

where: 

cx is the valve spool displacement [m]; 

cnx is the nominal spool displacement, at which the Kv  is 

obtained [m]; 

Kv is the valve flow coefficient [m³/s.√Pa]; 
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1p is the inlet pressure [Pa]; 

2p is the outlet pressure [Pa]. 

Since that the flow coefficient can be expressed by [20] 

 


2
0  nAcdKv  (3) 

where: 

nA0  is the nominal metering orifice area [m²]; 

cccvcd 

 

is the discharge coefficient [no dimension]; 

1cv  is the velocity coefficient [no dimension]; 

the reaction force fcF  can be written combining eq. (1), eq. 

(2), and eq. (3): 

 
 

cn

c

fc
x

ppxKv
F

 cos2 21 
  (4) 

The force above contributes significantly to the force 

required to stroke the valve spool [9]. One can notice that 

the reaction force ( fcF ) is proportional to the spool 

displacement and therefore it can be represented by 

cescfc xKF   where escK  [N/m] is a variable stiffness. 

Therefore, the necessary force to move the valve spool can 

be expressed as 

 cmececec xKxBxmF    (5) 

where: 

cF is the force necessary to move the valve spool [N]; 

em is the equivalent moving mass [kg]; 

eB is the equivalent viscous friction coefficient [N.s/m]; 

escmme KKK   is the effective spring rate [N/m]; 

mK  is the spring rate [N/m]. 

The inertial force is related to the effective moving mass 

that consist the mass of the valve moving parts plus fluid 

contained in the valve chambers and drain ports at the spool 

ends. The dampening forces are a consequence of the 

transient flow forces related to flow acceleration and the 

viscous friction forces caused by the fluid adjacent to the 

valve moving parts. These forces are in general considerably 

smaller than the spring and steady-state flow forces and can 

be neglected in the model for simplicity sake. Their effect, 

however, is important, since they limit the valve 

performance and response time and may demand the 

solenoid maximum available force during the initial 

acceleration of the spool when changing the area of the 

metering orifices. For this reason measures must be taken in 

the fault detection process to avoid false detections [16]. 

This yields a much simpler, easier to calculate model, 

allowing a reduced processing time for on-line fault 

detection. In a solenoid valve all these forces must be 

overcome by the solenoid(s). Since the force generated by 

the solenoid(s) can be described in a simplified way by [18] 

 sFis iKF   (6) 

where: 

sF is the force produced by the solenoid [N]; 

FiK is the solenoid force - current coefficient [N/A] 

si  is the current on the solenoid [A]. 

Substituting eq. (6) in eq. (5) and considering steady-state 

conditions one obtains: 

 c

Fi

me
s x

K

K
i   (7) 

3.2 Model applied to the studied valve 

The Hydrus, HR01 servoproportional single solenoid valve 

is a prototype valve designed at LASHIP/UFSC. Since there 

is no failure field data and the magnitude of the internal 

forces at such operational conditions, the choice for the 

model based approach was reinforced, since it could be 

based on the in lab valve behavior [16]. 

Being a single solenoid valve, the HDR01 has only one 

spring, as seen in Fig. 2. This spring counteracts the 

solenoid and to this force the steady-state flow force is 

added. At the beginning of the solenoid displacement, when 

the current and the force yielded by the solenoid is zero, the 

valve port A is fully open and connected to the supply port, 

while the port B is connected to the return port. Following 

the center position, where all ports are closed, the valve 

connects the port B and the supply port at the same time it 

connects the port A and the return port. Since the steady-

state flow forces tend to close the valve, while the port A is 

connected to the supply port the steady-state flow forces 

help the solenoid against the spring. After the center 

position, the steady-state flow forces act against the solenoid 

along with the spring. 

As it typically occurs, the proportional solenoid has non-

linear regions at the beginning and at the end of its 

displacement. These regions were avoided to make the valve 

proportional, but the non linearity offsets the force curve 

from zero, since the solenoid only starts generating force 

after a certain current is applied. Also, the solenoid presents 

hysteresis on its force versus current relation, as a result of 

the remanence phenomenon, which is the residual 

magnetization of a ferromagnetic material in the absence of 

external magnetic fields. Therefore it is necessary to add a 

linear coefficient to eq. (7) in order to compensate the force 

offset. This coefficient has two values in order to account 
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for the hysteresis of the solenoid, delimiting the maximum 

and minimum force yielded for a given current level. 

 

Figure 2: HR01 servoproportional valve 

The force actually generated by the solenoid at a certain 

current will depend on its previous movements and on 

which way it is moving. Hence 

 ssFis biKF   (8) 

where: 

sb is the solenoid force x current curve linear coefficient 

[N]. 

Therefore, associating eq. (4), eq. (7) and eq. (8), regarding 

the characteristics of the valve one has, for 

maxmin ccc xxx  , 
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(9) 

where: 

0cx is the spool center position [m]; 

mincx is the minimum spool displacement for which the 

valve is linear [m]; 

maxcx is the maximum spool displacement for which the 

valve is linear [m]. 

0mx is the valve spring initial displacement [m]; 

Equation (9) can be rearranged into: 

 icis bxai   (10) 

where: 

ia is the angular coefficient of the current estimate model 

[A/m]; 

ib is the linear coefficient of the current estimate model [A]. 

These coefficients can be expressed as 
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and 
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Both eq. (11) and eq. (12), however, can be further divided 

in angular and linear coefficients regarding p  forming the 

equations below 

 
ii aai bpaa   (13) 

 
ii bbi bpab   (14) 

where: 

iaa is the angular coefficient that adjusts ia  to the pressure 

drop on the valve [A/m.Pa]; 

iab is the linear coefficient that adjusts ia  to the pressure 

drop on the valve [A/m]; 

iba is the angular coefficient that adjusts ib to the pressure 

drop on the valve [A/Pa]; 

ibb is the linear coefficient that adjusts ib  to the pressure 

drop on the valve [A]. 

From eq. (10), eq. (13), and eq. (14) a Simulink block 

diagram has been designed as shown in fig. 3. This block 

diagram estimates the maximum and the minimum current 

at the solenoid at a certain spool position for a given 

pressure drop on the valve. It is supposed to estimate the 

steady-state current, but since the effective spring forces are 

considerable, it can be used too to estimate with a 

reasonable margin of error the transient current that occurs 

when the solenoid and valve are accelerating, since the 

estimates change as the spool moves. Under steady-state 

conditions the current value is to be around the range 

delimited by the two estimated limits, or slightly above or 

below if hunting occurs due to the static friction of the 

spool, which is a non-linear characteristic not accounted for 

in the model. 

The model expressed in Fig. 3 is fit for a symmetrical 

proportional valve. For an asymmetrical valve, two of these 

block diagrams should be used in order to change the Kv  

value as the valve changes the flow direction. 
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Figure 3: Solenoid current estimation model 

Signals obtained from sensors that measure spool position, 

supply pressure, return pressure, chamber A pressure, and 

chamber B pressure are used by the model to output two 

current estimates, the maximum and the minimum current 

levels expected for that spool position at those operating 

conditions. Running in parallel with the valve, as shown in 

fig. 4, the model generates real time estimates that can be 

compared to current on the valve solenoid to detect 

discrepancies, and therefore, potential faults. Depending on 

the characteristics of those discrepancies, a certain type of 

fault is more likely to be happening, information that is 

valuable for diagnosis and to narrow down maintenance 

actions to solve the problem. 

Figure 4: Current on the solenoid estimate model running in 

parallel with the actual valve 

3.3 Experimental results 

Firstly, experiments were made to check the modeling 

hypothesis and evaluate the need for models that account for 

temperature changes. In fig. 5a the valve behavior under 

different supply pressure levels can be seen, showing that 

current changes relatively linearly with spool displacement, 

and the rate of this change varies with the supply pressure 

on the valve. This is a consequence of the changing of valve 

flow rate with pressure, as shown in fig. 5b. Notice that flow 

rates below to 2.5 l/min are out of the measuring range of 

the flow transducer used in these experiments, and the 

sudden drop in the flow rate close to the valve center does 

not occur. During these experiments the ports A and B were 

interconnected and the temperature controlled at 40 ± 2°C. 

 

(a) 

 
(b) 

Figure 5: Results with different Sp  at 40°C: (a) Current on 

the solenoid x spool position; (b) Flow rate x spool position 

Figure 6a shows that flow rate does not change within the 

temperature range such that there is a small variation in the 

current levels necessary to move the spool (fig. 6b). For 

greater temperature changes further compensations may be 

needed on the model. In figures 5a and 6b the effect of 

hysteresis and threshold can be noted, since two different 

current levels are seen for the same spool position, 

depending on the spool moving direction. 

Based on these results, the temperature effect was not 

included in the model. However, a model using temperature 

sensors to estimate the pressure drop between the supply 

port and port A (or B, depending on the flow direction) and  

the other working port and the return port was developed to 

replace the pressure measurements. That would make the 

hardware necessary to feed the model cheaper. However, the 

temperature sensors readings were too slow to keep up with 

the spools movements, and that could lead to false 

detections. 

The model was validated using both parameters extracted 

from the product catalog and experimental parameters, 

extracted from fig. 5a. Good results were achieved with both 

approaches however the use of experimental parameters 

resulted in a more accurate current estimation, as expected. 
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Merritt [9] discusses about the uncertainty of the flow force 

theoretical models, especially when the spool is close to the 

center, due to the changes in the jet angle at the vena 

contracta and other simplifications as the orifice geometry. 

Experimental parameters can reduce the influence of these 

simplifications and variations that occur from valve to valve. 

However, the model with theoretical values is still good 

enough for estimate due to the considerable differences in 

current observed when the valve is contaminated or worn. 

 

(a) 

 
(b) 

Figure 6: Results with different ST  at sp  = 4 MPa: (a) 

Flow rate x spool position; (b) Current x spool position. 

The experiments were carried out on a test rig according to 

recommendations from ISO 10770-1 [1]. Valve port A was 

connected to port B and supply temperature ST adjusted 

from 30°C to 60°C.Supply pressure Sp  ranged from 3 to 5 

MPa. Step inputs ranging from 1.32 to 2.43 mm and 

sinusoidal inputs from 1.32 to 2.43mm with periods ranging 

from 1 to 20 s were used [16]. Figure 7a shows the solenoid 

current si response for a position step input from 1.85 to 

1.635 mm compared with the minimum and maximum 

current estimates using experimental values and 

catalog/theoretical values to obtain the coefficients 
iaa ,

iab ,

iba , and 
ibb . 

 
(a) 

 
(b) 

 
(c) 

Figure 7: Current for step inputs of 1.85mm and 1.635 mm 

at Sp  = 4 MPa and ST  = 40°C: (a) healthy valve (b) 

degraded valve (c) contaminated valve 

The greatest difference between the estimated and the actual 

current for a healthy valve was observed during the first 

10% of the settling time after a step input. Since the estimate 

is based on a steady state model, the difference between the 

estimated and the actual current is maximum when the spool 

is being accelerated or decelerated. During steady-state 

conditions the current remained within the boundaries of the 

estimates for most of the time, except when hunting 

occurred. Here some error was noticed due to the spool 

static friction, which forced the controller to raise the 

current to move the spool while the spool remained still. 

The sinusoidal response is presented in fig. 8a where the 

error corresponds to the percentage difference between the 
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actual and estimated current. When considering the 

minimum estimate value, the error must be positive or very 

close to zero which means that the actual current is higher 

than the minimal estimated value. In the same way, for 

maximum estimate currents the error must be negative or 

very close to zero for a healthy valve. It is not accomplished 

when the movement direction of the spool changes since 

that the dynamic effects are not computed by the model. 

 
(a) 

 
(b) 

 
(c) 

Figure 8: Current error for sinusoidal signals with 

amplitude of 1.74 mm and period of 20 s at Sp  = 4 MPa 

ST  = 40°C: (a) healthy valve (b) degraded valve (c) 

contaminated valve 

Aiming to verify the effectiveness of the estimate model for 

fault detection three from twelve valve grooves were 

contaminated with diesel engine adhesive as shown in fig. 9. 

This emulates the accumulation of dirt or varnish on the 

grooves. As can be seen in fig. 7b and fig. 8b, the valve did 

not lose its function and the controller was still able to be 

positioning the spool, even though it did it with increased 

error. However, the valve settling time was increased and 

the solenoid demanded more current yielding great 

differences between the estimates and the actual current 

even after the spool accelerating,. In fig. 8b one can notice 

the saturation of the solenoid current during the spool 

displacement. The error between actual and estimate current 

was greater than 100% during a considerable amount of 

time. Under these conditions a fault detection system would 

be able for fault detection and warning the operator before a 

valve jam occurred. 

 

Figure 9: Valve with obstructed grooves 

The spool valve without contaminants but with eroded 

control surfaces was also analyzed (fig. 10). The valve 

parameters such as the null spool position and the flow 

coefficients changed, and also the internal forces. As shown 

in fig. 7c, the current difference was higher than 20% even 

during steady state conditions. Figure 8c shows that with 

sinusoidal signals the error for the maximum estimate 

models (using theoretical or experimental parameters) was 

positive almost all the time indicating that the demanded 

current was greater than the estimated values indicating a 

potential fault. Even though with an eroded control surface 

the controller was still able to position the valve spool. 

 

Figure 10: Valve with eroded control surfaces 

Válvula
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4 Conclusions 

The proposed model estimates adequately the solenoid 

current of a servo-proportional valve establishing minimum 

and maximum limits for an undamaged valve. Along with 

pressure measurement on valve ports and signals commonly 

available on the embedded electronic controller of 

servoproportional valves, an effective fault detection system 

can be designed using, for example, a simple rule based 

system. Although the model is based on steady-state 

equations, a difference between the actual and estimated 

current greater than the specified value taking into account 

the transient forces will be occurring when the valve is in 

poor conditions. Therefore, the model can be used for 

diagnosis under transient conditions as well, provided the 

estimates made during the initial spool acceleration are 

disregarded. 

The sensibility of the system will depend upon the quality of 

the transducers, on the quality of the valve and on the user’s 

tolerance to faults. If the transducers have a low uncertainty, 

the valve is linear and well balanced, the fluid is well 

filtered, and the application has little tolerance to changes in 

valve behavior, the user can set the system to warn after 

small errors between the estimates and the actual current are 

detected. However, if some of those conditions are not met, 

a higher error level should be tolerated before a fault is 

considered detected. 

Nomenclature 

Designation Denotation Unit 

fstF  
Steady-state flow force in 

axial direction 
[N] 

  Fluid mass density [kg/m³] 

Vq  Volumetric flow rate [m³/s] 

0A  Metering orifice area [m²] 

  Jet angle at the vena contracta 
[no 

dimension] 

cc  Contraction coefficient  

[no 

dimension]. 

 

fcF  Reaction force on the spool [N] 

cx  Valve spool displacement [m] 

cnx  Nominal spool displacement [m] 

Kv  Valve flow coefficient  [m³/s.√Pa] 

1p  Inlet pressure [Pa] 

2p  Outlet pressure [Pa] 

nA0  Nominal metering orifice area  [m²] 

cd  Discharge coefficient 
[no 

dimension] 

escK  Valve spring rate due to fcF  [N/m] 

cF  
Force necessary to move the 

valve spool 
[N] 

em  Equivalent moving mass [kg] 

eB  
Equivalent viscous friction 

coefficient 
[N.s/m] 

mK  Spring rate [N/m] 

meK  Effective spring rate  [N/m] 

sF  
Force produced by the 

solenoid 
[N/m] 

FiK  
Solenoid force - current 

coefficient 
[N/A] 

si  Current on the solenoid [A] 

sb  
Solenoid force x current curve 

linear coefficient 
[N] 

0cx  Spool null position [m] 

mincx  
Minimum spool displacement 

for which the valve is linear 
[m] 

maxcx  Maximum spool displacement [m] 

0mx  
Valve spring initial 

displacement 
[m] 

ia  
Angular coefficient of the 

current estimate model 
[A/m] 

ib  
Linear coefficient of the 

current estimate model 
[A] 

p  Valve pressure drop ( 1p - 2p )
 [Pa] 

iaa  Angular coefficient of ia  [A/m.Pa] 

iab  Linear coefficient of ia   [A/m] 

iba  Angular coefficient of ib  [A/Pa] 

ibb  Linear coefficient of ib  [A] 

ST  Temperature at supply port [˚C] 

AT  Temperature at A port [˚C] 

BT  Temperature at B port [˚C] 

TT  Temperature at return port [˚C] 
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Abstract 

Model based diagnosis is a very hot topic right now in the world of system engineering, through RODON the user is 

provided with the necessary tools to accomplish this. With this software one can model a hydraulic system and auto-

generate fmea (failure-mode-effect-analysis). The old fashioned way for solving this procedure is with pen and paper and 

that’s a very time-demanding activity. In addition to previous attributes of traditional failure-mode-effect-analysis: The 

complexity-grade is increasing fast in large machinery. Due to the origin of the paper, i.e. as a product of a master thesis; a 

huge effort has been put in to understand how RODON works, and how hydraulics best should be modeled to provide the 

user with as much information and accuracy as possible. 

Keywords: System, modeling, auto-generated fmea, diagnostics, non-causal interface. 

1 Introduction 

1.1 Background to paper and objectives 

This paper is a milestone in one of the authors’ master 

thesis. It should be considered as a method suggestion for 

auto-generating fmea of hydraulic machinery. The main 

goal of the thesis is to develop an expansion of RODONs 

standard component library, with aim of hydraulic and 

pneumatic components. The results from this paper are the 

same as the results from the thesis; up to the deadline-date 

of submission for full paper to SICFP (April 14, 2013).  

1.2 Introduction to paper 

FMEA is a conventional tool for the investigation; how 

effects of component fault modes propagating the system 

[1]. Often it is used in an early state of production, to find 

construction-critical areas, but as well for maintenance work 

in the field.  With RODON such analysis are auto-generated, 

in the terms of: system behavior is simulated with activated 

failure modes. With this information one can evaluate 

construction-concept and also find the candidate failure 

mode that’s consistent with the shown behavior. 

Modeling in RODON is built on the idea that systems can be 

described in terms of intensity- and flow-variables. Such 

observations are often represented in bond graphs.  

In autonomous diagnostics methods, were diagnosis is stated 

by sensors and microcontrollers, the diagnostic engineer got 

harsh requirements for constructing accurate models; off-

line diagnosis can be run on much more simplified diagnosis 

models.    

2 Background 

The paper assumes basic knowledge of system engineering 

techniques, failure-mode-effect-analysis, logic and control 

theory. In some parts more, advanced theory is used, but for 

overall understanding basic knowledge is enough. 

 
Figure 1 Different areas where diagnose is a common tool, 

photo: ISY, LinköpingsUniversity  
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2.1 Diagnosis 

For the uninitiated, the term diagnosis is often only 

associated with medical diagnosis. But a diagnosis can also 

be stated for a technical system that got a headache. In this 

case the diagnose-algorithm is the doctor and the system is 

the patient.  

The aim of a diagnosis is to decide whether the system is in 

a fault mode or not and in case of fault, identify the root 

cause [4]. There are many types of diagnosis and methods 

for generate them. This paper will focus on how to achieve 

diagnosis study on hydraulic applications, with help of 

stationary conditions. The concept is evaluated off-line. I.e. 

the analysis is not automated by sensor, in the sentence of; 

compare sensor readings with a threshold. If the sensor 

signal exceeds the threshold level, the system is considered 

faulty and the user should be warned.  

Traditional diagnosis methods and the original version of 

fmea are to use a set of diagnostic rules, based on 

experience. A diagnostic rule could look something like: “If 

the lamp is not lit when the switch is turned on, either the 

switch is stuck in open position or the lamp is broken or 

both components are defect”. The diagnosis method that’s 

been used in this paper is of the type model-based and will 

be explained in the following sections. 

2.2 RODON 

Combitech develop and market products and services in 

model based diagnosis, on the platform of their own 

software; RODON. In RODON it is possible to create 

system models from existing component-libraries and from 

those generate different kinds of failure-analysis, like 

Failure-Mode-Effect-Analysis (FMEA) and diagnosis in 

form of Decision Trees (DT). RODON can also do the 

opposite; state diagnosis based on symptoms given by the 

user. 

For mechatronic systems, typical in automotives, there are 

well developed experiences in terms of methods and 

component-library for how these systems best should be 

modeled in RODON and to get a FMEA that’s satisfies the 

demands from the industry. An important aspect for 

successfully find the right method of modeling a system for 

auto-generated FMEA, is to investigate on which “level of 

detail” previous work is done. Shortly; the failure-analysis 

in RODON should generate the same system-information, as 

a manual made FMEA but as a considerably less time 

consuming activity and with an increased quality. 

Today RODON is used in the automotive industry, with the 

work performed in this paper; the ambitions are that 

RODON should be able to perform diagnosis on hydraulic 

machinery as well.   

 

Figure 2 RODON's Graphical User Interface, Simple 

hydraulic system 

 

RODON provides an equation-based object orienting 

language called Rodelica [2]. The syntax is related to 

Modelica [3]. Some of the Rodelica features are: 

- It is based on interval-arithmetic, instead of sharp 

values. 

- It supports non-causal interface, i.e. the user is not 

in need of propagate calculations order. 

- Simulation routine with activated failure modes. 

- Or-statement. This operator compare a set of 

conditions during simulation and executing only 

the one that could be valid for the whole system.     

The auto-generating fmea-routine in RODON can be dived 

into some main steps: 

 

- The Composer (figure 2). Where the user creates a 

class of the system. 

- The Analyzer (figure 4), for investigation of 

implemented equation.  

- SDBView for generate fmea 

- DtGen, evaluation of decision trees. 

 

Editing and creation of a class can be constructed in a 

graphical way (drag-and-drop from a component-library) or 

in pure Rodelica-code, as for the case in figure 3. 
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Figure 3 RODON's Graphical User Interface, Rodelica 

code for pressure relief-class 

In figure 3 the Rodelica-interface for a pressure relief-valve 

is presented. Development of a component in general, 

consists basically of two steps; Instructions for nominal 

behavior and component behavior when a fault-mode is 

active. For the case in figure 3, no behavior for defect mode 

has been implemented yet.  

 

The next step in the fmea-routine is to import the model into 

the Analyzer, like in figure 4.In Analyzer-mode, the user 

can simulate the system and evaluate the implemented 

equations. But foremost; in the Analyzer-mode, the user 

have access to what RODON call AutoSim. With this tool a 

simulation-routine can be initiated and for every 

single/multiple fault, the effect can be evaluated by the 

RODON- engine. This comes in handy when a diagnostic 

engineer, wants to find out candidates to debilitating/defect 

behavior. Symptoms of this kind are implemented in 

Composer-mode on system-level. To draw a parallel to the 

situation in figure 4 (horn system); a symptom could be 

implemented based on the statement “the horn is not 

sounding, although the nominal value of switch-position is 

turned to position on”. This is realized by the following 

Rodelica code-snippet.  

//----------------------------------------------------------------------     
behavior 
//---------------------------------------------------------------------- 
 //At SystemLevel 
//Implemented condition for the case of considering    
symptom signalHornNoSound to be  true:  
    
signalHornNoSound:=(switchOnOff1.posNom==1 &  
signalHorn1.sound==0); 
 
    connect(gnd.pHarness, wireGnd.p2); 
    connect(wireGnd.p1, signalHorn1.p2); 
    connect(signalHorn1.p1, switchOnOff1.p1); 
    connect(switchOnOff1.p0, wireBattSwitch.p2); 
    connect(wireBattSwitch.p1, batterySimple1.p); 
 
 

 

 
 

Figure 4 Graphical User Interface, Analyzer-mode of a 

horn-system 

During AutoSim-routine, every combination of component-

status, for which the system generates outputs that satisfy 

the symptom-condition; RODON will store information like 

this in a special database. Concrete; RODON have found 

candidates, which can explain system behavior and state a 

diagnosis. 

 

As been said before, RODON can present diagnosis in form 

of Decision Trees (DT). In the case of defect horn-system, 

this could look something like figure 5. 

From this view a user can navigate through the remaining 

candidates to find the root cause of the debilitating behavior.  
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Figure 5, Decision Tree for guided diagnostic of horn 

system  

     

2.3 Diagnosis system 

Diagnosis systems are implemented in a wide area of 

technical system [4]. For example:  

- Electrical motors  

- Industrial robots 

- Automotive 

The reason and argument for implementing a diagnosis 

system are foremost: 

- Safety 

- Environment/Machine protection   

- Maintenance work 

With incorporate diagnosis system of an off-line approach, 

an ease of maintenance work is likely the goal of 

implementation.  This is how RODON is used today; from 

generic component models, join into large mechatronic 

systems (with multiple physical domains), make statements 

of possible candidate(s) which is/are consistent with 

observed symptoms.  

 

 

2.4 Diagnosis model 

The definition of model-based diagnosis is: the diagnosis is 

based on an explicit formal model of the system. The first 

research reports of the subject were published in the 

beginning of the 1970s. [4]. 

A model that is used for diagnosis analysis is called a 

diagnosis model. It is used for evaluating presence of fault, 

given observation(s). In practice that means: A diagnostic 

model doesn’t necessarily need to calculate the exact 

physical behavior, as long as it represents the behavior of 

interest for making statements regarding component health. 

The simplest form of model based diagnostics is to model 

the system for nominal behavior and compare with 

observations. Results from such test are then evaluated 

against a threshold, in diagnose theory terms; one have 

created a residual, i.e. the numerical difference between 

system output and model output based on the same input, 

that’s ideal zero (no fault). The computation routine is 

explained graphically in figure 6.     

 

Figure 6 generating residual for diagnosis purpose 

 

The size of absolute residual (r) -value is compared against a 

threshold (J). 

 

In the case of r is larger than the threshold, the system is 

considered faulty. Due to the well-known nonlinear nature 

of hydraulics as well as the diagnostic engineers possibilities 

to accurate measure flow and pressure in arbitrary areas, 

adequate models for online diagnosis are rather hard to 

establish. 

In a component-based reasoning approach (like the one in 

RODON), outputs from a faulty system can not have 

completely arbitrary values. It is the application engineer’s 

assignment to construct components with well-defined 

nominal and faulty behavior. 

A simple system is shown in figure 7, it contains two adders 

and three multiplies and illustrates the model-based 

reasoning for evaluating of error. 

 
Figure 7 Multiplier- and Adder circuit, photo: Kleer and 

Kurien   [6] 
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Inputs to the system are A, B, C, D and E, while F and G are 

the outputs. X, Y and Z can be considered as probing points. 

In the case of hydraulic environment, this corresponds to 

pressure and flow transducers. If the system is provided with 

the input of A=3, B=2, C=2, D=3, E=3, the expected output 

signal should become F=12 and G= 12, i.e. for system in 

nominal behavioral mode. A conflict is every value that 

differs from the nominal. 

 

Figure 8 Multiplier- and Adder circuit with inconsistent 

behavior, photo:  Kleer and Kurien   [6] 

Possible candidates to explain the behavior shown in figure 

8 are: multiplier M1 or adder A1 is defect. This diagnosis-

statement is based on logic reasoning, due to output G still 

acting consistent with predicted behavior. From figure 8, 

one can evaluate that G is decoupled from M1 and A1, and 

for the case of only single fault (defect M2 and A2 can also 

explain above observations) there could not be any other 

candidates than M1 or A1. For isolating one candidate and 

state a minimal diagnosis, the probing points needs to taking 

into account as well.    

2.5 Level of detail 

From above discussion about reasoning approach to 

diagnosis, the natural extension of that subject is; on which 

level of detail should components be developed, so they 

could be used both for nominal- as well as for faulty- 

behavior in a generic way. It should be noted that the main 

task of a diagnosis model is not to perform a simulation. 

For example: When modeling a relay, from a diagnosis 

point of view. It’s not relevant that equations corresponding 

to current-flow through the coil are implemented in the 

model (if not the interesting symptoms expects to depend on 

that specific behavior). An easier approach is to represent 

the relay with a resistance and a discrete switch, the function 

of the “simple-relay” is then emphasized from knowledge 

according to effect flow in the resistance-element. 

2.6 Simple hydraulic modeling 

The interface between components in Rodelica [2] is built 

on the idea that many systems can be described in terms of 

flow- and intensity-variables. Such observations are often 

represented in bond graphs [5]. For modeling work in 

RODON, no account needs to been taken to maintain 

conflict-free causality. The solver deals with this during its 

simulation-routine. 

 

Figure 9 Bond graph of a mechatronic system, photo: 

bondgraph.org 

For hydraulic environments these flow- and intensity 

variables are directly translated to flow and pressure 

respectively.  

 

Figure 10, component-interface in RODON 
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Since Rodelica is built on interval-arithmetic, the only sharp 

value that has been declared for a hydraulic environment is 

tank-pressure (apart from parameters). Value-assignment for 

the rest of the hydraulic circuit is done by simulation-

routine.   

3 Results 

In the following subsections results from the thesis to 

present day will be presented.  

3.1 Components 

As been described; the master thesis that this paper is based 

on, aims to develop a standard component-library in 

RODON.  

Hydraulic components can rather rough be divided into 

following classes:  

- Hydraulic machines (pumps and motors) 

- Actuators 

- Directional valves  

- Pressure-control valves 

- Flow-control valves 

- Check-valves  

- Pipes 

For which objects can be instantiated. With different 

attributes e.g.: 

- Proportional control 

- Servo control  

- Linear/non-linear characteristics 

3.2 Hydraulic modeling in RODON 

In the world of interval arithmetic and diagnostic approach; 

programming of component-classes can become quite 

confusing at first glance. Since one not normally propagates 

calculation order in RODON, the function-structure differs 

from a conventional simulation-program (e.g. 

MATLAB/Simulink). The easiest way of illustrate above 

statement is to look in to the Rodelica-code of a throttle 

valve. 

model Throttel 

/** Hydromechanical connectors*/ 

connector Flange=HydFlange; 

Flange p1, p2; 

parameter FrictionCoeff kFriction = 1; 

FailureMode fm (max = 1, mapping = "ok, blocked"); 

// --------------------------------------------------------------------- 

behavior 

//---------------------------------------------------------------------- 

    // Constraints valid for all modes: 

    // Volume flow balance: 

    p1.Vdot + p2.Vdot = 0; 

     // Definition of pressure drop: 

    deltaP = p1.p - p2.p; 

     

     // Basic constraints for nominal case:  

    if (fm == 0)  

  { 

    deltaP = kFriction * p1.Vdot; 

  } 

// Constraints for failure mode "blocked": 

    if (fm == 1)  

 { // No volume flow through pin 1: 

 p1.Vdot = 0;  

  } 

end Throttel; 
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In the Rodelica-code for a throttle; no propagation is taken 

place for input/output signal, nor which of the ports that 

acting input/output. Depending of components, more or less 

sophisticated failure-modes have been implemented. A 

failure-mode can be considered as a state-machine; 

whenever a fault is present, the component should act in a 

predefined way.  

As a first approach in component-modeling of hydraulics; 

only trivial failure modes are implemented, e.g. clog (as in 

the case of throttle-model) or pressure drain to atmosphere. 

Verbal defined functions: 

- If the clog- failure mode is active, then set flow 

through component to zero 

- If component suffer from leakage to atmosphere, 

then set component pressure to atmosphere 

pressure. 

Due to diagnosis purpose, modeling can be done with 

different abstraction-level (2.5 level of detail). Consider a 

load holding-valve like the one in figure 11.   

 

Figure 11 Schematic view of a conventional load holding- 

valve, photo: used with permission from Volvo CE 

A Newtonian force balance of the component in figure 11 

exhibit at least four well-defined forces. These are all 

relevant for simulation purpose, due to the study of 

dynamic/static behavior. Suppose now that the purpose of 

modeling is to investigate the health of the load holding-

valve; an abstraction of component-function becomes: 

- Depending on flow direction; No effect-losses on 

the high-pressure side, i.e. free flow. On the low-

pressure side, a small pressure build up is 

propagated, i.e. component acting like a throttle. If 

a local or global fault is active, then the behavior 

will change. 

An implementation of an abstracted load holding-valve in 

RODON is presented in figure 12. One demand in the 

master thesis is that all components should be constructed in 

a generic way; when the component classes are created, 

additional features are implemented as well. For the case of 

the load holding-valve in figure 12, an extra port (p3) has 

been added. Due to this one can e.g. let the valve function 

depend on a pilot valve or some other external components. 

For diagnosis this is very important;  Consider the load 

holding-valve in figure 11, internal failure modes could be 

{always open, spring broken}.  But system behavior  will 

also be affected if a pilot valve suffer from leakage or stucks 

in closed postion, the effects of these modes are spread to 

load holding-valve through port p3. In this case the pilot 

valve should be considered as an information port, i.e. the 

simplest way for modeling a pilot valve is to assign it 

carateristics of a discrete switch. 

 

Figure 12 Schematic representation of a load holding-valve 

In summary the discussion according to the load holding-

valve ends up in the following Rodelica-code: 

model LoadHoldingValve 

/** Hydromechanical connectors*/ 

connector Flange=HydFlange; 

/**Connector prepared for connection with pilot valve*/ 

connector actPos= Discrete; 
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/**Declare connector for pilotvalve*/ 

actPos p3; 

 

    FailureMode fm (max = 0, mapping = "ok, 
stucksClosed, stucksOpen"); 

    Discrete modeNom (min=0, max=1, mapping = 
"closed, open"); 

    Discrete modeAct (min=0, max=1, mapping = "closed, 
open"); 

/**user defined parameters*/ 

    parameter Interval fricNom; 

    parameter Interval fric2; 

    parameter Interval fricLeak; 

    parameter Interval fric1; 

//---------------------------------------------------------------------- 

behavior 

//---------------------------------------------------------------------- 

    deltaP = p1.p - p2.p; 

    p2.Vdot + p1.Vdot = 0; 

    or 

    { 

 { 

     //Behavior is not propagated from pilot valve 

     p3=0; 

     modeNom = 0; 

 } 

 { 

    //Behavior is  propagated from pilot valve 

     p3> 0; 

     modeNom = 1; 

 } 

   } 

       if (modeAct==0) 

    { 

 p1.Vdot * fric2 = deltaP; 

    } 

 

 

 

 

   if (modeAct==1) 

    {    

 //Nominal behavior 

 if(p3==1){ 

 p1.Vdot * fric1 = deltaP; 

 } 

 // Leakage over pilotValve 

 if(p3==2){ 

 p1.Vdot * fricLeak = deltaP; 

 } 

 // PilotValve stuck in closed position 

 if(p3==3){ 

 //only leakage flow over loadholding valve 

 p2.Vdot= 0; 

 } 

    } 

    // nominal case: 

    if (fm==0) 

    { 

 modeAct = modeNom; 

    } 

end LoadHoldingValve; 
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3.3 Effects due to failure 

Throughout the standard library that has been developed in 

the thesis, a certain level of abstraction has been used. In 

this section some of the component will be used for 

modeling the working hydraulics in a wheel loader and auto-

generated decision trees for guided diagnostics will also be 

presented.   

 

Figure 13 Volvo Wheel loader, photo: used with permission 

from Volvo CE 

The working hydraulics of the tilting function in a wheel 

loader is represented in figure 14. 

 

Figure 14, Tilt function in a wheel loader, modeled in 

RODON 

  

 

Assume the diagnostics engineer got interest in finding all 

candidates that can explain performance problems within the 

tilting cylinder.  

A symptom-variable is implemented, as explained in section 

(2.2), in this case: 

 lowTransmissionPower (Boolean) 

 tiltFunctionOutOfService (Boolean) 

Conditions to satisfy the symptoms --> 

    lowTransmissionPower:=(tiltFunction.p1.Vdot>0 & 
tiltFunction.p1.p< 1.42) | (tiltFunction.p2.Vdot>0 & 
tiltFunction.p2.p< 1.95); 

    tiltFunctionOutOfService := (pWM1.PWMposNom == 
0 & pWM2.PWMposNom == 0 & tiltFunction.isMoving 
!= 0) | 

    (pWM1.PWMposNom 
== 1 & pWM2.PWMposNom == 0 & 
tiltFunction.isMoving != 2) | 

    (pWM1.PWMposNom 
== 0 & pWM2.PWMposNom == 1 & 
tiltFunction.isMoving != 1); 

Based on the symptoms in the Rodelica Code; stated above, 

a decision tree has been computed (figure 15). The decision 

tree contains all the possible failure modes that can explain 

the faulty behavior; also it shows a guided diagnostic to ease 

maintenance work. Within the decision tree, the thought is 

to do the suggested tests. The final goal is to find the 

candidate on component level that can explain the 

debilitating behavior on system level.  
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Figure 15, an auto generated Decision Tree for defect tilt-

function 

4 Conclusions 

By the work of this paper; a component-library has been 

developed, for diagnostics use. It has been shown that the 

root cause for debilitating behavior can be found, through a 

model based diagnostic approach. By the end of the thesis, 

the expectations are that more sophisticated symptoms could 

be diagnosed; as well as more attributes should be 

implemented in the beta models, so that the decision trees 

will be more informative. Such additives could be an ECU. 

This work can be considered as a method evaluation, with 

the ultimate goal to find an artificial intelligence method for 

locate arbitrary failure modes in hydraulic machinery.   
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Abstract 

In this study two systems for detection of pitting damage in low speed hydraulic motors were 

compared. These systems were based on an optical particle detector and a magnetic plug 

respectively. The purpose of the comparison was to determine the relative effectiveness of two 

methods for detecting pitting damage in a low speed hydraulic motor. In order to do this 

extensive testing was conducted in Bosch Rexroth Mellansel AB laboratory in Mellansel, 

Sweden. In the course of the project two post-processing algorithms were developed to enable 

automatic triggering of alarms based on measurement values from the optical sensor. The 

optical sensor showed earlier indication of damage than the magnetic plug and the algorithms 

produced automatic alarms, but there was also a higher false alarm rate when using the optical 

sensor compared to the magnetic plug.  

Keywords: Condition Monitoring, Particle Counting, Failure Detection 

1 Introduction 

This project originated at Bosch Rexroth Mellansel AB with 

the realization that there was a need for an automated and 

continuous condition monitoring system capable of 

detecting the onset of pitting damage in their hydraulic 

motors. Pitting wear is typically characterized by an 

accelerating generation of wear particles. For a detailed 

review of wear and fatigue in rolling contacts, see [1]. While 

wear of components is in itself an issue, it becomes all the 

more important since the generation and distribution of wear 

particles in e.g. a hydraulic motor can be a root cause for 

catastrophic seizure brought on by trapping of particles in 

clearances between moving parts [2]. If pitting wear can be 

detected early, maintenance intervention can replace failing 

parts either during a previously planned stop or at the very 

least under conditions of controlled system shutdown. 

Generally speaking, it makes more economic sense to 

replace a failing bearing or roller than to risk sudden seizure 

and complete system stoppage.  

The reasoning described above is essentially the strategy of 

Condition Based Maintenance (CBM), a branch of 

Preventive Maintenance (PM) strategy. Another PM 

strategy is Time Based Maintenance (TBM) which involves 

part replacement at intervals based on statistically 

determined lifetimes. A comparison of CBM and TBM 

strategies is given in [3]. One issue with TBM that arises 

with hydraulic drives running under high torque/low speed 

conditions is that statistical calculations of component 

lifetimes can be unreliable [4].  

Monitoring oil condition as a means to evaluate system 

health and provide maintenance personnel with valuable 

information is not a new idea [5]. Typically, oil analyses are 

performed in laboratory on samples taken from the system 

on a regular basis. Using filtration and microscopy 

techniques, oil contaminants can be characterized and 

information can be extracted about the wear situation in the 

system [6]. The reliability of off-line analyses will depend 

greatly on oil sampling practices and some working 

environments are so unforgiving as to render oil sampling 

impractical for the purpose of debris monitoring, 

particularly if the level of contamination is low [7].  

A common approach for on-line monitoring of oil debris is 

the use of magnetic chip detectors (MCD) or magnetic plugs 

[8]. MCDs are simple and cheap and are used for monitoring 

drive systems. The method is based on regular visual 

inspection of a magnetic plug in the oil drainage line [9]. 

Magnet based particle detectors/collectors have been used 

extensively to detect damage in rolling contact applications 

and machinery [10-12]. The magnetic particle detector 

(magnetic plug) used in this study was an Eaton Tedeco 

model 3A7690-1 magnetic chip collector. This is the 

magnetic plug currently in use by Bosch Rexroth Mellansel 

AB and it is designed in such a way that it can be removed 

for inspection while the test is running.  Disadvantages of 

the magnetic chip detector approach are that it does not 

provide continuous monitoring and requires an experienced 

on-site analyst. 

 When considering methods for continuous on-line or in-line 

monitoring of oil debris, light blocking or inductive particle 

counting emerge as attractive alternatives. Dempsey et al. 
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have shown the applicability of inductive particle counting 

on gear box systems [13-16]. They found that cumulative 

particle counting can be used to indicate the onset and 

progression of pitting damage in gears. A similar approach 

has been shown effective for damage detection in bearings 

[17]. These earlier studies all used inductive in-line sensors 

for particle detection. The advantage of an in-line sensor is 

that it effectively monitors the entire oil flow in the system. 

A major drawback is that these inductive sensors have a 

high detection threshold, limiting the method to studying 

particles of size 100 µm and larger. In a more recent study, 

Craig et al. found that particle counters gave early detection 

of bearing wear [18]. In this case, while the on-line 

inductive particle counter only registered a single particle, 

an off-line, light-blocking particle counter showed 

significant increase in the 5-15 µm range. Research on light-

blocking type particle counters is not widely published to 

the best of the authors’ knowledge. When used for off-line 

analysis industry publications have criticized the method 

due to problems with repeatability and reproducibility 

[7][19]. A comparative test from the same publication used 

portable particle counters that could be attached directly to 

the system, eliminating the problem related to bottle 

sampling, transport and delays. In this case, all particle 

counters showed good performance with the caveat that it 

takes some time to reach a stable measurement. A very clean 

system can require flushing for several hours before stable 

values are reached [20]. For the study covered in this paper 

an on-line optical particle sensor delivering ISO 4406:1999 

codes for fluid particle contamination was used in 

combination with signal post processing of the produced 

ISO trend curves. This type of sensor was chosen due to its 

high availability in the industry and if proven effective it 

could provide a simple yet cost effective transition to 

automated condition monitoring by introducing post 

processing algorithms in the data collection.  

The purpose of this study was to compare two condition 

monitoring systems with respect to their effectiveness in 

detecting pitting damage in a low speed hydraulic motor. 

These two systems are based on an optical particle sensor 

and a magnetic plug respectively. The magnetic plug system 

is an existing solution and its performance will be used as a 

baseline in the comparison. In this comparison effectiveness 

will be considered in terms of Early detection of damage, 

False alarm rate and Ease of use. Using these points of 

comparison the optical sensor system would have to provide 

earlier detection (greater sensitivity) of damage, lower false 

alarm rate and require less operator training and experience 

to be considered as better than the existing magnetic plug 

system.  

It is acknowledged that there exist a number of techniques 

that can monitor the wear situation in rotating machinery 

without involving oil analysis, notably vibration analysis 

and acoustic emission methods. Oil analysis as a means of 

condition monitoring was chosen based on the express 

research interest in debris particles as well as the availability 

of in-house expertise and equipment. Furthermore, there are 

many more oil analyses that could be considered, in 

particular for off-line sampling, notably LNF particle 

counting and classification, FTIR, SOAP/ICP or RULER®. 

It is beyond the scope of this work to comment in detail on 

each of them. 

2 Experimental 

All experimental testing in this study was done in the 

hydraulic laboratory at Bosch Rexroth Mellansel AB in 

Mellansel, Sweden. An on-site roller bearing test rig 

(described below) was used. It was deemed suitable as it 

was built specifically for fatigue testing of roller bearings. 

2.1.1 Roller bearing test rig 

The basis for the roller bearing test rig (Figure 2) used in 

this project is a modified Hägglunds Viking hydraulic motor 

(A). The Viking motor is an internal radial piston motor 

with stationary center (cylinder block) and rotating case 

(housing). This means the pistons are arranged radially and 

when the cylinders are pressurized the pistons apply force 

radially outwards against the inside of a cam ring. The 

piston assemblies in the Viking motor consist of a piston 

with integral piston rod and attached cross pin. On the cross 

pin there are roller bearings that during operation press 

against, and rotate with, the cam ring. There are also guide 

bearings that via slots in a guide plate keep the piston 

assembly in line with the cylinder, for a schematic 

illustration see Figure 1. These roller bearings use the cross 

pin as inner race. For more in-depth information on the 

Viking motor please refer to www.boschrextroth.se and the 

Viking product manual.  

 

Figure 1: Cross section drawing of piston assembly in test 

rig where 1: piston 2: rotating cam ring with cylindrical 

inner surface. 3: roller bearing with outer ring (red), roller 

(blue) and cross pin (green). 
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The modification of the Viking motor consists of the cam 

ring having a circular inner surface instead of the normal 

“wavy” profile. This modification causes the pistons to be 

stationary in their respective cylinders during rotation of the 

housing. With this modification pressurizing the cylinders 

and rotating the housing causes the piston roller bearings to 

be loaded and rotated. This rotation is provided by a second 

hydraulic motor (B) attached axially to the housing of the 

modified Viking motor.  

The Viking motor and additional drive motor is mounted to 

a stand as to allow rotation of the housing and to keep the 

cylinder block stationary. Additionally there are two sets of 

electric motors (M1-2) and pumps (P1-3) to drive the 

rotation, pressurize cylinders and provide flushing flow 

through the housing of the Viking motor. Both in- and out-

flow ports on the Viking motor are pressurized during 

testing, this in combination with the circular cam ring results 

in zero flow in the pressure line due to rotation of the 

housing. There will however be leakage flow from the 

cylinders out into the housing.  Through the housing there is 

a flushing flow which is introduced and drained from the 

housing via the stationary center. Thus both cylinder leakage 

flow and flushing flow (all flow going into the motor) leaves 

the motor via the housing drain line, and any particles 

leaving the housing will do so via the drain line flow. 

Therefore the drain line is the main measurement point.  All 

tests were run under equal conditions. The running 

parameters are found in Table 1 below. 

The maximum allowed particle contamination (ISO 4406) 

level at startup was 16/13, measured in the housing drain 

line. The rig was run without pressurizing the cylinders until 

this level was achieved before starting the test with load on 

the bearings. 

Table 1: Operating conditions 

Metric Value Tolerance 

Cylinder pressure 175 bar +-2 

Flushing oil 

temperature 

50°C +-1 

Housing rotation 20 RPM +-0,5 

 

2.1.2 Measurement equipment  

For data recording a Hydac CMU1000 was used. To it an 

array of sensors were connected, these are accounted for in 

Table 2 below.  

Data from all sensors were collected every 5 minutes and 

saved as a .txt file. This file was then downloaded from the 

CMU1000 and exported to Microsoft Excel for evaluation 

and post processing. The sampling interval was chosen 

based on the duration of earlier test in the rig and the 

maximum number of data points in a 2D data series in 

Excel, based on these considerations a 5 minute interval was 

chosen to achieve adequate resolution without the amount of 

data causing problems with post processing.  

The magnetic plug was checked daily. The checks followed 

the routine normally used at Bosch Rexroth Mellansel 

hydraulic laboratory and consisted of removing the plug and 

inspecting it visually for debris and then wiping it clean 

before reinstallation. The plug used was designed to allow 

removal without stopping the test. The interpretation of the 

magnetic plug was complicated by the presence of wear 

debris even under normal operating conditions. The ability 

to distinguish normal wear particles from particles caused 

Figure 2: Schematic drawing of the test setup. The modified Viking Motor (A) is pressurized by a pump (P3). In 

parallel, another pump (P2) provides the flushing flow to the Viking Motor. An optical particle detector (PD) and a 

magnetic plug (MP) are fitted on the drain line. A separate system (M1, P1 and B) applies the rotational motion. 

Figure 3: Actual piston assembly consisting of piston, 

cross pin and bearings. 
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by the onset of pitting damage is based on practical 

experience on the part of the operator.  

The CS1000 is an on-line, light blockage type sensor; it 

works by leading a small (30-300 ml/min) portion of the 

system flow between a light source and a light sensor and 

detecting the shadows cast by the particles in the fluid. From 

the detected shadows ISO contamination levels and flow 

through the sensor is calculated. The lowest contamination 

level that the CS1000 can measure is ISO 9/8/7, below that 

there is simply too few particles to make an accurate 

measurement. 

Table 2: Metrics and associated measurement equipment 

Metric Equipment Signal 

type 

Measurement 

point 

Particle 

contamination 

Hydac 

MCS1000 

and 

CS1000 

HSI 

(Hydac 

Smart 

Interface) 

Drain line 

Oil condition Hydac lab 

sensor 

HLB1300 

HSI Drain line 

Temperature JUMO 0-

100 °C 

4…20 

mA 

Pressure, 

flushing and 

drain line 

Pressure  Hydac 

HDA 4745 

0-16 and 0-

400 bar 

4…20 

mA 

Pressure, 

flushing and 

drain line 

Flow  VSE vs 0,2 

EP012V 

5000 

pulses/liter  

0-5 V 

pulse 

Flushing line 

RPM Lenord 

Bauer, 

2500 

pulses/rev. 

0-5 V 

pulse 

Motor housing 

Magnetic plug Tedeco 

3A7690-1 

n/a, 

ocular 

inspection 

Drain line 

(downstream 

of other 

sensors) 

3 Results 

Tests were run for a total of 4301 hours, in this time the test 

was stopped 6 times and produced 7 instances of identified 

pitting damage. The time from start of test to failure of the 

individual piston assemblies ranged from 839 h to 3166 h, 

with median and mean time being 1808 h and 1770 h 

respectively. At the end of testing two piston assemblies 

remained from the original set of eight present in the rig at 

the start of testing, the others having suffered damage and 

been replaced. This wide range exemplifies the complexity 

in calculating expected component lifetime. 

3.1.1 Measurement data  

Measurement data was imported to Microsoft Excel where it 

was analyzed and compiled into trend curves after each stop 

in testing. Studying these trend curves it was clear that the 

only measurement values that showed changes correlating to 

pitting damage was the ISO levels reported by the CS1000, 

and under certain circumstances the flow value measured by 

the CS1000. A typical trend curve showing the ISO levels is 

shown in Figure 4 where a complete test cycle from filtering 

and startup through steady state operation to stopping the 

test due to damage is shown. 

At the start of the test, after filtering, there is a large spike in 

the ISO levels before settling at steady state operation. 

Similar spikes were generated when the test was stopped 

and restarted again. Such spikes in ISO values correlating 

with surges in flow has been observed by [21] and [22] 

when using optical particle counting in fluids. Detecting the 

transition between steady state operation and phase of 

increasing ISO levels due to damage is complicated both by 

these spikes and by the noise in the signal. Automation of 

the detection is desirable since it makes damage detection 

independent of operator judgment. To achieve this, post 

processing algorithms were developed in order to obtain a 

more easily interpreted trend curve and to trigger alarms 

based on that curve. As the algorithms for detecting damage 

were intended for use in the CMU1000 in real time during 

testing they had to be kept as simple as possible. Therefore 

more advanced methods such as fuzzy logic or neural nets 

were not used. The algorithms that were developed are 

described in the section below.  

3.1.2 Data post processing 

In order to achieve automatic triggering of alarms based on 

the ISO levels measured by the CS1000 two post processing 

algorithms were developed, the first for converting the ISO 

levels trend curve into a more easily interpreted form, the 

second algorithm then uses the shape of this new trend curve 

to trigger alarms. 

The first algorithm is based on the steady state ISO values 

found during testing and the cumulative time these steady 

state values are exceeded. At each sampling interval the 

algorithm is evaluated and the cumulative sum C taken 

according to the conditions in the algorithm. Applying this 

algorithm to the data series showed in Figure 4 and trending 

the C value produces the blue curve showed in Figure 5 (the 

green alarm curve is described below). 

This curve has less noise than the ISO curves and a 

characteristic behavior when damage occurs. The absolute 

value of C is not of particular interest, as it can vary widely 

as a result of spikes in the ISO values caused by for example 

stopping and restarting the test, instead the shape of the 

curve is used for indication of damage. The characteristic 

behavior of the curve when damage occurs is an accelerating 

increase that starts off slowly, as opposed to an increase 

caused by a spike in the ISO levels which produces a 

decelerating increase that starts out very steep. In order to 

detect this accelerating increase a second algorithm was 

developed. It works by comparing the increase in C over 

consecutive periods of time to determine if the value is 

accelerating. The length and number of these consecutive 
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periods of time were found iteratively by applying the 

algorithms to measurement data in post processing.  

A warning variable was introduced, which was set to 1 if 

accelerated cumulative wear was detected and 0 if 

otherwise. This variable was then plotted together with the 

C trend curve and thus produced the green alarm curve in 

Figure 5. As can be seen in the figure the alarm triggers 

when the curve starts accelerating upwards from its slow 

steady state increase, but does not trigger as a result of the 

spike in ISO values at the start of the test. However there 

were some false alarms during filtering. The performance of 

this alarm as compared to the magnetic plug will be 

discussed under method comparison below.  

3.1.3 Method comparison 

The purpose of this study was to compare the effectiveness 

of a light blockage type particle sensor with an existing 

magnetic plug particle detector. Effectiveness was 

considered in terms of early detection, false alarm rate, and 

ease of use. 

Early detection: on all but one occasion of pitting damage 

the CS1000 responded before the magnetic plug, that is; 

increasing levels of particles were detected before the test 

was stopped.  

False alarm rate: during all of the testing done in this study 

the magnetic plug system produced only one false alarm, as 

opposed to the CS1000 and post processing that produced 

numerous false alarms.  

Ease of use: the magnetic plug requires experienced 

operators that are able to interpret the growth in the amount 

of debris on the magnet; this will also cause interpretations 

to vary with different operators. The output from the post 

processing of ISO levels is digital, damage or no damage, 

and thus is not dependent on the experience or judgment of 

the operator. 

In summary the CS1000 with post processing is capable of 

earlier detection and is easier to use, but is also affected by 

significantly higher false alarm rates when compared to the 

magnetic plug being used by experienced operators. 

4 Discussion 

Earlier studies [13-16] have used cumulative particle 

counting with inductive particle sensors in combination with 

fuzzy logic post processing to detect pitting damage in 

gears. Results indicated that cumulative mass was a good 

predictor of pitting damage, and that fuzzy logic was a good 

technique for setting alarm thresholds. A similar approach to 

damage detection was used in this study. 

During initial testing it became clear that the only 

measurement value which showed changes corresponding to 

pitting damage occurring was the ISO class and flow values 

measured by the CS1000 particle counter. An effort was 

therefore made to have the system automatically trigger 

alarms based on the ISO class values. To achieve this, 

measured values had to be post processed to produce a trend 

curve that more clearly indicated when changes started to 

occur in the ISO class values. A means of automatically 

interpreting this new trend curve was also necessary. Two 

algorithms, one for post processing and one for automatic 

interpretation, were developed.  

Figure 4: ISO levels trend curve by optical particle counting. 
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The post processing algorithm developed in this study 

produces a trend curve with behavior similar to cumulative 

counting. But the absolute value can vary widely as a result 

of spikes in the ISO values caused by stopping and 

restarting the test. Using the absolute value to trigger alarms 

would therefore be problematic. Instead the algorithm for 

triggering of alarms uses the shape of the trend curve to 

detect when particle levels start to increase from a steady 

state value, thus avoiding the problems with widely varying 

absolute values by looking at differences over time instead. 

Both algorithms developed in this study are very simple 

mathematical and logical operations; this should make it 

possible to incorporate in most data collection systems.  

It should be noted that all testing in this study was done 

under constant conditions such as temperature, flow, RPM, 

load etc. Stopping and starting the test caused large spikes in 

the ISO levels, and it seems likely that running the test 

under varying conditions would cause the ISO levels to vary 

accordingly. This would make damage detection more 

difficult, as the method presented here relies on steady state 

ISO values as limits for the cumulative counting. In 

principle, the method is valid for any hydraulic system, 

regardless of size or speed, provided that a) a drainage line 

exists which carries particle contaminants from the wear 

location and b) a suitable pre-processing of the signal is 

available which can aid in establishing steady state wear 

during working conditions. More testing is therefore 

required to investigate how varying conditions affect ISO 

trend curves, and how to compensate for such variation. 

Also, a rig made specifically for this type of testing should 

be built, as it is has not been investigated if the design of the 

piston assemblies used in this study affect the release of 

wear particles from the loaded components out into the oil. 

A means to determine remaining useful component life 

based on the ISO values would also be desirable.  

5 Conclusions 

Extensive testing of wear detection was performed using a 

light blockage type particle sensor and a magnetic plug 

particle detector. Methods were developed for particle 

sensor signal processing and automatic alarm generation. 

When comparing the particle sensor system to the magnetic 

plug system in terms of early detection, false alarm rate, and 

ease of use some conclusions can be drawn. 

1. Early detection: the optical sensor reacts before the 

magnetic plug. 

2. False alarm rate: with experienced operators the 

magnetic plug has significantly lower false alarm 

rate than the optical sensor and post processing 

algorithms. 

3. Ease of use: with the post processing algorithms 

used the optical sensor does not require an 

experienced operator, and output is independent of 

operator experience. 

The optical sensor in combination with signal post 

processing has shown promise as a means of automatic early 

detection of pitting damage, but the high false alarm rate is a 

major problem and more work is needed to reduce this 

without compromising measurement sensitivity. More work 

is also needed to investigate how ISO levels behave in a 

system with varying operating conditions. 
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Figure 5: Cumulative counting trend curve and triggered alarms 
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Abstract

In recent years, water hydraulics has been getting more and more attention from the fluid
power society because of its inherent merits, including environmental friendliness, high
safety against fire hazards, running cost reduction, and easy availability. However, water
hydraulics still has two main problems to make it popular in application; fist one is the much
higher price of water hydraulic devices in comparison with the conventional one and the
other is energy loss because of more leakage and larger friction than oil hydraulics due to its
low viscosity. Water hydraulic systems without using servo valve such as a water hydraulic
fluid switching transmission (FST) and a water hydraulic pump motor transmission (PMT)
that can recover energy in deceleration period are good solutions for these difficulties.

This paper investigates two most important points on velocity response and energy saving per-
formance consisting of recovery energy and energy consumption of water hydraulic FST and
PMT. The comparison between the experimental results of these two transmissions also will
be presented in this research to get the conclusion for the advantages and disadvantages of
each transmission. The PMT system has proved its many advantages such as reducing noise
because of smooth operation, lengthening the life duration of the devices, and the drastic re-
ducing of both steady state error in a working phase and energy consumption. The recovered
energies of the both systems are almost same and get the values from 26.3 to 31.7% of the
kinetic energy of flywheel.

Keywords: Water hydraulic, fluid switching transmission, hydraulic pump motor transmis-
sion, velocity performance, energy saving, energy consumption

1 Introduction

In modern society, using safe and clean systems is the one
of the most important requirements for technical fields; from
this point, water hydraulics that uses pure tap water as pres-
sure medium emerges as an excellent solution and it is consi-
dered as the fourth driving source beside electricity, pneuma-
tics, and conventional oil hydraulics, especially in the fields
of food and medicine processing, steel and glass production,
nuclear power generation, ocean exploration, underwater ro-
botics [1], and underwater gait training orthosis. Water hy-
draulic has a very long story as mention in [2]; however, wa-
ter hydraulic systems was only paid much attention by resear-
chers from late 1990s, when advances in materials and machi-
ning technology realized the longer life times and higher flow
rate and pressure for water hydraulic components [3]. Today,
water hydraulics tends to divide into two branches: water hy-
draulic servo systems and water hydraulic systems without
using servo valve.

For water hydraulic servo systems, researches mainly concen-

trated on precise control such as simple adaptive control [3]
and [4], robust control [5], and sliding mode control com-
bined with disturbance observer in [6] for dealing with non-
linearities in water hydraulic component, e.g. high friction,
leakage, dynamic dead zone character, and so on. The control
response is getting better day by day; conventional systems
using servo or proportional valves, however, remain inhere
restrictions consist of expensive devices [7], especially for
water hydraulics, lower energy efficiency in comparison with
the system using ON/OFF valve shown in [8], and the dif-
ficulties in recovering energy in deceleration period because
of conflict in control algorithm. Thus, servo valve mainly
uses for the systems that require highly precise control per-
formance and quick response.

To make water hydraulics more popular to protect environ-
ment as its original purpose, reducing cost of such systems is
primary requirement. In recent years, some researches intro-
duced hydraulic fluid switching transmission [9] or water hy-
draulic fluid switching transmission (FST) [7], [10], and [11],
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that is a good method to reduce the original price of the sys-
tem because of using ON/OFF valve that is much cheaper than
servo valve. Moreover, FST system also can recover kinetic
energy of load in deceleration period to become high pressure
fluid energy stored in accumulator and it can be reused in the
acceleration process in next cycle [7]. The two properties of
FST system are very important and make it be useful in real
application.

However, FST system inherently exposes limitations that
need to be improved. First, FST system uses the fast swit-
ching logic to control the velocity; hence, the ON/OFF valves
of the system switch many times in the condition of high fluid
pressure that makes the hydraulic motor to change the state of
working and breaking for each switching. It causes unendu-
rable noise and the duration of the motor to be reduced. Se-
cond, to control the velocity of the load, it needs setting a ve-
locity threshold to make the velocity theoretically work inside
the bounds, but in fact, the steady state error goes beyond the
bounds because of the time delay of devices. The methods to
reduce the error are using the quick response devices and the
restricting the velocity threshold as mentioned in [7] and [11];
however, the restriction has its limit depending on the charac-
teristic of the ON/OFF valves, that means the steady state er-
ror inherently remains in the control logic. The first method
will bring the price of the system up and the second one will
make the number of switching of ON/OFF valves increase,
that leads to shorten the lifetime of the valves. Last, in wor-
king phase, FST system operates in condition of high pressure
that acts as the load of hydraulic pump; thus, the system dis-
sipates large amounts of energy, because an amount not less
losses via relief valves and other amount stores in shock ab-
sorbed accumulator and then disappears after action cycle.

To deal with the limitations of FST system, this research stu-
died on a new water hydraulic transmission that is the directly
connection of a water hydraulic pump and a motor, it can be
called a water hydraulic pump motor transmission (PMT). In
the past, there are very few research concerned with the sys-
tem that is the direct connection between a hydraulic pump
and an actuator such as in [12] and [13]; however, all the re-
searches worked for controlling the displacement of a cylin-
der and the systems cannot recover energy in the deceleration
period. PMT system mentioned in this paper is an improve-
ment of FST system. It can work smoother and reduce noise
drastically because ON/OFF valves only switch one time in
all cycle consist of acceleration, working or constant, and de-
celeration phases. By this way, the durations of the hydraulic
motor and ON/OFF valves will be lengthened due to stable
working pressure and much fewer states changing.

The main objectives of this study are twofold:

1. To examine the velocity responses of FST and PMT sys-
tems and then compare the results to prove the advantage
of PMT in experiments.

2. To evaluate the saved energies of FST and PMT systems
based on energy consumption in all a working cycle and
recovered energy in deceleration period. From these re-
sults, compare the consumption of each system.

The remainder of the paper is organized as follows. In Sec-
tion 2, the introductions of FST and PMT systems including
the structures, operations, and specifications of experimental
devices are shown. Then, the control logics of FST and PMT
system are presented in Section 3. Sections 4 and 5 are the
experimental results of velocity responses and energy saving
for FST and PMT systems, and at the end of each section is
the comparison of results of FST and PMT system to draw
conclusions.

2 FST and PMT Systems
In this section, the structures, operations, and specification
of experimental devices of the two water hydraulic transmis-
sions, FST and PMT, will be presented and discussed.

2.1 FST System

A simple FST circuit used for experiments in this research
will be introduced in fig. 1. The system consists of fol-
lowing main elements: a fixed displacement pump (P) that
is connected with an electric motor (M), a fixed displace-
ment pump/motor (PM), two accumulators (ACCi, i = 1, 2),
three ON/OFF valves (VSi, i=1,...,3). The two accumulators
ACC1 and ACC2 are used as a pressure surge absorber and
an energy storage, respectively. The fluid energy with the
pressure ps generated by the pump P is considered as the in-
put energy, kept as 12 MPa in all experiments. The flywheel
(FW) connected to PM is considered as a working load. The
specifications of main experimental devices will be shown in
tab. 1.

 

P

ACC2 

ωFW

PM
 p s

  p1

q2

q1

M

FW

ACC1

   VS1
   VS

 

2

   VS
 

3

  VC 1

  RV
 

2

  RV
 

1

  VC2

 p2

  p3

n

Figure 1: Schematic of water hydraulic FST system.

The goal is to control the flywheel velocity to meet the desired
constant velocity at the working time. An operational cycle
can be divided into three phases: an acceleration phase, a wor-
king or constant phase, and a deceleration phase as shown in
fig. 4 (a). In the acceleration phase, there is no control for
ON/OFF valves, they are opened to make the water flow di-
rectly from the pump P to the pump/motor PM. After once
getting the desired constant velocity, the state of the system
is changed to the working phase. At this time, the control
logics for ON/OFF valves are used to force the flywheel velo-
city to oscillate around the constant value. When the working
finishes, the system turns to the deceleration phase, the elec-
tric motor M is stopped and all the ON/OFF valves are in
close state; however, the pump/motor PM still works because
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Table 1: Specifications of experimental devices.

Symbols Specifications Values

P Displacement volume 15×10−6m3

PM Displacement volume 15×10−6m3

ACC1 N2 gas volume 0.005 m3

Precharge pressure 5.0 MPa
ACC2 N2 gas volume 0.01 m3

Precharge pressure 7.8 MPa
FW Moment of inertia 1.58 kgm2

Mass 78.9 kg
Diameter 0.4 m
Thickness 0.08 m

Electric motor Revolution 1200 min−1

of kinetic energy of flywheel and it acts as a hydraulic pump
to convert the kinetic energy into high pressure fluid that is
stored in the accumulator ACC2, it supplies the water via the
suction line that contains the check valve VC2. This energy
is called recovery energy and will be reused in the next action
cycle in the acceleration phase to make the transient time of
the acceleration phase shorten, and also to reduce the energy
consumption in this cycle.

2.2 PMT System

A new water hydraulic pump motor transmission PMT will
be introduced in this subsection, fig. 2 is the schematic of
the system. The PMT system is set on the basis of the FST
system, only some devices was changed and the control al-
gorithms for the ON/OFF valves and the electric motor M
are different. Note that, the same symbols of devices of the
FST and PMT systems in figs. 1 and 2 represent for the same
devices in the real systems, and the specifications of the expe-
rimental devices of the PMT system can be seen in the tab. 1.
In the PMT system, the ON/OFF valve VS1 was replaced by
the check valve VC3, the accumulator ACC1 was eliminated,
and the accumulator ACC2 was used for both tasks: pressure
surge absorber in acceleration and constant phases and energy
storage for recovered energy in deceleration phase.
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Figure 2: Schematic of water hydraulic PMT system.

The most important point of the PMT system is control lo-
gic for the two ON/OFF valves VS2, VS3, and the electric
motor M. In the acceleration and constant phases, all the two
ON/OFF valves VS2 and VS3 are opened and they will be
closed for all time of the deceleration phase. The controller
receives the reference signal r(t) as in fig. 2 and the feedback
of the flywheel velocity that is provided by an encoder to ge-
nerate the control signal u(t). The hardware for controller is
dSPACE and the software is MATLAB; thus the control signal
u(t) is limited by ± 10 Voltage. The rotational velocity of an
electric motor can be calculated via following equation [14]

n = 120
f
P
, (1)

where n is the rotational velocity of the electric motor, f the
frequency of electrical power supply, and P the number of
poles of the motor, in this case P = 4. Thus, the control si-
gnal that is dilivered to the electric motor M is frequency. A
frequency converter is used for converting the control signal
out of dSPACE in voltage to frequency signal supplied to the
electric motor M. The specification of the frequency converter
can be derived by doing some tests on it. The experimental
data of the tests will be shown in tab. 2, the results are the
average of five times of experiments; for more detail, fig. 3
shows the input-output mapping of the frequency converter.

Table 2: Test data of the frequency converter.

Input (V) Output (Hz)

0.1 0.70
0.2 1.30
0.4 2.60
0.8 5.08
1.0 6.30
1.5 9.40
2.0 12.50
2.5 15.50
3.0 18.70
3.5 21.75
4.0 24.80
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Figure 3: Frequency converter input-output mapping.

From the experimental results, it is easy to realize that, the
relationship of the input and output of the frequency converter
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can be considered as linear mapping, and it can be written
approximately as following equation

f = εu, (2)

where ε is the frequency coefficient and get the value of
6.1817 Hz/V.

In the deceleration phase, all the ON/OFF valves are closed as
mentioned above, and the electric motor M are also stopped.
Thus, there is no energy supply to the hydraulic pump/motor
PM but it still works same as FST system and also converts
the kinetic energy of the flywheel FW into high pressure fluid
stored in the accumulator ACC2.

3 Control Logics of FST and PMT Systems
3.1 FST System

The drive pattern of the flywheel shown in fig. 4 (a) consists
of three simple phases: an acceleration phase (Phase 1), a
constant speed phase (Phase 2), and a deceleration phase
(Phase 3). This section will explain the logic to control the
ON/OFF valves, depending on the flywheel drive pattern and
the variable reference velocity of the flywheel (fig. 4 (b)). The
valve VS1 is opened in both Phase 1 and Phase 2, and only
closed in Phase 3. The two valves VS2 and VS3 received
the same control signal depending on the flywheel rotatio-
nal velocity ωFW. The electric motor M is operated with the
constant velocity in all Phases 1 and 2, it is stopped in Phase 3
for saving energy. Following, the valve switching algorithms
corresponding to the three phases will be introduced.
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Figure 4: Control logic of ON/OFF valves.

3.1.1 Acceleration Phase (Phase 1)

In this phase, the FST accelerates the flywheel FW from sta-
tionary state to a given reference rotational velocity. Once
reached to the reference rotational velocity, the control sys-
tem is switched to Phase 2. In this phase, all of the ON/OFF
valves are opened full time and the electric motor is operated
with the velocity of 1200 min−1.

3.1.2 Constant (Working) Phase (Phase 2)

This phase maintains the rotational velocity of the flywheel
FW between ωopen and ωclose as in fig.4 (b). Two Phases 1
and 2 take 100 seconds. Tables 3 presents the control logics
of the three ON/OFF valves. In the control logic, when the
velocity of flywheel reaches out of ωclose, the both ON/OFF
valves VS2 and VS3 are changed the state from open to close
to brake the flywheel. Inversely, when the velocity downs
less than ωopen, the state of the both ON/OFF valves VS2 and
VS3 are altered from close to open. By this control logic,
the velocity of the flywheel will oscillate theoretically inside
ωopen and ωclose; however, in fact, the steady state error of the
flywheel velocity is larger because of the effect of the time
delay of the real devices in the system.

Table 3: Valve operation logic in Phase 2.

Valves Open Close

VS1 Open
VS2 ωFW < 795 min−1 ωFW > 805 min−1

VS3 ωFW < 795 min−1 ωFW > 805 min−1

3.1.3 Deceleration Phase (Phase 3)

In the final phase, the speed of the flywheel is decelerated to
zero and note that also in this phase, no velocity control is
executed. In this phase, all the ON/OFF valves are closed, the
closing of ON/OFF valve VS3 is to brake the flywheel FW
and also induce energy recovery process, ON/OFF valve VS1
is closed to cut the supply energy, and ON/OFF valve VS2
is closed to keep the recovery energy inside the accumulator
ACC2. The recovery energy is mainly produced in this Phase;
at this time, the pump/motor PM is act as a pump to convert
kinetic energy of the flywheel into high pressure fluid that is
stored in the accumulator ACC2.

3.2 PMT System

The controller of PMT system that is depicted in fig. 5 is a
feedback control that aims to make the velocity of the flyw-
heel track a desired reference velocity r(t) as shown in fig. 2.
The controller in this study is conventional PID control that
was tuned manually to attenuate the steady state error and
overshoot. The PID controller has the transfer function

Gc(s) = KP +
KI

s
+KDs, (3)

where KP, KI , and KD are the proportional, integral, and de-
rivative gains; in the experiment, they get the value of 0.002,
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−

F(s)

Gm(s) Gc(s)
+

um(t) r(t)

Figure 5: Control structure of PMT system.

0.001, and 0.001, respectively.

In the feedback loop, a first order low-pass filter that can be
described by eq. (4) was used to eliminate the high frequency
noise caused by measurement devices that consist of an enco-
der and a frequency-velocity (FV) converter.

F(s) =
10

s+10
. (4)

The reference r(t) was generated after a reference model
Gm(s) as in eq. (5) by a rectangular input signal um(t).

Gm(s) =
1

2s+1
. (5)

4 Velocity Response
In this section, the velocity response of the flywheel FW for
both FST and PMT systems will be shown and compared.

4.1 FST System

In the drive pattern as shown in fig. 3 (a) consists of three
phases; however, Phase 2 is the most important for velocity
response because the system will work and do its function
mainly in this phase. Phase 2 is also called constant (velo-
city) phase or working phase and its reference velocity ωwr
in this research is constant for the values from 600 min−1 to
1000 min−1. Table 4 is bounds of the velocity responses at
Phase 2 of FST system when reference velocity ωwr varies
from 600 min−1 to 1000 min−1 and fig. 6 has a more detail
view about the velocity response when the reference velocity
ωwr is 800 min−1.

Table 4: Experimental velocity response of FST system.

Reference velocity ωmin ωmax emin emax
ωwr [ min−1] [min−1] [min−1] [%] [%]

1000 968 1028 3.20 2.80
900 869 927 3.44 3.00
800 767 827 4.13 3.38
700 669 726 4.43 3.71
600 570 625 5.00 4.17

As showing in tab. 4 the flywheel velocity errors was regu-
lated in a range from −33 min−1 to 28 min−1 correspon-
ding with the bound of percentage errors emin and emax that
will be defined in eqs. 6 and 7 to 5% and 4.17%, respecti-
vely, when the reference velocity changes from 600 min−1

to 1000 min−1. Note that these bounds of the flywheel velo-
city errors are almost same when the reference velocity varies,
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Figure 6: Experimental velocity response of FST system
(ωwr = 800 min−1).

they depend mainly in the range of the threshold and the time
delay of the devices as mentioned in [7],

emin =
ωwr −ωmin

ωmin
, (6)

emax =
ωmax −ωwr

ωmax
, (7)

where ωmin and ωmax are the minimum and maximum velo-
city in the working phase.

Another property of the flywheel velocity response in Phase
2 needs to be noticed is that the velocity response of FST sys-
tem oscillates around the reference velocity. Figure 7 shows
the control signal of the ON/OFF valves VS2 and VS3 that
presents for the ON or OFF state of the valves. With the
working time of 100 seconds, the number of switching of the
valves is 80 times. The oscillation of the velocity is not good
for operation of the system, so it should be improved. The
excessive changing states of the ON/OFF valves make the li-
fetime of not only the ON/OFF valves but also the hydraulic
pump/motor PM decrease.
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Figure 7: Control signal of ON/OFF valves VS2 and VS3.

4.2 PMT System

PMT system was controlled by a conventional PID as men-
tioned above, the target of the control is to make the velocity
of the flywheel converge to a reference signal r(t). To com-
pare with the velocity response of FST, the reference signal is
also divided into three parts: an acceleration phase, a constant
(working ) phase, and a deceleration phase. The acceleration
phase can be calculated when the velocity is the stationary
state to get the constant value of the reference signal ωwr, the
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constant and working phase is defined same as FST system,
the acceleration and constant phases also took 100 seconds
for each cycle.

The velocity responses in working phase of PMT system cor-
responding with the reference velocity ωwr from 600 min−1

to 1000 min−1 are shown in tab. 5, and fig. 8 shows the
velocity response in case of reference velocity ωwr = 800
min−1. Base on the tab. 5, it is easy to realized that the li-
mit of the bounds of the velocity errors is 3.92 min−1 and
4.18 min−1 corresponding with the bound of percentage er-
rors emin and emax that also will be defined in eqs. 6 and 7 to
0.49% and 0.52%, respectively, when the reference velocity
changes from 600 min−1 to 1000 min−1. As showed in fig. 7,
the transient time (in the acceleration phase) of the response
takes longer time than the reference, it can be improved by
using larger gains of PID controller, however, it will bring the
larger overshoot. Thus, finding a method to reduce the tran-
sient time and still keep a small overshoot is a requirement of
this research in the future.

Table 5: Experimental velocity response of PMT system.

Reference velocity ωmin ωmax emin emax
ωwr [ min−1] [min−1] [min−1] [%] [%]

1000 996.85 1003.20 0.32 0.32
900 896.88 904.18 0.35 0.46
800 796.08 802.99 0.49 0.37
700 697.22 704.10 0.40 0.59
600 598.34 603.13 0.28 0.52
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Figure 8: Velocity response of PMT system (ωwr = 800
min−1).

Figure 9 shows the control signal of the electric motor M. In
the working phase, the controller sent to the motor a signal
that is not changed much. This is really good for the duration
of the motor. For all the time of the acceleration and working
phases, the ON/OFF valve VS2 and VS3 were opened, that
made the supply pressure for hydraulic pump/motor PM was
steady; therefore, the lifetime of the both ON/OFF valves and
also the hydraulic pump/motor is not affected.

4.3 Comparison

This subsection aims to analyse and compare the velocity res-
ponse between FST and PMT to derive the advantage and di-
sadvantage of each transmission. The percentage errors emin
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Figure 9: Control signal of electric motor.

and emax are shown in figs. 10 and 11, respectively. Base
on the figures and tabs. 4 and 5, it can be concluded that the
steady state error of PMT system is much smaller than FST
system in both percentage errors emin and emax and the maxi-
mum difference is nearly 18 times and the minimum one is
approximately 6 times.
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Figure 11: Percentage error emax.

Figure 12 shows the velocity responses of both FST and PMT
systems in case of reference velocity ωwr = 800 min−1. At
the beginning of the acceleration phase, the control perfor-
mances of the both transmissions are almost same; only the
end of this phase, the PMT responded slower than FST a lit-
tle bit however it is smoother. In the most important phase,
working phase, the flywheel velocity of PMT system not only
much more precise but also is smoother and does not oscillate
rapidly in comparison with FST system.
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Figure 12: Velocity responses of FST and PMT (ωwr =
800 min−1).

5 Energy Saving
Energy saving is one of most important property of water hy-
draulic systems without using servo valve. The energy saving
of both FST and PMT systems that concerns with recovered
energy in deceleration process and energy consumption in ac-
celeration and working phase will be presented in this section.

5.1 Energy Consumption

Because of the energy loss of the water hydraulic transmis-
sions is considerably higher than conventional one; thus, ta-
king into account of the energy consumption is an important
requirement of the water hydraulic systems in general and the
water hydraulic systems without using servo valve in particu-
lar.

5.1.1 FST system

Energy consumption of the FST system is only for Phase 1
and Phase 2, because in Phase 3, the electric motor M is stop-
ped. Table 6 shows the energy consumptions of the system in
a cycle when the reference velocity varies from 600 min−1 to
1000 min−1. The energy consumptions are almost same and
decrease if the reference velocity increases. The reason for
this can be explained as follows. The velocity of the electric
motor M is constant for all the reference velocities and gets
the value of approximately 1200 min−1 to force the system to
complete full cycle when the reference velocity gets the hi-
ghest value of 1000 min−1. The energy consumption for the
acceleration phase is higher if the reference velocity is big-
ger; however, in phase 2, when the reference velocity is big-
ger, the flow rate flows through the hydraulic pump/motor is
also bigger and the supply flow rate from the hydraulic pump
P is almost constant, it leads to the working pressure that can
be considered as load of the hydraulic motor is smaller and
the energy consumption of the electric motor will decrease
in this phase. The energy consumption is the combination of
the both phases. Thus the energy consumption of the system
depends on both the working time of the system and the refe-
rence velocity.

5.1.2 PMT system

Energy consumption of PMT system is only for the accele-
ration and working phases same as FST system, because the
electric motor M is also stopped in the deceleration phase.

Table 6: Energy consumption of FST system.

Reference velocity Energy consumption
ωwr [ min−1] [Wh]

1000 137
900 138
800 140
700 140
600 141

Energy consumption of the system when the reference velo-
city is from 600 min−1 to 1000 min−1 will be shown in tab. 7.
The energy consumptions of PMT system decreases if the re-
ference velocity goes down. It is not difficult to understand
because the velocity of the electric motor M also varies de-
pending on the reference velocity.

Table 7: Energy consumption of PMT system.

Reference velocity Energy consumption
ωwr [min−1] [Wh]

1000 28.5
900 26.0
800 23.0
700 20.8
600 18.4

5.1.3 Comparison

The comparison of the energy consumption between FST and
PMT is one of the major purposes of this research. Figure 13
shows the energy consumption of FST and PMT systems. Ba-
sed on the figure and tabs. 6 and 7, the advantage in the energy
saving of PMT is displayed clearly. The minimum difference
between FST and PMT is 4.8 times and the maximum one is
7.7 times corresponding with the reference velocities of 1000
min−1 and 600 min−1, respectively. The difference is because
of the energy loss of FST system via relief valve, stored in
ACC1 that will disappear after the cycle. Morover, the energy
lose when the ON/OFF valves change its state that contributes
the bigger part and the energy stored in accumulator ACC2
which can be reused same as the recovered energy.
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Figure 14: Electric motor supply power of FST and PMT
(ωwr = 800 min−1).

Figure 14 shows the instantaneous value of the supply po-
wer to the electric motor M of FST and PMT system in expe-
riment. At the beginning of the acceleration phase, the energy
consumption of FST and PMT is similar; however, at the end
of the phase, energy consumption of FST still increase and the
energy consumption of PMT reduces, because the velocity of
the electric motor M increases rapidly for FST case and slo-
wer for PMT case that make the velocity response of PMT is
slower. In the working phase, the energy consumption of FST
is much higher than PMT because the pressure in the output
line of the hydraulic motor of FST system is higher than PMT
system.

5.2 Energy Recovery Efficiency

Energy recoveries of both FST and PMT systems were pro-
duced in the deceleration phase. The deceleration phases of
FST and PMT systems were exactly same, all ON/OFF valves
were closed, the electric motor M was stopped. ON/OFF
valve VS3 was closed to break the flywheel; at that time, the
hydraulic pump motor PM acted as a pump and converted the
kinetic energy of the flywheel FW that caused by high speed
of the flywheel into high pressure water and it was stored in
the accumulator ACC2. The recovered energy would be reu-
sed in the next cycle of the systems. The ON/OFF switching
valve VS2 was closed to cut the supply energy to the hydraulic
pump/motor PM directly and preserve the recovered energy.
The recovered energy stored in the accumulator ACC2 is de-
fined as follows

Erecovery =
∫ tend3

tstart3

pACC2 ·qACC2 dt, (8)

where Erecovery is the recovered energy to the accumulator
ACC2 during the deceleration phase, pACC2 the pressure of
the accumulator ACC2, qACC2 the flow rate stored in the ac-
cumulator ACC2, and tstart3, tend3 the times at the beginning
(the time of 105 second) and the end of Phase 3, respectively.
Because the pressure pACC2 and the flow rate qACC2 are same
as the pressure p1 and the flow rate q2, eq. (9) can be written
as

Erecovery =
∫ tend3

tstart3

p1 ·q2dt. (9)

To estimate the recovered energy, the efficiency index η will
be introduced as the ratio of the recovered energy and the

maximum kinetic energy of the flywheel FW in the decele-
ration phase as follows

η =
Erecovery

EFW
, (10)

where EFW is the maximum kinetic energy possessed by the
flywheel in Phase 3. This evaluates how much energy will be
recovered from the kinetic energy of the flywheel dissipated
in conventional operations and can be reused in next action
cycle in real application. In this case, EFW is calculated by
following equation

EFW =
1
2

Iω2
max, (11)

where ωmax is the maximum rotational velocity of the flyw-
heel in the deceleration phase.

Table 8: Recovered energy of FST system.

Reference velocity Erecovery EFW η
ωwr [ min−1] [kJ] [kJ] [%]

1000 3.17 8.65 36.7
900 2.49 7.16 34.8
800 1.88 5.67 33.2
700 1.27 4.22 30.1
600 0.86 3.27 26.3

Table 9: Recovered energy of PMT system.

Reference velocity Erecovery EFW η
ωwr [ min−1] [kJ] [kJ] [%]

1000 3.21 8.66 37.1
900 2.48 7.02 35.3
800 1.85 5.54 33.4
700 1.29 4.25 30.4
600 0.83 3.12 26.6

Tables 8 and 9 shows the recovered energies of FST and PMT
systems in the deceleration phase, all the results are the ave-
rage of five times experiments. From the tables, it is easy to
realize that the recovered energy of the FST and PMT systems
are almost same; however, they still exist a minor difference
because the maximum rotational velocities of the flywheel in
the deceleration phase ωmax of the FST and PMT systems are
not the same and the measurement devices have its deviations.
The recovered energies of the both systems increased when
the reference velocities raised and got the maximum values
of 3.17 and 3.21 corresponding with the energy recovery ef-
ficiency index η of 36.7% and 37.1% for the FST and PMT
systems, respectively.

6 Conclusion
This paper is an investiagation on the FST and PMT systems
that do not use servo valve. The easiest advantage of the sys-
tems is cheap and the energy loss can be reduced.
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The FST system is good at recovering energy in the decelera-
tion period, it is almost same as the PMT system, and it can
save from 26.3 to 26.7% of the kinetic energy of the flyw-
heel. However, the steady state error of the flywheel velocity
in the working period is still large, it is from 2.8 to 5% and it
is very difficult to be reduced because the error exists in the
control logic. The energy consumption of the system is quite
high because of lossing via the relief valves, the accumulator
ACC1, and the process of changing state of ON/OFF valves.
It needs from 137 to 141 Wh for all acceleration and wor-
king phases that last 100 seconds when the reference velocity
changes from 600 to 1000 min−1.

The PMT system displayed more advantage than FST sys-
tem. Fist, the system can reduce the noise because of smooth
operation and enlarge the duration of the devices such as the
ON/OFF valves VS2, VS3 and the hydraulic motor. Second,
the steady state error in the working phase decreased drama-
tically in the PMT system, from 6 to 18 times, it is from 1.66
to 4.1 min−1 corresponding with the percentage errors of 0.28
to 0.59%. Following, The energy consumption of PMT sys-
tem reduced much, it was only from 4.8 to 7.7 times less than
energy consumption in FST system.

However, PMT system remains some restrictions that need
to be improved consist of long transient time in acceleration
phase and taking time to tune the gain of PID controller.
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Abstract 

Water hydraulic proportional control valves using “tap water” as the working fluid are suitable 

for systems that require high levels of environmental friendliness and safety. Particularly, there 

are high expectations for their application to mining machinery, wave and wind power 

generation systems, and ocean development machinery, including underwater drilling 

machinery. In the previous report, the authors defined the transfer functions of three 

components of the water hydraulic proportional control valve, namely the compensation circuit, 

the solenoid, and the pilot valve, and experimentally and analytically examined the effects of 

design parameters on valve performance. In water hydraulic proportional control valves that use 

tap water, with its poor lubricating properties,  as the working fluid, the hydrostatic bearings 

and damping orifices, which comprise the structural characteristics of the valve, function to 

ensure friction/wear prevention and stable operation of the spool. Moreover, the hydrostatic 

bearings and damping orifices structurally constitute a meter-in circuit that is effective in 

improving the response characteristics of the spool and a meter-out circuit that is effective in 

improving the damping characteristics of the spool; their functions are determined depending on 

the purpose of the valve. This report focuses on the open loop transfer function represented by 

the solenoid and the pilot valve and how that function effects the characteristics of the entire 

valve; more specifically, the effect of the geometric parameters of the hydrostatic bearings and 

damping orifices is examined; then, the effect of these parameters on the step response 

characteristics of the entire valve is analytically verified. 

Keywords: Water hydraulic proportional control valve, tap water, response characteristics 

1 Introduction 

Water hydraulic proportional control valves using “tap 

water” as the working fluid are suitable for systems that 

require high levels of hygiene and safety; they can be used 

in a wide range of applications, including foods, beverages, 

semiconductors, medicines, pharmaceuticals, cosmetics, 

chemicals, natural energy technologies, and underwater 

applications. In particular, there are high expectations for 

their application to systems that require high levels of safety 

and environmental friendliness, for instance, mining 

machinery, wave and wind power generation systems, and 

ocean development machinery, including underwater 

drilling machinery, as well as systems requiring high levels 

of hygiene and washing performance in the automation of 

meat/seafood processing, which has been conventionally 

performed manually. 

In the previous report, the authors defined the transfer 

functions of three components of the water hydraulic 

proportional control valve, namely the compensation circuit, 

the solenoid, and the pilot valve, and experimentally and 

analytically examined the effects of design parameters on 

valve performance [2], [3], [4]. A water hydraulic 

proportional control valve using tap water with low 

lubricating properties as the working fluid has a structure in 

which hydrostatic bearings support the spool at both ends 

for friction/wear prevention; damping orifices generate 

damping force for stable spool operation by guiding fluid 

flowing from the hydrostatic bearings to the pressure 

chambers at the both ends of the spool. From their positional 

relationship, the hydrostatic bearings and damping orifices 

constitute a meter-in circuit and a meter-out circuit for spool 

operation, respectively. Since the meter-in circuit effectively 

improves the response characteristics of the spool and the 

meter-out circuit effectively improves the damping 

characteristics of the spool; their functions are determined 

depending on the purpose. Their dimensions need to be 

optimally set for stable valve operation; however, 

consideration of the dimensions has been conducted only 

empirically, not theoretically. 

This report focuses on the open loop transfer function that is 

represented by the solenoid and the pilot valve and how it 
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affects the characteristics of the entire valve; more 

specifically, the effect of the geometric parameters, is 

examined. Then, the effect of these parameters on the entire 

valve in terms of its response characteristics is verified. 

Specifically, the dimensional ratio of the damping orifice 

diameter Dn against the hydrostatic bearing equivalent 

orifice diameter Db' is defined as Cr = Dn/Db', the effect of 

changes in Cr on the first-order lag time constant of the pilot 

valve TTTTL L L L and on the second-order lag damping coefficient of 

the solenoid and the pilot valve ζζζζ, and the effect of Cr on 

the step response of the loop transfer function of the entire 

valve including the compensation circuit are analytically 

examined. 

2 Overview of the water hydraulic 

proportional control valve 

This section describes the structural characteristics and 

control method of the water hydraulic proportional control 

valve. 

2.1 Structure 

Figure 1 shows the structure of the water hydraulic 

proportional control valve. Table 1 shows its major 

specifications. Low-viscosity tap water used as the working 

fluid makes it difficult to form water film in the clearance of 

the sliding member. For this reason, the water hydraulic 

proportional control valve has a structure in which 

hydrostatic bearings support the spool at both ends so that 

the spool can be displaced without contacting the sleeve to 

reduce friction/wear caused by sliding. Damping orifices are 

provided at both ends of the spool between the pressure 

chambers and the return line. This allows stable valve 

operation by providing damping force for spool operation. 

The spool is set in place by balancing between the solenoid 

thrust and the spring force. While a typical solenoid valve 

has a structure in which the solenoid and a compression 

spring support the spool at both ends, the water hydraulic 

proportional control valve instead uses an extension spring. 

The use of the extension spring frees the other end of the 

spool, allowing more effective hydrostatic bearing operation 

for reduced moment and lateral force. 

      
Figure 1: Structure     

 
Table 1 Specifications      

 

2.2 Functions of the hydrostatic bearing orifices and 

damping orifices 

Figure 2 schematically shows the positional relationship 

between the spool, hydrostatic bearing orifice, and damping 

orifice. Since the hydrostatic bearing orifices function to 

support the spool in the sleeve so that it does not make 

contact with the sleeve and thus prevent friction/wear, the 

design dimensions of the orifices are determined by the load 

capacity required to retain the spool [1]. Fluid passing 

through the hydrostatic bearing orifices is guided to the 

pressure chambers at the ends of the spool; then, it passes 

through the damping orifices, generating damping force. 

The design dimensions of the damping orifices depend on 

the design dimensions of the hydrostatic bearing orifices; 

therefore, they cannot be uniquely determined. In addition to 

supporting the spool without coming into contact with it, as 

is apparent from the orifices positional relationship with the 

spool, the hydrostatic bearing orifices function as a meter-in 

circuit that effectively improves the response characteristics 

of the spool. Meanwhile, the damping orifices function as a 

meter-out circuit that effectively improves the damping 

characteristics of the spool. Which of the meter-in circuit or 

the meter-out circuit has a larger effect on spool operation 

depends on the relative relationship between the two types 

of orifices, the hydrostatic bearing orifices and the damping 

orifices. That is, if the hydrostatic bearing orifices are 

relatively smaller than the damping orifices, the effect as a 

meter-in circuit becomes larger; if the damping orifices are 

relatively and sufficiently larger than the hydrostatic bearing 

orifices, the effect as a meter-out circuit becomes larger. 

When the two circuits have an equal relationship, the effects 

of the meter-in and meter-out circuits are combined and 

considered to affect the spool. 

Generally, the viscosity of water is very small (one thirtieth 

that of oil); thus, it is assumed that when water is used as the 

working fluid, the damping orifice diameter needs to be very 

small to generate sufficient damping force. From a practical 

point of view, making the damping orifice diameter smaller 

may increase the effect of contamination; however, almost 

no quantitative study has been made to such effect. In this 

regard for the water hydraulic proportional control valve, we 

studied the friction factor required to calculate the damping 

force of the damping orifices by comparing it with a case in 

which oil is used as the working fluid, instead of water. First, 

the relationship between the orifice diameter D and the 

Reynolds number Re is calculated by using the orifice 
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dimensions and the actual measured flow rate [2]. For 

example, when the orifice diameter is φ0.6, in the case of 

water, the Reynolds number that produces turbulent flow is 

about 9,000, while, in the case of oil, the Reynolds number 

that produces laminar flow is about 300. This means that, 

even though the orifice diameter is the same, the type of 

flow differs depending on the working fluid type, water or 

oil. Next, fig. 3 shows the relationship between the 

Reynolds number Re and the friction factor λ. In the case of 

oil, a friction factor λOil of 0.22 is obtained by applying λ = 

64/Re derived from the Hagen-Poiseuille law for laminar 

flow. In the case of water, a friction factor λWater of 0.033 is 

obtained by applying the Blasius equation for turbulent flow. 

Thus, it is found that the friction factor in the case of water 

is about one sixth that of oil. Based on these results, fig. 4 

shows the damping force in the case of water vs. oil 

calculated with common orifice diameters. From these 

results, to obtain the equivalent damping force, the orifice 

diameter in the case of water needs to be about half of that 

in the case of oil. However, making the orifice diameter 

smaller requires more precise boring and stricter 

contamination control in terms of mass production. 

Therefore, it is desirable to have a configuration combining 

the effects of a meter-in circuit and of a meter-out circuit, as 

proposed in this report.         
 

Figure 2: Physical relationship between the hydrostatic 

bearing orifice and the damping orifice 

 

 

 

 

 

 

 

 

 

 

Figure 3: Relationship between the Reynolds number and 

the friction factor 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Relationship between the orifice diameter and the 

damping force 

2.3 Control method 

Figure 5 shows the block diagram of the valve system. The 

water hydraulic proportional control valve consists of three 

components: the compensation circuit, the solenoid, and the 

pilot valve. Their transfer functions are expressed as C(s), 

S(s), and P(s). Valve control is performed by detecting spool 

displacement by the linear variable differential transformer 

(LVDT) and feeding it back to the compensation circuit of 

the PI controller.      
Figure 5: Block diagram of the valve system 

3 Transfer functions 

Figure 6 shows the parameter definition for the analytical 

model. 

 

 

 

 

 

 

 

 

 

Figure 6: Parameter definition 

As described above, the water hydraulic proportional control 

valve consists of three components: the compensation circuit, 
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the solenoid, and the pilot valve. The compensation circuit is 

defined by eq. (1) with a standard PI controller. 

  
(1) 

 

Since it has been experimentally verified that the transfer 

function of the solenoid S(s) can be approximated by a 

standard first-order lag transfer function in the previous 

report, it is defined by the transfer function in eq. (2). Figure 

7 shows a comparison of the experimental results of the 

frequency characteristics of the solenoid thrust with the 

analytical results of the transfer function in eq. (2).  
  

(2)             
Figure 7: The frequency characteristics of the solenoid 

thrust 
The transfer function of the pilot valve P(s) can be obtained 

as the first-order lag transfer function in eq. (3) by Laplace, 

transforming the mathematical model that linearizes the 

pressure and flow rate of each component in the vicinity of 

experimental points. Parameters in eq. (3) are defined by eq. 

(4) to eq. (19). In eq. (15), Cr is the ratio of the damping 

orifice diameter against the hydrostatic bearing orifice 

diameter. Since four hydrostatic bearings are provided in the 

circumferential direction of the spool, they are expressed as 

the hydrostatic bearing equivalent orifice diameter Db' as 

one orifice defined by eq. (14), and the ratio is expressed as 

Cr=Dn/D'b. From the measured flow rate and the Reynolds 

number calculated from the geometry, the flow from the 

hydrostatic bearing orifice was assumed to be laminar flow, 

and therefore, the orifice is modeled as a choke orifice by eq. 

(12). The friction factor λ that determines the damping force 

of the damping orifices is modeled by eq. (19) by applying 

the Blasius equation for turbulent flow, as described above. 

The transfer characteristics of the solenoid and the pilot 

valve (excluding the compensation circuit) of the three 

components defined above are expressed as the open loop 

transfer function V(s) of the valve shown in the block 

diagram (fig. 8) by the second-order lag transfer function in 

eq. (20). The damping coefficient ζ, the natural frequency ω, 

and the proportionality constant K are defined by eq. (21) to 

eq. (23), respectively. Further, as shown in fig. 3, the loop 

transfer function of the feedback control valve system, 

including the compensation circuit, VSYS(s) is a third-order 

lag transfer function as shown in eq. (24). 
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(19) 

 

 

 

 

 

Figure 8: Block diagram of valve components excl. the 

compensation circuit 
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4 Results and discussion 

Before finding out the characteristics of the entire valve, it is 

important to know the relationship between the transfer 

characteristics of the open loop transfer function shown in 

fig. 9 and Cr defined as the equivalent diameter ratio of the 

damping orifice diameter against the hydrostatic bearing 

orifice diameter. 
This section discusses the relationship between the time 

constant TL of the first-order lag transfer function P(s) of the 

pilot valve in eq. (3) and the damping coefficient ζ of the 

second-order lag transfer function V(s) of the solenoid and 

the pilot valve in eq. (20), with changes in Cr defined as the 

equivalent diameter ratio of the damping orifice diameter 

against the hydrostatic bearing orifice diameter. Figure 9 

shows the relationship between the damping coefficient ζ 

and Cr that affects the time constant TL. 

4.1 Effect of Cr on the transfer function P(s) of the pilot 

valve 

A Cr larger than 1 suggests that the damping orifice 

diameter is relatively larger than the hydrostatic bearing 

orifice diameter. A Cr smaller than 1 suggests that the 

damping orifice diameter is relatively smaller than the 

hydrostatic bearing orifice diameter. 

Based on the above facts, the following relationship between 

the time constant TL of the transfer function of the pilot 

valve and Cr are considered to be true. 

- The smaller the Cr , the larger the time constant TL and the 

slower the pilot valve response. This suggests that the 

damping orifices have an effect as a meter-out circuit on 

spool operation. 

- The larger the Cr, the smaller the time constant TL and the 

faster the pilot valve response. This suggests that the effect 

of the hydrostatic bearing orifices as a meter-in circuit is 

larger than the effect of the damping orifices as a meter-out 

circuit. 

- As a general trend, in inverse proportion to an increase in 

the Cr, the time constant TL decreases, and the effect as a 

meter-out circuit on spool operation decreases rapidly. 

When the Cr is larger than 1.2, the effect of the damping 

orifices is almost zero.          
Figure 9: Relationship between the damping coefficient ζ 

and Cr that affects the time constant TL 
4.2 Effect of Cr on the transfer function V(s) that is 

expressed as the product of the pilot valve and the 

solenoid 

In fig. 9, the following relationship between the Cr and the 

damping coefficient ζ of the open loop transfer function V(s), 

expressed as the product of the pilot valve and the solenoid 

in eq. (4), are considered to be true. 

- Regardless of the value of the Cr, ζ is always positive. 

Thus, the transfer characteristics of the solenoid and the 

pilot valve (excluding the compensation circuit) are 

basically stable. 

- When the Cr is 0.69, the damping coefficient ζ becomes 

the minimum value 1, which is the critical damping for a 

response that does not generate overshoot in the transient 

response. 

- When ζ is larger than 1, overdamping occurs, and the 

response slows down. 

- In an exponential increase in the Cr, the damping 

coefficient ζ increases, and the level of the overdamping 

effect increases. 
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4.3 Effect of Cr on the step response characteristics of 

the open loop transfer function, excluding the 

compensation circuit 

Figure 10 shows the effect of the Cr on the step response 

characteristics of the open loop transfer function when the 

Cr is in the range from 0.69 to 1.6. 

The smaller the Cr, the larger the time constant TL of the 

transfer function P(s), and the rise time tends to be fast. 

The larger the Cr, the smaller the time constant TL of the 

transfer function P(s), and the rise time is fast. However, 

overdamping occurs due to increase in the damping 

coefficient ζ of the transfer function V(s), not necessarily 

providing improvement in the response characteristics. 

When the Cr is 1 or more, there is no significant difference 

in the stabilization time. 

Based on the relationship described above, when the Cr is 

small, the effect of the damping orifices as a meter-out 

circuit slows down the pilot valve response; when the Cr is 

large, overdamping due to increase in the damping 

coefficient ζ slows down the response. Thus, the appropriate 

value of the Cr is considered to be in the range from 0.69 to 

1.6.           
Figure 10: Effect of Cr on the step response characteristics 

of the open loop transfer function 
4.4 Effect of Cr on the step response characteristics of 

the loop transfer function 

The above results indicate that the Cr has an appropriate 

range. It also indicates that the transfer characteristics that 

can be obtained from the thrust characteristics of the 

solenoid and the geometric structure of pilot valve are 

always stable. Overall, the water hydraulic proportional 

control valve constitutes a feedback control system, 

including the compensation circuit; the overall loop transfer 

function indicates the characteristics of the third-order lag 

transfer function in eq. (25). Figure 11 shows the effect of 

the Cr on the step response characteristics of the loop 

transfer function. Based on this result, the effect of the 

compensation circuit was examined in terms of the step 

response characteristics of the valve system. Here, the Cr is 

in the range from 0.69 to 1.6; the proportional gain of the 

compensation circuit KP is 1.9; the integral time TI is 0.1 sec. 

When the Cr is 0.69, the rise time is slow, damped 

oscillation occurs, and convergence is slow. As the Cr 

increases from 0.69 to 1, both the rise time and convergence 

tend to be faster. Further, comparing the case where the Cr 

is 1.2 with the case where the Cr is 1.6, in the case of Cr = 

1.6, the rise time is faster, but damping occurs rapidly, and 

the stabilization time is longer than in the case of Cr = 1.2. 

Thus, the effect of the time constant TL on the rise time is 

considered to be large, and rapid damping occurs with the 

inflection point affected by the damping coefficient ζ when 

approaching the target value. 

Figures 12 and 13 show the effect of the Cr under different 

conditions of the proportional gain and integral time. In fig. 

12, the proportional gain KP is 4, and the integral time TI is 

0.1 sec. In fig. 13, the proportional gain KP is 1.9, and the 

integral time TI is 0.05. Based on these results, the smaller 

the Cr, the slower the rise time under different conditions of 

the proportional gain and integral time; convergence 

proceeds as damped oscillation occurs. When the Cr is too 

large, the rise time is fast, but the stabilization time tends to 

be lengthened. 

Generally, the faster the rise time, the more likely overshoot 

occurs. However, this is not the case with the water 

hydraulic proportional control valve. As shown in fig. 10, 

the fast rise time is assumed to be achieved by the effect of 

the time constant TL of the transfer function P(s) of the pilot 

valve; the characteristics in the course of accessing the 

steady-state value and reaching convergence are assumed to 

be achieved by the effect of the damping coefficient ζ of the 

transfer function V(s) of the solenoid and the pilot valve. 

From the above results, in terms of rise time and damping 

characteristics, the Cr is considered to have an optimum 

value in the range from 0.69 to 1.6. Appropriate values for 

the proportional gain and integral time of the compensation 

circuit need to be set in a certain range by considering both 

stable valve operation and good response characteristics. 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Effect of Cr on the step response characteristics 

of the loop transfer function of the valve incl. the 

compensation circuit 

(KP = 1.9, TI = 0.1 sec) 
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Figure 12: Effect of Cr on the step response characteristics 

of the loop transfer function of the valve incl. the 

compensation circuit 

 

 

 

 

 

 

 

 

 

 

Figure 13: Effect of Cr on the step response characteristics 

of the loop transfer function of the valve incl. the 

compensation circuit 

(KP = 1.9, TI = 0.05 sec) 

5 Experimental verification 

From analytical verification in the previous section, it is 

found that the Cr has a value that optimizes the step 

response characteristics in the range from 0.69 to 1.6 in 

terms of rise time and damping characteristics. This 

analytical result was experimentally verified. 

5.1 Experimental methods 

Figure 14 shows the schematic diagram of the experimental 

apparatus for step response characteristic verification. The 

experimental procedure is as follows. With the stop valve 

closed, the neutral point of the valve was adjusted. The 

difference between the load pressures at Port A and Port B 

PL was adjusted to 7 MPa while opening the stop valve with 

an input signal of 50% input to the controller for 

experimental equilibrium. After adjusting the load pressure, 

the input signal was set to 0%. For the waveform, stepwise 

input signals of 0% to 50% were input into the valve. The 

input signal u and the spool displacement x were 

chronologically recorded by the data logger. The experiment 

was conducted with supply pressure Ps at 14 MPa and water 

temperature at 25±5 °C.          
Figure 14: Schematic diagram of the experimental 

apparatus for step response characteristic verification 5.25.25.25.2    Experimental results    
Figure 15 shows an example of the experiment where the 

effect of the Cr on the step response characteristics was 

examined. Here, the parameters of the compensation circuit 

were adjusted to indicate the effect of the Cr more clearly, 

and the spool displacement was normalized by removing 

steady-state errors. When the Cr is 0.9, the rise time to reach 

the steady-state value is relatively slow (50 msec). When the 

Cr is 2, the rise time is faster than for Cr = 0.9; once about 

95% of the target value is achieved, the slope of the curve 

becomes small at the inflection point before reaching the 

target value. It is assumed that the rise time is fast since the 

time constant TL is small when the Cr is large, and at the 

inflection point and beyond, there is a damping effect of 

overdamping due to a large damping coefficient ζ. The 

smaller the Cr, the slower the rise time; the larger the Cr, 

the faster the rise time, but the stabilization time is 

lengthened due to the damping effect of overdamping. These 

experimental results are similar to the analytical results. 

 

 

 

 

 

 

 

 

 

Figure 15: Experimental verification for the effect of Cr on 

the step response characteristics 

(KP = 1.9, TI = 0.05 sec) 
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6 Conclusions 

When the Cr is small, the effect of the damping orifices as a 

meter-out circuit slows down the pilot valve response. When 

the Cr is large, overdamping due to an increase in the 

damping coefficient ζ slows down the response. Thus, the 

Cr has an appropriate value in the range from 0.69 to 1.6. 

In step response characteristics, when the Cr is too small, 

the slow rise time slows down convergence toward the 

target value. On the other hand, when the Cr is too large, 

overdamping due to fast rise time slows down convergence 

toward the target value. When the Cr is within a certain 

range, both the rise time and convergence tend to be fast. 

The findings obtained from our analytical verification as 

described above have also been verified by our experimental 

results. 
Nomenclature 

Designation Denotation Unit 

ASPL Spool Cross-sectional area [m
2
] 

Db Pressure [Pa] 

DSPL Spool diameter [m] 

Dn Damping orifice diameter [m] 

FF Flow force [N] 

FSOL Solenoid thrust [N] 

KSP Spring constant [N/m] 

KSOL Constant of solenoid thrust [N/A] 

LW Control orifice width [m] 

Lbn, LbT LNT Annular clearance length [m] 

P Supply pressure [Pa] 

Q Flow rate [m
3
/s] ζ Damping coefficient [-] λ Friction factor [-] θ Jet angle [degree] δ Radial clearance [m] μ Viscosity [Pa s] ν Kinetic viscosity [m

2
/s] ρ Working fluid density [kg/m

3
] 

kP Proportional gain [-] 

TI  Integral time [sec] τSOL Time constant [sec] β Coefficient of flow force [N/m] Γ Coefficient of viscosity [Ns/m] 

C Flow constant [-] 

Fi Force [F] 

p Pressure [Pa] 
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Abstract 

In the scope of the cluster of excellence “Tailor-Made Fuels from Biomass” new biofuels are 

developed within an interdisciplinary research approach at RWTH Aachen University. The most 

promising fuel candidates so far tend to have a low viscosity and a low lubricity compared to 

diesel fuel. It is the task of the authors to develop a guideline for designing injection systems 

that are especially adapted to these fuels. The main focus is on high pressure pump within 

common rail systems. In this paper, the effects of those fuel candidates on the tribological 

contacts in standard common rail pumps are investigated by means of experiments and 

simulations. On the experimental side a test rig is presented, which allows the measurement of 

the transversal force on a piston and the friction force, which occur in the piston/bushing-

contact. On the simulation side, elastohydrodynamic simulation models of several tribological 

contacts within the standard pump are presented. Results of simulation and measurement are 

presented. 

Keywords: Elastohydrodynamic simulation, friction forces, tribological contacts, common rail 

pump, fuels, journal bearings 

1 Introduction and Motivation 

1.1 Tailor-made Fuels from Biomass 

Environmental pollution and the exploitation of non-

renewable resources of modern times force the development 

of new sustainable biofuels. One approach to find such 

biofuels is pursued within the cluster of excellence “Tailor-

Made Fuels from Biomass” at RWTH Aachen University. 

Within the cluster, new biofuels are developed and tested in 

an interdisciplinary approach, see fig. 1. 

 

Figure 1: Tailor-made Fuels from Biomass 

The fluids are evaluated regarding their suitability for use as 

a biofuel on the basis of their conversion, combustion and 

tribological characteristic. A lot of the investigated fuels 

have an excellent combustion and canversion characteristic 

but poor tribological properties. They can differ severely 

from conventional fuels in their lubrication and viscosity 

characteristics. Therefore, tribological problems and higher 

efforts to pressurise the fuel to the injection pressure level 

have to be expected in fuel-lubricated common rail pumps 

when operated with the new fuel candidates. In order to 

facilitate a widespread usage of potential new biofuels, 

research at the Institute for Fluid Power Drives and 

Controls (IFAS) focuses on two approaches to ensure a 

proper functioning of the tribological systems. On the one 

hand, low-lubricity biofuels can be blended with high-

lubricity biofuels in order to enhance their lubrication 

characteristics in the boundary lubrication regime [1, 2]. On 

the other hand, research on the components reveals what 

extent modifications of those components (micro and macro 

geometry, materials, coatings, etc.) can contribute reducing 

the effort that is necessary in order to pressurise the fuel 

candidates. 

1.2 Common Rail Injection Pump 

Diesel injection systems of modern passenger cars are 

nowadays generally designed as so-called common rail 

systems. In those systems the pressure build-up is decoupled 

from the injection process by means of the so-called rail, 

which functions as a hydraulic accumulator. In this paper 

the focus is on the common rail pump, which is used to 

pressurise the fuel to the injection pressure level. From the 
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hydraulic point of view this is a challenging task for several 

reasons. Firstly, the pressure level of common rail systems is 

much higher than in standard hydraulic applications. 

Systems of the first generation started with a maximum 

pressure level of 1350 bar. In the second and third 

generation the maximum pressure level was increased in 

order to achieve a more efficient combustion and fewer 

emissions. To fulfill the upcoming regulation regarding 

future emission limits, the next generation of common rail 

systems will operate at even higher pressures from 2500 up 

to 3000 bar. Secondly, from a tribological point of view the 

fluid properties of diesel are worse in comparison to 

standard hydraulic fluid. According to DIN EN 590, at 

40 °C diesel has a viscosity within the range from 2,0 up to 

4,5 mm
2
/s. This leads to more leakage losses in pumps and 

more operation of the tribological contacts in the mixed and 

boundary lubrication regime. And thirdly, those pumps are 

for the rather cost sensitive automotive sector. 

 

Figure 2: Common rail pump CP1. Source: Robert Bosch 

GmbH 

As a starting point the effects of the fuel candidates on a 

standard common rail pump of the first generation are 

studied in this paper. This kind of pump, a BOSCH CP1 [3], 

is a radial piston type design and consist of three pistons, see 

fig. 2. Via a metal sheet clamp, each piston is connected to a 

piston slipper, which is sliding on a planar surface of the 

polygon ring. This ring is connected via a rotational journal 

bearing to the eccentric shoulder of the pump drive shaft. 

All tribological contacts in this pump are lubricated by the 

fuel itself. 

 

Figure 3: Sequence of one revolution 

In fig. 3 the kinematics of this kind of pump are illustrated 

for the movement of one piston unit. The revolution starts at 

0° drive shaft angel with the transition from the compression 

stroke to the suction stroke. The piston is at the outer dead 

center (ODC) and hence its velocity is zero. From 0° to 180° 

the suction stroke is continuous and the piston moves 

downwards. At 90° the direction of the relative motion in 

the sliding contact between slipper and polygon changes its 

direction. At 180° the piston is at the inner dead center 

(IDC) of its movement. From 180° to 360° the compression 

stroke is continuous and the piston moves upwards again. 

At closer inspection of cross section of the pump in fig. 2 it 

becomes obvious that there is a slight displacement d 

between the axis of each piston and the axis of the drive 

shaft. This detail in design, which can be found in every 

common rail pump of this type, is exemplified in fig. 4. 

 

Figure 4: Tilting of the polygon ring 

The motivation for this displacement d is a reduction of the 

tilting φ of the polygon ring. This tilting is determined by 

the forces acting on the polygon ring. In the investigated 

pump type each piston axis has a displacement d to the drive 

axis of half the eccentricity e of the drive shaft. With this 

displacement the tilting of the polygon ring is reduced and 

hence the transversal load Fx on each piston, see eq. 1.  

    


costan  FFFFF
zxxx

 (1) 

If no tilting occurs (φ = 0), the transversal load Fx is equal to 

the friction force Fµ in the polygon/slipper-contact, because 

the bearing surface on the polygon is orthogonal to the axis 

of the piston. As soon as the polygon is tilted (φ ≠ 0), a 

transversal force Fxφ due to the inclined plane has to be 

taken into account. 

1.3 Focus of this Paper 

Within the scope of this paper simulative and experimental 

approaches investigating the effects of the new fuel 

candidates on standard common rail pumps are discussed. 

The presented experimental approach tries to cover the 

operating characteristic and conditions of standard pumps as 

realistic as possible. But nevertheless, a few differences 

occur between the operating characteristic and conditions in 

the test rig and in a standard pump. This experimental 

approach allows the measurement of the friction force in the 

piston/bushing-contact as well as the transversal load on the 

piston. In the simulative approach further contacts are taken 

into consideration to reach a better comparability of 

measurement and simulation. As this paper will 

demonstrate, there are several specific reasons why a 

satisfying comparability of measurement and simulation is 
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difficult to reach at this point. Improvements on the 

experimental side will be exposed, which will enable a 

better comparability in the future. 

2 Experimental Approach 

2.1 Test Rig Set-Up 

Over the past decades several test rigs were designed to 

measure the friction forces in tribological contacts within 

hydraulic pumps [4] [5] [6] [7] [8]. The basic principle 

chosen for this test rig is comparable to the one developed 

by Breuer [9]. 

The design of the test rig is shown in fig. 5 (a). This design 

allows the measurement of the friction force (z-direction) 

and the transversal load (x-direction) of one piston unit. All 

tribologically relevant parts are taken from standard pumps 

(piston, bushing, piston slipper, polygon ring, drive shaft). 

One bushing is separated from the housing and connected to 

the force measurement platform. In order to compensate the 

huge forces occurring because of the pressure build-up in 

the piston chamber, a compensation piston with the same 

diameter is installed. This piston transmits the pressure 

forces directly to the base frame so that these forces are not 

measured by the force sensors. 

 

Figure 5: Test rig, layout (a) and hydraulic diagram (b) 

Figure 5 (b) shows the hydraulic diagram of the rig. A 

simple external gear pump is used as a fuel feeding pump. 

To achieve a constant supply pressure of 6 bar a pressure 

relieve valve is installed. Two check valves at each piston 

are used for commutation. The flow of the pistons is 

pumped to two different common rails (accumulators). One 

rail is connected to the measured piston while the other rail 

is supplied by the unmodified pistons. The pressure in each 

common rail is controlled by a pressure relieve valve. By 

means of the use of two common rails it is achieved that 

only low pressure connections are installed between the 

platform measuring the force and the base frame of the test 

rig. That is how no additional forces develope because of 

pressure pulsation in the high pressure system are induced to 

the force measuring system. 

A more detailed description of the test rig can be seen in 

[10]. 

2.2 Comparison of Test Rig and Standard Pump 

Even though operating conditions of the tribological 

contacts in the test rig are similar to those in standard 

pumps, there are a few differences. In the following, these 

differences will be discussed. 

In order to separate the pressure forces from the friction 

forces a compensation piston is added to the test rig. This 

will slow down the pressure build-up in the piston chamber, 

because additional leakage occurs at this piston/bushing-

contact. In addition to that, friction forces will occur in this 

contact as well. Even if there is no relative motion between 

the surfaces in this contact, hydrodynamic friction forces 

due to the leakage will occur at the bushing and will be 

measured by the force sensors. In order to be able to install a 

dynamic pressure sensor and the compensation piston, dead 

volume is added to the piston chamber of the measured 

piston unit. Like the additional leakage due to the 

compensation this will slow down the pressure build-up as 

well. 

For the reasons explained above, two separated common 

rails are used in the rig. Thus, the pressure level in the 

measured piston/bushing unit is completely decoupled from 

the pressure level in the other two piston units. The pressure 

levels in the two rails are adjusted by manually adjustable 

pressure relief valves. Slightly different pressure levels as 

well as different dynamic characteristics will occur in the 

two rails. Furthermore, in a standard pump the housing is 

pressurised (roughly 3 – 6 bar) and flushed by the flow of 

the feeding pump. At this point this is not the case in the rig. 

In order to avoid a force shunt between the pump housing 

and the force measurement platform, no sealing is installed 

between the housing and the bushing. As a consequence it is 

not possible to pressurise the housing of the rig. The 

flushing of the housing in the rig is only achieved by the 

leakage of the three piston units and not by the total flow of 

the supply pump. A further difference between pump and 

test rig is that the fuel in the rig is pressurised several times. 

In a common rail system the pressurised fuel is burned after 

compression. Only a small amount is pressurised several 

times. In the rig an aging of the diesel can occur during the 

measurement, because it is pressurised and throttled several 

times. 

Some of those differences will be eliminated in future 

measurements, see Chapter 5 of this paper. 

2.3 Measurement Results 

In a first step, measurement with standard diesel were 

conducted to prove the functioning of the rig and to detect 

weaknesses. Measurement results at a selected point of 

operation (rail pressure: 1800 bar; revolution: 200 1/min) 

are shown in fig. 6. 
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Figure 6: Measurement results 

The revolution starts at the outer dead center of the piston 

with a rotation angle of 0°. From 0° to 180° the piston is 

moving downwards (suction stroke) and from 180° to 360° 

upwards (compression stroke). Forces during the suction 

stroke are on a low level due to the low level of the piston 

pressure of just a few bars. Just at the very beginning of the 

suction stroke there is still a higher piston pressure level and 

hence a higher level of forces. This higher level of piston 

pressure is due to the compressibility of the fuel and the 

elasticity of the components. At roughly 80° the 

decompression is completed and the piston pressure stays on 

the pressure level of the feeding pump. As soon as the 

compression stroke is entered, the pressure in the piston 

chamber raises. Due to a great amount of leakage in the 

piston/bushing-contact of the measured piston unit and the 

compensating piston as well as due to the compressibility of 

the fuel and the elasticity of the solid bodies, the raise of the 

pressure takes some time. At roughly 270° the piston 

pressure reaches the pressure level of the rail. From then on, 

fuel is delivered to the rail. A few degrees before the suction 

stroke is entered the pressure level in the piston chamber 

decreases. At this point the piston movement is not fast 

enough to compensate the leakage losses. The transversal 

forces on the piston Fx are submitted to a change in direction 

at 270°, because at that point the relative motion in the 

polygon/slipper-contact changes. This is also the case at 90°, 

but at that point the change of direction is not visible in the 

plots due to the low level of the force. 

As exemplified before, the transversal load on the piston is 

not just the friction force in the polygon/slipper-contact. The 

transversal load of the cylinder Fx is equal to that friction 

force Fµ only if the surface of the polygon ring is orthogonal 

to the piston axis, see eq. 1. To detect the influence a tilting 

of the polygon may have on the transversal load, 

measurements with different displacements of the axis of the 

measured piston unit to the drive shaft axis were conducted. 

The test rig allows the variation of the displacement of the 

measured piston unit from -2,5 mm up to +2,5 mm. The 

results of these measurements are shown in fig. 7 (rail 

pressure: 1800 bar; revolution: 200 rpm/min). 

 
Figure 7: Measurement results for Fx with different 

displacements 

As it can be concluded from the results the displacement has 

a huge influence on the transversal load on the piston. The 

displacement of -2,5 mm leads to the highest transversal 

load on the piston. The transversal load is reduced with 

every step the displacement takes towards 2,5 mm. It can be 

assumed that the friction force Fxμ in the polygon/slipper-

contact is independent of the displacement and has 

approximately the same characteristic in all five 

measurements due to comparable tribological operating 

conditions of this contact. Hence, the variation in transversal 

load Fx on the piston is caused by a different tilting 

characteristic of the polygon ring. 

To draw conclusions from the measurement results 

concerning the most benificial displacement d is not 

possible due to several reasons. Firstly, in the rig the 

displacement of only one piston unit is changed. The 

position of the other two piston units cannot be changed. 

Secondly, up to now only one operating point is measured, 

which is not a typical operating point of this kind of pump. 

It can be expected that the most beneficial displacement is a 

function of the operating conditions (revolution, pressure, 

temperature) as well as of the tribological properties of the 

fuel (lubricity and viscosity characteristic). 

3 Simulative Approach 

In the simulative approach, elastohydrodynamic models of 

the fuel-lubricated contacts were set up. In the following, a 

short introduction to the simulation tool will be provided. 

For more detailed information regarding the simulation tool 

the reader is referred to Knoll et al. [11, 12]. 

Solid bodies are incorporated in the simulation by FEM-

models. The local deformation and global rigid motion is 

determined by the integration of a special formulation of 

Newton’s equation of motion, which combines large rigid 

body motions and small deformations of the elastic bodies, 

see eq. (2). The properties of the elasic bodies are 

incorporated in this equitation by the mass (M), damping 

(D) and stiffness (K) matrices, which are obtained from 

FEM-models. Centrifugal, gyroscopic and coriolis forces 

arising on the right hand side of eq. 2 besides external 
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forces. The total acceleration vector ( ̈   ̈) is separated 

into rigid body ( ̈) and elastic accelerations ( ̈). 

          t+t+t+t=+++
gycoceext

ffffuKuDuqM    (2) 

Prior to the elastohydrodynamic simulation, a reduction 

scheme is applied in order to achieve acceptable 

computation time by limiting the number of degrees of 

freedom (DOFs) of conventional finite element models. 

With the help of the reduction step, the modeling 

capabilities of the structure are reduced to reasonable 

deformation modes. It is important to choose relevant DOFs 

for the reduction step, because all solutions in the reduced 

system are weighted by superposition of these modes. In this 

reduction procedure, which is called mixed Guyan/modal 

reduction scheme, two different kinds of DOFs have to be 

chosen. The first group, the so-called static Ritz vectors 

model local deformations in stiff regions. These DOFs are 

used to cover the local deformations of for example bearing 

surfaces or surfaces were a load is applied. The second kind 

of DOFs are the so-called modal Ritz vectors. These DOFs 

represent the eigenvectors of the structure, which are 

obtained from a modal analysis. With the help of these 

DOFs global deformations can be represented by the 

reduced structures. The static and modal Ritz vectors 

represent the reduced DOFs and called static and modal 

DOFs, respectively. The reduction step is done once for 

each structure before the elastohydrodynamic simulation. 

Besides standard coupling of different solid bodies by 

means of springs and dampers the solid bodies can be 

coupled via nonlinear hydrodynamic reaction forces which 

represent lubricating films. Those hydrodynamic forces are 

calculated on a separate 2d-mesh by solving Reynolds 

equation for thin lubricating films, see eq. 3. 

Microhydrodynamic effects are incorporated via flow 

factors according to Patir and Cheng [13], which are gained 

from measurements of real surface segments. 
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(3) 

Cavitation is considered by Reynolds boundary condition. 

The different fuels are characterised by their viscosity 

characteristics. Since high pressures and temperatures can 

occur in injection systems, the temperature and pressure 

dependency of the viscosity plays a major role. In order to 

determine the fuel viscosity characteristic, a viscometer for 

elevated pressure and temperature has been set up at IFAS 

[14]. Based on these viscosity measurements, models were 

parameterised and included in the simulation, see eq. 4. 
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(4) 

As soon as the hydrodynamic forces cannot bear the entire 

external forces on the lubrication film, solid body contact 

occurs. The contact pressure is determined with the help of 

the contact pressure curve. This curve is calculated based on 

measurements of real surface segments. If a critical gap 

height, which depends on the surface roughness of the parts 

sliding against each other, is reached during the dynamic 

analysis, solid body contact occurs. Friction forces are 

calculated according to eq. 5. 

 
  


 dA

z

u
dApF

cccfriction
  

(5) 

Up to now an energy equitation is not included in the 

simulation tool and hence local temperatures cannot be 

calculated by the simulation tool. 

4 Simulation Models 

4.1 First Simulation Models 

In a first step simple simulation models for the 

polygon/slipper-contact as well as for the piston bushing 

contact were set up. In order to reduce simulation time, 

those two lubricating films were simulated in separate 

models. The simulated friction force in sliding direction 

(polygon/slipper simulation) is transferred to the piston in 

the piston/bushing simulation as transversal load. A more 

detailed description of the models can be taken from [15]. 

The viscosity characteristic of the fuels is incorporated 

according to eq. 4. The parameters are set according to 

measurement results from a high pressure viscometer, which 

was set up at IFAS. The results of those measurements for 

several fuels at T = 40°C are displayed in fig. 8. The 

intensive pressure dependency of some fuels becomes 

obvious. 

Figure 8: Pressure dependency of the viscosity at 40°C [16] 

Fig. 9 shows the temperature dependency of some TMFB 

candidates at atmospheric pressure. In Common-Rail-

Systems temperatures up to 120 °C and pressures up to 

2000 bar have to be expected [17]. Hence, the temperature 

as well as the pressure dependency cannot be neglected in 

simulations. 
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Figure 9: Temperature dependency of the viscosity at 

atmospheric pressure [16] 

For the following simulations the promising fuel candidates 

dibutylether (DBE), 2-Methyltetrahydrofuran (2-MTHF) 

and butyl levulinate (BL) were chosen. 

In fig. 10 simulation results for the bearing forces of the 

contact are pictured. At closer inspection of the results for 

the polygon/slipper-contact (left side of fig. 10) a huge 

influence of squeeze-effects can be identified, which 

reduces or even avoids solid body contact at the beginning 

of the compression stroke at 180°. Those squeeze-effects are 

viscosity-dependent and hence less distinctive for the fuel 

candidates like DBE, 2-MTHF and BL with a low viscosity. 

As a consequence, more solid body contact occurs if this 

contact is lubricated with those fuel candidates This leads to 

higher friction forces in the polygon/slipper-contact and 

consequently to a higher transversal load on the piston in the 

piston/bushing simulation. There, because of this higher 

load and due to the lower viscosity, more solid body contact 

occurs in this contact as well. All in all these results indicate 

that this kind of pump design is sensitive to fuel viscosity. 

 
Figure 10: Test rig, layout (a) and hydraulic diagram (b) 

The comparability of those models to a real pump is limited. 

For example the tilting of the polygon ring is not covered by 

the models and hence the transversal load on the piston is 

just the friction force Fxµ of the polygon/slipper-contact. 

Furthermore, an almost ideal shape of the pressure in the 

piston chamber was assumed. From 5° to 175° a constant 

suction pressure level of 3 bar was assumed and from 185° 

to 355° a constant injection pressure level. From 355° to 5° 

and from 175° to 185° the commutations in-between the 

pressure levels were assumed. As measurements at the test 

rig have shown, the pressure in the chamber raises slowly 

due to leakage, compressibility and elasticity. 

4.2 Improved Models 

In a next step those models were extended to achieve a 

better comparability of the measurement and the simulation. 

In the following these models – all in all three of them - are 

presented. In a first simulation the tilting φ of the polygon is 

detected. This tilting φ is an input for the second simulation. 

In this simulation the contact between polygon and slipper is 

modelled more accurately. The output of that simulation is 

the transversal load Fx on the piston. The piston bushing 

contact is calculated in the last simulation. The reason for 

three separate models instead of one model for the whole 

pump is once again the required computation time. 

4.2.1 Tilting of the Polygon Ring 

As measurements indicated, the tilting φ of the polygon ring 

has a huge influence on the transversal load Fx on the piston, 

see fig. 3. To consider this in the simulation, an additional 

elastohydrodynamic simulation tool was set up, see fig. 11. 

The piston pressure input, which is displayed in fig. 11 as 

well, was determined a priori in a separate hydraulic 

simulation with the simulation tool DSHplus. This model 

consists of eight rigid or non-rigid solid bodies: 

 piston (three times); rigid (0 DOFs) 

 slipper (three times); non-rigid (50 DOFs) 

 polygon ring (one time); non-rigid (100 DOFs) 

 eccentric shoulder (one time); non-rigid (50 DOFs) 

 

Figure 11: Simulation model for the tilting of the polygon 

The eccentric shoulder is coupled with the polygon via a 

rotational journal bearing (140 nodes) and the three slippers 
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are coupled to the polygon via axial journal bearings (71 

nodes). All bearings are lubricated with fuel. The way the 

piston is coupled to the slippers has a high influence on the 

tilting of the polygon. In the pump, the piston is held down 

to the slipper by a small metal clip, see fig. 12. This clip 

does not block a tilting up to a tilting angle of 4° in both 

directions. As soon as piston and slipper axis are not 

concentric, not the whole bottom surface transfers the load 

from the piston to the slipper. On one side of the contact a 

gap arises and on the other side the load is transferred via 

solid body contact pressure of the contacting surfaces. In the 

simulation this characteristic could be modelled with the 

help of a lubricating film. But since the computation effort 

to solve the Reynolds equitation on this film and to 

determine the contact pressures on the bearing surfaces is 

huge, this option is not implemented in the simulation 

model. Instead another solution, which reduces computation 

time dramatically, is chosen. Each piston is coupled with its 

slipper via three compression springs, see fig. 12. With this 

kind of coupling the basic characteristic of the contact 

between piston and slipper in the pump can be modelled, 

assuming an adequate parameterisation of those three 

springs. 

 
Figure 12: Coupling of piston and slipper 

4.2.2 Polygon/Slipper-Contact 

The second simulation is a more precise simulation of the 

polygon/slipper-contact, see fig. 13. In this simulation only 

one lubricating fuel film is covered and there are only three 

solid bodies: 

 piston; non-rigid (0 DOFs) 

 slipper; non-rigid (250 DOFs) 

 1/3 polygon; non-rigid (300 DOFs) 

 

Figure 13: Simulation model for the polygon/slipper-contact 

The polygon is tilted as a function of the shaft angle 

according to the results of the first simulation. In order to 

get more accurate results the number of DOFs of the slipper 

and polygon is increased in comparison to the first 

simulation. Furthermore, the 2d-mesh representing the 

lubricating film between slipper and polygon is defined 

more precisely (1871 nodes). The piston is modeled as a 

rigid body. The coupling between piston and slipper is 

implemented by three compression springs again. This 

simulation delivers as a result the transversal load Fx on the 

piston as a function of the shaft angle. 

4.2.3 Piston/Bushing-Contact 

The third and last model is a more accurate model of the 

piston/bushing-contact, see fig. 14. 

 

Figure 14: Simulation model for the piston/bushing-contact 

The solid bodies, the piston and the bushing, are modeled as 

non-rigid bodies with 100 DOFs and 300 DOFs 

respectively. The lubricating film along the piston/bushing-

contact is represented by a 2d-mesh with 1936 nodes. Along 

the gap in axial direction the pressure level is reduced by 

throttling effects. At the top end of the piston the pressure is 

on a high level during the compression stroke and at the 

lower end the pressure level is equal to the pressure level in 

the pump housing. The fuel is throttled from the piston 

chamber pressure level to the pressure level in the housing, 

as it can be seen in the fuel pressure distribution in fig. 13. 

In real pumps this energy dissipation leads to a heating of 

the fuel along the gap. Since the energy equation is not 

implemented in the model, thermal effects are included in a 

simplified manner. As measurements in literature show [18], 

the temperature distribution along the bushing is 

approximately linear. This knowledge is used to define a 

temperature-dependent reference viscosity η0 along the z-

direction of the lubricating gap. 

4.3 Simulation Results 

In the following some results of the improved models are 

presented. The simulated operating point is the same like in 

fig. 10 (rail pressure: 1350 bar; revolution: 2500 1/min, 

temperature: 50 – 100°C). 
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Figure 15: Results regarding the tilting of the polygon 

In fig. 15 the simulated tilting of the polygon is plotted. A 

periodic characteristic is visible. Every 120° a peak up to 

1.8° occurs due to the commutation. The dashed line 

represents the simulation results for the tilting of the 

polygon in the test rig. This tilting differs from the tilting in 

a standard pump due to the deviating pressure build-up in 

the measured piston unit (piston 1) in comparison to the 

other two piston units in that test rig. As explained before, 

the pressure build-up in the measured piston unit is slowed 

down by leakage at the compensation piston and by an 

increased dead volume. 

 
Figure 16: Results regarding friction forces of the 

polygon/slipper-contact and the transversal load on the 

piston 

Figure 16 shows the friction forces in the polygon/slipper-

contact and the transversal load Fx on the piston. Besides the 

total friction force Fµ its share resulting from solid body 

friction and its share due to hydrodynamic friction are 

plotted. The hydrodynamic share is neglectable so that 

almost all the friction in this contact is due to solid body 

friction. Because a tilting of the polygon occurs, the 

transversal load deviates from the total friction force. Only 

when the tilting angle is zero the transversal force Fx is 

identical to the friction force Fµ, e.g. at 325°. 

Comparing the simulation results for the transversal load on 

the piston of the first simulation models plotteted in fig. 10 

(upper left side) to the results of the improved models it is 

visible that the transversal load simulated with the improved 

models is oscillating due to tilting of the ring. This 

characteristic is not visible in the results of the first models 

in fig. 6. There the transversal load is steadily rising during 

the compression stroke. In the measurement results plotted 

in fig. 6 and 7 an oscillating characteristic similar to the 

results of the improved models is visible, too. Neverthless, a 

comparison of measurement and simulation is disputable at 

this point because of different operating points in the 

simulation and the measurement. 

 
Figure 17: Results regarding contact forces of the polygon 

slipper-contact 

In fig. 17 the contact forces in the polygon/slipper-contact 

are presented. Again distinctive squeeze-effects at the 

beginning of the compression stroke are visible. Solid body 

contact is avoided or reduced by these effects at the 

beginning and hence the friction force in x-direction starts 

on a low level. Later on, this effect decreases and 

consequently more and more of the load is carried by solid 

body contact. 

 
Figure 18: Results regarding friction forces of the 

slipper/polygon-contact 

Figure 18 presents the friction forces in the piston/bushing-

contact. Again, the total friction force is divided into its 

hydrodynamic friction share and its contact friction share. In 

contrast to the polygon/slipper-contact, the hydrodynamic 
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friction share is not negligible. Because of the huge pressure 

difference during the compression stroke of 1350 bar an 

intensive poiseuille flow leads to a hydrodynamic friction 

force of roughly 20 N. Because of the transversal load on 

the piston solid body contact occurs and hence a solid body 

friction force. 

5 Conclusion and Outlook 

In this paper an experimental and simulative approach for 

investigating the impact of new biofuels on the tribological 

contacts in common rail pumps was presented. Potential for 

further improvements on the experimental side and first 

results were discussed. These results are indicating a huge 

influence of the tilting φ of the polygon on the transversal 

load Fx on the piston. On the simulative side first simulation 

models and results for different fuels were presented. Those 

first models do not capture the tilting of the ring. In order to 

achieve a better compatibility with the measurements, the 

simulation models were improved and extended. The results 

for diesel show a better compatibility to the measurements, 

but a validation of the simulation by the measurement is not 

possible at this time, because there are several drawbacks 

mainly on the experimental side. To further increase 

comparability, improvements of the test rig will be done. 

This includes improvements of the pressure control in the 

rail, a better capturing of local temperatures and leakage 

measurements at the piston or at the compensation piston. 

After those modifications, testing of more typical operating 

points at higher speeds of more than 1000 rev/min will be 

possible as well as testing of different fuels. 
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Nomenclature 

Designation Denotation Unit 

A Area [m
2
] 

fce Centrifugal force [N] 

x Coordinate [m] 

fco Coriolis force [N] 

D Damping matrix  

ρ Density [kg/m
3
] 

d Displacement [m] 

e Eccentricity [m] 

E E-module [N/m
2
] 

fext External force [N] 

Φ Flow factor [-] 

Fi Force [N] 

µ Friction coefficient [-] 

h Gap height [m] 

fgy Gyroscopic force [N] 

L Length [m] 

M Mass matrix  

p Pressure [bar] 

c Spring stiffness [N/m] 

K Stiffness matrix  

T Temperature [°C] 

φ Tilting angle [°] 

t Time [s] 

v Velocity [m/s] 

η Viscosity [(N s)/m
2
] 
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two different viscosities of the fluid (V
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Fig. 3: Pressure drop in a 15 m long pipe (φ=10
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Fig. 6 shows that the viscosity, which m

pump overall efficiency is related to operatio
pressure and speed.  

From the efficiency model the dynamic 
that gives max efficiency can be expressed as
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where Cv and kv are machine constants, 
pressure and np = pump speed. 
Equation (4) is applicable on both pump and
it has to be observed that the machine c
varies in a wide range, depending on 
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3.1 Hydrostatic transmission efficiency 
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The transmission investigated in th
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Fig. 7: Schematic drawing of the test trans
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3.4 Experimental validation of efficiencie
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suitable temperature gives a very long system lifetime. It 
is also a very well known fact that there is a clear 
connection between the cleanliness, stability and 
temperature of the fluid. The reason is that particles and 
water, in combination with high temperature give an 
accelerating oxidation of the fluid and a faster brake 
down of the additives. 

5 Conclusions 

The theoretical and practical results presented in this 
paper, demonstrates that the efficiency of a system is 
strongly dependent on the viscosity of the hydraulic fluid. 
The “optimal” viscosity is however, dependent on the 
pressure level and speed. In an application the viscosity 
should be selected so that the efficiency is maximized 
within the pressure and speed where the biggest amount 
of energy is transferred so that one can reduce the energy 
losses. 

The viscosity index is highly important in mobile 
systems. It is also stated that synthetic ester fluids gives 
lower friction losses than standard mineral oil. The shear 
stability of saturated esters is extremely good compared 
to mineral oil and unsaturated esters. 

However, these facts just represent a part of the 
information needed to find the “optimal” fluid for a 
specific application. Besides theoretical facts a solid 
experience is needed for a satisfactory fluid selection. 
Finally, this paper demonstrate, that there is no simple 
answer of the question “How to select the best fluid?”. To 
find a relevant answer, a good choice is to start with a 
detailed system specification and try to convert the 
specification into fluid requirements. 
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Abstract 

This paper presents a new experimental bench which allows the characterization of different 

fast switching valves in terms of flow rate and free air jet generation. By using this new bench, 

it is possible to study the different phenomena that may occur in the inner and outer circuits 

from the source up to the free jet. The different sensors positioned at key points along the air 

circuit allow the determination of the flow characteristics as well as the dynamic behavior of the 

different components during the generation of the pulsed air jets. By the tests performed with a 

fast spool-sleeve valve, it was possible to determine its flow characteristics (sonic conductance 

and critical pressure ratio). These values were used to build an average mass flow rate curve 

which is compared to the one measured by using a flowmeter during dynamic tests. This 

comparison enables to evaluate the limit frequency up to which the steady state flow 

characteristics can be used to estimate the average mass flow rate during dynamic operation. 

The next step consists in exploring the jet in a 3D space by using a 5-hole probe which provides 

the information on pressure, temperature and velocity necessary to determine the most suitable 

zone to perform object sorting with the jet. Also its unsteady behavior can be observed allowing 

the identification of the limit frequency at which the jet efficiency starts to decrease. 

Keywords: Fast switching, pneumatic valve, pulsed air jet, mass flow rate characterization 

 

1 Introduction 

The development of new fast switching pneumatic devices 

is an important challenge for the fluid power industry 

[1][2][3]. The use of these elements on power transmission 

provides benefits in terms of power density, compactness, 

possibility to work in harsh environments, reliability and 

low cost. 

The market for fast switching pneumatic valves with high 

flow capacity is in growth. Most manufacturers offer these 

components for pulsed air jets generation and the 

applications can be in the automotive industry, food 

processing, sorting elements and so forth. They also 

announce their products can achieve response time on the 

order of a few milliseconds, which leads to the generation of 

jets at frequencies up to 1 kHz, for flow rates about 150 

Nl/min (ANR).  

First of all, for the food processing and sorting applications, 

the distance between the generated jets is highly constrained 

in a way the sorting operation can be precisely executed. 

Due to this fact, the miniaturization of the valve is also a 

major problem for these components, once the product must 

keep the small dispersion on response time and flow, good 

energy efficiency and long lifetime. 

Also to perform the sorting operation it is necessary to know 

the jet coming from the valve and understand how is it 

affected by the dynamic behavior of the mechanical 

elements.   

Some theoretical and simulation studies have been already 

carried out [4][5] and present theories and analytical 

formulation for air jets under certain conditions. However, 

steady state and dynamic behaviors of the whole circuit 

(valve, inner and outer circuit and free air jet) are being 

studied recently. [6][7][8][9]. 

Motivated by this problematic, an experimental bench was 

designed and built in order to evaluate the mechanical and 

pneumatic performances on air jet generation by fast 

switching valves. This bench enables the evaluation of the 

flow along the entire path from the source up to the free air 

jet and under different working conditions. 
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2 Objective 

This paper presents the experimental bench designed to 

study the mechanical and pneumatic behavior of the system 

used in sorting applications. The steady state flow 

characteristics of a system composed by an inner circuit, fast 

switching valve and nozzle can be determined with no need 

of disassembling the different elements. In a same way, the 

study of their performances in dynamic applications can also 

be performed.  

From the steady state mass flow rate characteristics of the 

valve, and its dynamic response, it becomes possible to 

determine the average mass flow rate according to the 

working frequency of the system. 

The analysis carried out enables the determination of the 

mechanical limitation of the system as well as the pneumatic 

behavior of the air flow in the inner circuit.  

Also, a first study of a steady jet is presented. Its complete 

characterization using a multi-hole probe will be performed 

in the next steps and also the influence of the system’s 

dynamics on pulsed air jet generation.  

3 Experimental procedure 

3.1 Test bench  

The experimental bench was developed in a way to study 

and understand the different phenomena occurring along the 

flow path from the source up to the free jet. The bench is 

presented in Figure 1. 

Figure 1: Experimental bench. 

The pressures along the circuit upstream to the nozzle are 

measured using miniature pressure sensors to be able to 

measure dynamic pressure with a high bandwith. In order to 

obtain the position of the pneumatic shutter of the valve, a 

magnetic displacement sensor is used. The average air mass 

flow rate is measured by a mass flowmeter placed between 

the inlet and a tank used to filter the pressure oscillations 

induced by the frequency operation of the valve.  

A 3-axis robot is used to precisely move a 5-hole probe 

(Figure 2), designed by Aeroprobe [10]. This enables the 

determination of the total and static pressures, total 

temperature and velocity (module and orientation) at 

different points in the free air jet. It is done by measuring the 

pressures and temperature at the tip of the probe. [11][12]  

This device allows having a better understanding of the jet 

in order to optimize the energy required to eject different 

objects by using a pulsed air jet. 

 

Figure 2: 5-Holes probe [10] 

3.2 Steady State characterization 

The scheme in Figure 3 shows the complete pneumatic 

circuit and the location of the sensors. 

 
Figure 3: Pneumatic circuit scheme 

 

In order to determine the flow rate characteristics of the 

different parts of the circuit upstream to the nozzle, it is 

necessary to build for each part the pneumatic conductance 

curve function of the downstream to upstream pressure ratio.  

Considering the flow as being adiabatic, the conductance 

can be calculated from the measurement of steady state mass 

flow rate, pressures upstream and downstream the element 

and temperature measured at the source Ts (equation 1). 

 

Usually the sonic conductance and the critical pressure ratio 

of the valve are determined in steady state flow for the 

completely opened flow section according to ISO 6358 

standard [13]. In this way, during simulations of pneumatic 

behavior of solenoid valves, it is of common sense to use, 

for intermediate positions, a conductance value proportional 

to the sonic conductance by a factor x (0<x<=1)) which 

takes into account the intermediate flow sections. The 
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critical pressure ratio is supposed to be constant for all 

positions.  

In this particular studied valve, due to its functioning way 

and the present sensors, it is possible to obtain one flow rate 

measurement for each intermediate position of the spool, 

which leads to intermediate points for the conductance 

curve. 

In order to complete the steady state characterization, 

measurements with the 5-Holes probe were performed in a 

steady jet issued from the system.  

3.3 Dynamic characterization  

As the valve is used to generate pulsed jets, the 

understanding of its dynamic behavior is mandatory. In such 

mechanical systems different phenomena may occur 

(resonance, blocking, shocks) which may lead to a misuse 

and degradation of their performance. It is expected that 

these events have a direct influence on the pulsed jet 

generation. However, the real relation has yet to be 

determined. 

Assuming that the flow rate is instantaneously established 

the dynamic mass flow rate qm(t) for a given time, can be 

calculated using the steady state flow characteristics 

depending on the mobile part position x(t) with equation 2 

[14]. 
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By integrating       on one cycle, one can obtain the 

average mass flow rate     flowing through the valve and 

compare it with the measurement performed by the mass 

flowmeter after stabilization for a given frequency. 

 

4 Results 

4.1 – Steady state characterization 

The tests were performed with a 2 stage spool and sleeve 

valve. The opening operation is performed by turning its 

electromagnetic actuator on, which allows the air to flow 

and push a spool inside a sleeve opening the flow section of 

the valve. To close, the electric circuit is turned off and the 

spool is returned to its initial position by means of a flat 

spring.  

The displacement of the spool is measured as well as the 

voltage and current on the electrical circuit of the actuator. 

Also the mass flow rate is obtained by using the mass 

flowmeter as shown in Figure 3. 

First of all, in order to identify the working pressure range 

of the valve first measurements were performed. In this test, 

the upstream pressure PUp was progressively increased 

whilst the spool displacement and the flow rate were 

measured. The resulting curve is presented in Figure 4. 

 
Figure 4: Flow rate and spool position function of the 

upstream pressure    . 

 

Three different zones can be distinguished in this figure. Up 

to an upstream absolute pressure of 0,35 MPa the valve 

remains closed. The slight rising on the flow rate is due to 

the functional leakage of the system. From 0,35 to 0,5 MPa, 

the spool is in an intermediate position and the flow section 

is not completely opened. Above the pressure of 0,5 MPa 

the spool reaches its maximum displacement and the flow 

increases proportionally to the upstream pressure. 

 

For the steady state characterization of the components 

present in the circuit, the upstream pressure    is set in 

intermediate values up to 0,7 MPa to vary the pressure 

ratios. During the tests, different pressures along the circuit 

are measured (see Figure 3). From the values obtained the 

different conductance curves of the components can be 

drawn according to equation 1.  

 

In Figure 5 an unusual conductance curve of the valve is 

presented. In a similar way as in Figure 4, it is possible to 

identify 3 different zones. The first points (red diamond 

shaped) represent the rising upstream pressure with the 

valve still closed. As the pressure keeps rising whilst the 

spool still in its initial position, we observe a saturation 

behavior which could indicate a chocked leakage flow even 

before its opening. This hypothesis seems not to be 

equivocal once the minimal pressure to open the component 

is already at 0,35 MPa.  

 

Another important zone is the points with maximum 

opening where the flow is certainly chocked (purple circles) 

once they all have the same conductance and pressure ratio 

values. The pressure ratio is blocked to its critical value 

whatever is the upstream pressure. 
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Figure 5: Measured Conductance curve of the Valve for 

different positions (PUp to PDown). 

 

 

These facts lead to a strong hypothesis: considering all the 

intermediate points as being critical flows for intermediate 

flow sections (see dotted lines in Figure 5).  

 

Due to the assumptions, it is then possible to determine a 

relation of the sonic conductance (Figure 6a) and critical 

pressure ratio of the valve (Figure 6b) for different spool 

positions. Using these curves and having the position and 

pressure values measured during the dynamic tests, it is 

possible to recover the information about the dynamic mass 

flow rate and its average value for one cycle during its 

operation.  

 

The experimental conductance curve for the entire 

pneumatic circuit from the valve upstream pressure up to 

atmosphere is presented in the Figure 7. Its unusual shape 

comes logically from the flow section variation of the valve 

according to the circuit upstream pressure. Also the three 

zones already discussed for the valve (functional leakage – 

progressive opening – full opening) appear clearly.  

 

 
a) 

  
b) 

Figure 6: Measured flow characteristics of the valve for 

intermediate positions and their polynomial approximation 

a) Sonic conductance; b) Critical pressure ratio. 

 

 
Figure 7: Conductance curve for the whole circuit (From 

PUp to PAtm) 

 

 

4.2 Dynamic behavior 

As the valve under study has a minimal pressure value in 

order to achieve its maximal displacement and consequently 

its maximal flow section, the dynamic tests have to be 

performed with upstream pressures above this value. In the 

following, the absolute working pressure is set to 0,7 MPa. 

Once having the flow characteristics of the valve, the 

dynamic study can be performed. In this part the opening-

closing frequency is controlled and the average mass flow 

rate in the circuit, the pressures, the solenoid current and the 

spool position are measured. 

Having an electromagnetic actuator in the first stage of the 

valve, it is expected to obtain a set of well-known curves for 

the measured variables frequently present in the published 

works as in [8] where the characteristics of an 
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electromagnetic flapper disk valve were investigated. Its 

switching time characteristics are presented in Figure 8. 

 
a) 

 
b) 

Figure 8: a) Switching time characteristics ; b)Effects of 

holding current. [8] 

 

In order to minimize the influence of the dynamic behavior 

of the electrical system on the final results, a different input 

was set to minimize the rising time of the current in the coil. 

In this way, the delayed time measured on opening is mostly 

due to the moving mass on the mechanical system. In the 

other hand, to accelerate the closing movement of the valve, 

a negative voltage is set in the coil. The input voltage profile 

is shown in Figure 9. 

 
Figure 9: Input voltage profile per cycle 

 

The dynamic tests were performed for frequencies from 10 

Hz to 100 Hz with an increasing step of 10 Hz. The results 

for a low frequency (20 Hz) and a higher frequency (80 Hz) 

are presented in Figure 10.  

 
a) 

 
b) 

Figure 10: Measurements for: a) 20Hz; b) 80Hz;  

 

It is possible to notice a similar behavior to the one 

presented on Figure 8. For low frequencies (Figure 10a), the 

spool starts to move after a short delayed time and stays in 

its maximum position (opened) during almost the complete 

ON period of the input. The nozzle upstream pressure starts 

to increase after the spool starts to move and almost reaches 

the value of the upstream pressure, following its oscillations. 

As the frequency is increased (Figure 10b), it is possible to 

observe that the spool starts to move almost the input is set 

to OFF and current starts to decrease. The electric system, 

even with the improvements in the input, spends a long time 

to establish the current in coil. In the other hand the valve 

has 2 stages with a pneumatic actuation, where the 

electromagnetic actuator moves the poppet of the first stage 

that reaches its maximum position at the point where the 

current has a local minimal value indicated in the Figure 

10b. The delayed time from this point and the time where 
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the spool starts to move is due to the pneumatic chamber 

being filled.  

For frequencies higher than 120 Hz the spool cannot return 

to its initial position. Even with the poppet opening and 

closing normally, the pneumatic chamber does not have time 

to fill out, and the valve remains opened. 

As the spool position and pressures along the circuit were 

acquired during the dynamic tests for the different 

frequencies and using the results of the steady state flow 

characterization, the instantaneous mass flow rate of the 

valve can be reconstructed for different frequencies by using 

equation 2 and the flow parameters of the valve shown in 

Figure 7. The results are shown in Figure 11 for one period 

and two frequencies. 

 
a) 

 
b) 

Figure 11: Reconstruction of the dynamic mass flow rate 

for: a) 20Hz; b) 80 Hz 

 

By integrating the results obtained for each measurement 

during one cycle (duty cycle 50%), it is possible to 

determine an average mass flow rate curve function of the 

frequencies and compare it with the average mass flow rate 

measured by the mass flowmeter. The measured and 

calculated values are presented in the Figure 12. 

 

 
Figure 12: Average mass flow rate.  

 

The results show a good parity for the estimated and 

measured average mass flow rate curves. For low 

frequencies up to 50 Hz, the values have smaller 

discrepancies when compared to the higher ones. This is due 

to the fact the valve remains a longer time in its completely 

opened position, where its flow characteristics are well-

known, and also because this calculation has been conducted 

assuming the flow as instantaneously established. This is a 

correct approximation for low frequencies, but no longer for 

the higher ones where the transient effects are more 

important, which can be a source of errors. However, having 

the characteristics of the valve for some intermediate 

positions, and assuming a critical flow during the whole 

opening range of the valve, gives a good approximation for 

the average mass flow rate for high frequencies.  

These transient effects will certainly be higher when using 

very fast switching valves. This is also the aim of this test 

bench to identify at which frequency the transitory effect of 

the flow establishment will become non negligible. 

4.3 Jet exploitation 

Another important part of the work consists in the 

characterization of the air jet coming from the system. As 

discussed before, the understanding of its characteristics in 

terms of velocity, pressure and temperature in the space and 

how they evolve in a dynamic operation of the system is 

crucial for the aim of optimizing the sorting operation. 

Leonhard [9] presents the topology of the jet. Thus, it is 

known the jet has, at its origin, the same diameter as the 

nozzle orifice, which is 3 mm in the studied case. In this 

way, it is expected to have a jet with a conical geometry 

with an increasing diameter following its centerline and 

moving away from the nozzle.  

For a first characterization of the jet, different parallel 

square measurement grids as shown in Figure 13a, 

perpendicular to the jet axis and spaced of 3 mm, are set. 

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0

50

100

150

200

250

300

350

Time [s]

D
y
n

a
m

ic
 m

a
s
s
 f

lo
w

 r
a
te

 [
N

l/
m

in
]

 

 

qm(t)

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014
0

50

100

150

200

250

300

350

Time [s]

D
y
n

a
m

ic
 m

a
s
s
 f

lo
w

 r
a
te

 [
N

l/
m

in
]

 

 

qm(t)

462



These square grids have an increasing length as they 

distance the nozzle orifice in order to ensure the jet stays in 

the measuring zone. 

However, as the probe used in this work is suitable for 

measurements in subsonic jets, the upstream pressure was 

reduced in order to prevent permanent damage to the probe.  

The first validation tests with a steady state jet with the 5-

hole probe are presented in Figure 13.  

 
a) 

 
b) 

 
c) 

Figure 13: a) Measurement grids; b) Normalized velocity 

vectors; c) Absolute Velocity Field  

 

In Figure 13b the spatial evolution of the steady air jet is 

presented. In the plane close to the nozzle one can notice the 

potential core of the jet surrounded by a region where a 

mixing between the jet and the freestream air takes place. 

Inside this region, the jet keeps its maximum velocity 

magnitude, as well as pressure and temperature.  

In a farther distance from the nozzle, the mixing region has 

spread inward and reaches the center line of the jet. In this 

point the diameter of the jet continues to increase and the 

potential core disappears. 

A more detailed study of the jet in steady state and dynamic 

behavior is being carried out in order to determine the 

influence of the mechanical system on the jet generation. 

The goal is to identify the parameters which have more 

influence on the jet properties. In this way, one can optimize 

their system since the design of the elements (valve-nozzle 

and circuit between them) in order to have a more efficient 

sorting operation. 

 

5 Conclusion 

The development of the experimental bench as well as its 

instrumentation leads to a useful tool for the characterization 

of fast switching valves. By its use, it becomes possible to 

determine the flow characteristics of the valve without the 

need to disassembly the components and identify different 

phenomena that can occur along the inner and outer circuit 

from source to free air jet. 

The possibility to drive the valve up to high frequencies and 

perform accurate measurement and analysis, allowed the 

determination of the working zone of the element in which 

the mechanical and pneumatic performance still achieve its 

nominal value suitable for the different applications.  

The valve tested has a maximum operation frequency of 120 

Hz, which is still far from the faster valves already used in 

sorting applications. Thus, during tests with these faster 

elements, the transient effects will be more important and 

the need of a complete characterization of the elements 

shows to be a new challenge in order to reconstruct the 

average mass flow rate more accurately. 

A first 3D analysis in terms of velocity of the air jet was 

performed in steady state and presented in this paper. The 

next step is to conduct a similar analysis in terms of pressure 

and temperature, and also in transient conditions to identify 

its dynamic behavior. This will enable to determine the 

different zones in the air jet in order to optimize the object 

sorting and evaluate the possible efficiency degradation of 

jets generated in high frequencies. 

The future results could help the design of new valves 

taking into account the mechanical parameters which have 

more influence on the jet properties. This will deliver valves 

more adapted for sorting applications.  

Jet 
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Nomenclature 

Designation Denotation Unit 

   Mass flow rate [m
3
/s (ANR)] 

P Pressure [Pa] 

   

Upstream pressure of 

element under 

characterization 

[Pa] 

   

Downstream pressure 

of the element under 

characterization 

[Pa] 

  Sonic conductance [m
3
/s/Pa (ANR)] 

   Conductance [m
3
/s/Pa (ANR)] 

  Temperature [K] 

   

Temperature at 

standard reference 

atmosphere (273.15) 

[K] 

   

Mass density at 

standard reference 

atmosphere (1,185) 

[kg/m
3
] 

  Critical pressure ratio - 

   
Delayed time to start 

the opening movement  
[s] 

   Opening traveling time  [s] 

    Opening switching time   [s] 

    Closing switching time   [s] 

   Switching pulse time   [s] 

    
Delayed time to start 

the closing movement  
[s] 

    Closing traveling time   [s] 
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Abstract 

In this paper, some statistical methods to the energy efficiency issue in industrial pneumatic 
systems are presented. Since all compressed air (CA) systems are different, in industrial 
applications it may be difficult to analyse energy efficiency of a single CA system from a 
theoretical model-based viewpoint. Instead of  modeling the industrial pneumatic system from 
first principles the energy efficiency of the system is analyzed based on time series 
measurements.  The dependency between  energy consumption, potential variable pressure and 
flow variable mass flow makes possible to draw conclusions of the energy efficiency based on 
the measurements of pressure and power/energy.   

In woodworking industry, e.g.  sawmills, the functioning of the assembly line is relatively 
monotonic from day to day. Typically, CA is almost entirely  used for linear motions. A double 
acting cylinder is the most common actuator in these applications. The length of the impact, the 
radius of the piston and radius of the cylinder are  the essential key figures of this cylinder type. 
From these figures and basic dynamics of the cylinder, the air volume per impact can be 
obtained. When the average values and standard deviation of the air flow in each consumption 
point (cylinder) is known, statistical methods can be implemented for the total consumption of 
CA. According to the Central Limit Theorem, the total air consumption, i.e. the sum of 
consumptions in different consumption points approaches a normal distribution.  Since the 
consumed air flow is proportional to the  compressor’s energy consumption, the trend of energy 
can also be approximated as a sum of regression curve and normally distributed deviation 
component. By this result, a confidence interval for energy consumption can be determined. 
The result is also ready to be used in energy saving calculations in the future.  

Also, the adjustable pressure-difference in a two-point controlled compressor has an essential 
effect on the overall energy efficiency of the system. When this pressure difference is large, the 
system is not optimal from the viewpoint of energy efficiency. Typically the time series 
measurements of pressure are somewhat noisy, but some kind of conclusions of stationary 
behavior can be done. After possible pre-filtering process of the data, it becomes evident that 
the measurement data signal is typically a periodic shape with strict minimum and maximum 
values. The consumption of CA is typically dependent on pressure i.e. higher pressure 
increases consumption making the shape of pressure curve exponential. A stationary time series 
described by its mean, variance and autocorrelation function makes possible to identify the 
essential features of the dynamics of the CA system and the type of consumption. 

With the appropriate statistical methods, the results of  short-time measurements can be applied 
for predicting the energy consumption trend in a long run. The combination of first principle 
modeling with measurements  opens new methods in energy efficiency techniques especially 
when designing new pneumatic systems or the improving of existing designs.  

Keywords: Pneumatics in woodworking industry, time series analysis, estimate,  confidence 
interval, autocorrelation 
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1 Introduction 

 
The subject of the energy efficiency of pneumatic systems 
has taken a growing interest during the last ten years. 
Actually, CA systems are major consumers of electric 
energy and there is plenty of room for improvement. Many 
comprehensive investigations by research institutes  
including Fraunhofer[1] , University of Cape Town [2] have 
been made. These investigations list several practical 
methods to improve energy efficiency in compressed air 
(CA) systems.   
 
  In a comprehensive review on the energy efficiency on 
pneumatic production [3] several viewpoints on the issue 
have been taken into consideration. The issue can be 
approached both energy efficiency use in the generation and 
treatment of CA and its consumption by end-users 
(actuators). The  analysis of energy efficiency can be  based 
on exergy, i.e. the useful energy, which can be converted to 
mechanical work.  Alternatively, a life cycle costing 
analysis from product users perspective can be made [3].  
Optimization can be made in different levels including 
pneumatic device and circuit level, condition monitoring 
and system level.   
 
Also, many theoretical models have been under 
development lately. In an investigation [4], simulations to 
form predictive models in industrial applications have been 
presented. In the model, all types of cylinders, cylinder-
based  actuators, grippers and blowers are taken into the 
model. The dynamic modeling approach enables a greater 
understanding of CA consumption by production machines 
and lines. 
 
Recently, many simulation models including a 
Matlab/Simulink model of pneumatic transmission line 
based on a detailed mathematical descriptions of pneumatic 
drive components have been developed. In addition to 
previous models, essential phenomena in CA piping 
networks like delay and dead time are taken into 
consideration [5],[6].  
 
For large systems like an industrial pneumatic line, it may 
also be useful to model the CA system with subsystems. For 
example, a pneumatic system can be divided into production 
and consumption subsystems. From the practical viewpoint, 
since all CA systems are different, in industrial applications 
it may be difficult to analyze energy efficiency of a single 
CA system from a theoretical model-based viewpoint since 
processes involved with the consumption of CA have often 
stochastic nature.  
 
In this paper, instead of focusing on the models of 
pneumatic systems, the used method is black-box based. 
Using measurement data and statistical methods it is 
relatively simple to form a suggestive general view of the 

consumption of CA system. The essential parameters 
affecting the consumption of CA and energy efficiency are 
the pressure difference of an adjustable two-point 
compressor.  
 

In his licentiate thesis and paper [7], [8] the author (J.P) has 
pointed out, that in many industrial pneumatic systems, 
especially when a two-point compressor is used, the energy 
efficiency of a CA system can be analyzed based on 
pressure values. In a simplified form, the duty cycle of a 
compressor consists of two parts, the compressor is either 
switched on, when it produces compressed air with full 
power or it is totally switched off. On the other hand, in 
some cases, the compressor is still idle running when not 
producing CA. Typically, in industrial woodworking 
applications, the idle running power is 20-30 % of the 
maximum power of the system. 

From the viewpoint of energy consumption, the question is 
the profile of a duty cycle. The pressure difference and the 
minimum and maximum values of compressor inlet pressure 
determine the shape and length of the pressure curve. 
Roughly, the bigger the proportion of the rising time of the 
total cycle time, the more energy consuming the system.  
In practice, an industrial pneumatic system is typically large. 
The length of a pneumatic line is often hundreds of meters 
and it has dozens of consumption points. Usually, these 
consumption points are actuators. The main actuator type in 
woodworking industry is a double acting cylinder. The 
dynamics of the air consumption in a single consumption 
point may be modeled starting from first principles when 
dimensions of the cylinder are known. 
 
The structure of the paper is as follows. In Ch. 2 the  
essential factors and features of a typical industrial CA 
system are classified by their nature. The starting point is the 
presumption, that the consumption of CA is typically 
pressure-dependent.    In Ch. 3 suitable statistical approach 
methods for the results are considered. These methods 
include Central Limit Theorem with an assumption that the 
sum of regular consumptions approaches a normal 
distribution. Also, tools for the time series analysis of the 
pressure measurements are presented. In Ch.4 a case study 
of a typical woodworking plant in Finland is presented in 
detail with suggestion for predicting the energy 
consumption. Ch.5  presents the variables to be measured 
(pressure, energy) and technical details of the measurement 
process. Also an interpretation of the measurement results is 
presented.  Final conclusions are presented in Ch.6.  
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2 The factors affecting on energy efficiency of 
CA system of an assembly line 

 
In two-point controlled compressor systems, the 
consumption can be classified in two main types: the 
pressure-dependent and independent consumption [7] (Fig. 
1).  
 
 

 

Figure 1: Typical pressure curves in industrial applications 
in two consumption-types: the pressure-dependent (cycle 
time= tc2)  and pressure-independent (cycle time = tc1) 
consumptions 

 The function of the CA network is periodic in both cases. 
The compressor either works with full when turned on or is 
switched totally off (2-point control) the volume flow being 
constant when turned on and 0 when turned off. However, in 
some applications the compressor is also idle running when 
not producing CA. 

In the case of pressure-independent consumption, the 
pressure grows linearly when the compressor is switched on 
and also drops linearly when the compressor is switched off. 
In that case, it is also possible to determine the consumption 
of the electrical energy easily. 

In practice, the pressure-dependent consumption  is much 
more common than the pressure-independent.  In that case, 
the consumption of compressed air increases as the pressure 
grows. The pressure profile is an periodical exponential 
curve between minimum and maximum values.  The length 
of the rise time depends on the adjustable pressure 
difference. 

 

While basic consumption types  in Fig. 1 are ideal 
consumption models, one can also identify from Fig 2. 
(measurement of an actual compressor) that the typical 
consumption is pressure-dependent. Actually, the 
measurement data of Fig.2 is smoother than most pressure 
measurement data series (see Fig.4) and  pre-filtering is 
needed required. 

 

  

 

Figure 2: An example of  a pressure (bars) time series ( duty 
cycle) of an actual two-point controlled compressor 

 CA consumption in industry is characteristically less 
regular. The after treatment and leaks cause pressure losses 
between  production and consumption points.  

In the energy efficiency analysis of a 
manufacturing/assembly line system, it is reasonable to 
classify parameters by their nature. The parameters can be 
identified of constant (nominal scale), adjustable and 
statistical nature. The parameters affecting on the 
consumption of the CA  in a sawmill system in production 
and consumption by nature are dealt in detail in Chapter 4 
and listed in the tables 1 and 2. 

The factors that have an effect on the consumption of the 
CA in a system, can be classified on the factors in 
production and consumption. 

2.1 Production of CA  

 
From  a purely statistical viewpoint, the units of production 
systems  are of nominal scale and they cannot be changed. 
Such factors are for example the type of compressor, 
number and type of filters and type of after treatment 
system.  Usually, the pressure loss caused by a filter type are 
well known. In a typical CA system, the total pressure losses 
in the after treatment system are [7] 
• Drier 0.1-0.5 bar 
• Prefilter 0.35 bar 
• Fine filter 0.35 bar 
• Dust filter 0.1-0.5 bar 
• After cooler and piping 0.2 bar  
 
 
On the other hand, many parameters, especially the pressure 
difference of the compressor can be adjusted to satisfy the 
consumption of CA optimally. Typically the pressure 
difference is about 0.3-1 bar. The control  of a compressor 
can also be changed by user (two-point/inverted control)  
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and may have  a major effect on the consumption of 
compressed air.   
 

2.2 Consumption of CA  

 
In many  industrial applications, the consumption points of 
CA have many similarities. Industrial systems are typically 
transport systems of bulk material. For example in sawmills, 
the assembly line starts from the debarking unit and 
continues via one or more sawing phases. Typically most of  
these phases have cylinder-based actuators and the operation 
of the line is quite similar from day to day.  
 
The three main types of cylinders are single-acting, double-
acting and rotating cylinder. In a typical assembly line, the 
double-acting cylinder is the dominating actuator. The 
consumption of CA in a single consumption point can be 
determined from the mechanics and dimensions of the 
cylinder.  
 

3 Statistical methods to be applied  

  

3.1 Central Limit Theorem 

 

 In probability theory, the Central Limit Theorem (CLT) 
states that, given certain conditions, the mean of a 
sufficiently large number of independent random variables, 
each with a well-defined mean and well-defined variance, 
approaches a normal distribution. According to the Central 
Limit Theorem,  independent, identically distributed random 
variables having mean µ and nonzero variance σ2  , for the 
sample variance sn 

 

 lim
𝑛→∞

𝑃 �
𝑠𝑛 − 𝑛𝜇
𝜎√𝑛

≤ 𝑥� = Φ(𝑥) 

 

(1) 

in which Φ(x) is the probability that a standard normal 
random variable is less than x . 

3.1.1 Key figures of a double acting cylinder 

 In a typical industrial system, the actuator is a double acting 
cylinder. The piston motion cycle consist of two motions , 
the piston first moves to the +-direction consuming  air 
according to the equation 

  

 𝜋𝑅2𝑠(1 + Π) 
  

 

(2) 

in which  

length of the impact = s, 

radius of the piston  = r , 

Radius of the cylinder =  R.  

For the relative pressure notion  p/p0 notation  
Π is used 

 

and returns to the – -direction when the air 
consumption is 

   

  

 π(𝑅2 − 𝑟2)𝑠(1 + Π) 

 

making the total air consumption as a sum of 
(2) and (3) 

 

(3) 

   

 𝜋𝑠(1 + Π) (2𝑅2  − 𝑟2  )       (4) 

 

The consumption rate per time unit can be further obtained 
from (4) by observing the actuator.  If the number of 
cylinder movements per minute is N, the air volume 
consumed by the cylinder per time unit is   

q = Nπs(1 + Π)(2𝑅2 − 𝑟2)/𝑡                         (5) 

 

For example if t = 60 min, N= 100, s = 50 cm, R = 10 cm, r 
= 2cm, p = 9 bar , makes the total air consumption of 0.5 
normal cubic meters per minute. 

The consumptions of other cylinder-like actuators can be 
determined in a similar fashion when the dimensions are 
known.  

3.1.2 CLT applied to the industrial pneumatic system 

 

From the basic structure and key figures of the double acting  
cylinder, it can be easily observed that the air consumed in a 
impact of the cylinder can be characterized by a well-
defined mean and variance. In the common form of the 
theorem, the random variables are independent and 
identically distributed (i.i.d), but the theorem can also be 
used when they are not. 

 

 For example, in industrial applications, the variables related 
to the cylinders may vary according to the size of cylinder. 
Usually the length of the impact is full, but in some cases 
may also be incomplete (See also Ch. 5).  
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The air consumption of cylinders is predictable, near 
constant in most consumption points. This makes the 
variance in most consumption points small resulting that the 
variance of the sum of  consumptions is also small.  

If M is the number of consumption points with an actuator 
(cylinder), the total   consumed volume flow Q is 

 

   

𝑄 = �𝑞𝑖

𝑀

1=1

 

      (6) 

 

in which air consumption of cylinder i = 𝑞𝑖  

Since one cylinder consumes  the same amount of CA per 
impact,  the consumption of CA per time unit can be 
obtained by observing how many impacts per time unit the 
cylinder moves.   

 

The behavior of the assembly line is quite stationary from 
hour to hour. Since energy consumption is strongly, almost 
linearly dependent on the volume flow, it is therefore 
reasonable to assume that the trend of the  cumulative 
energy consumption is linear.  

Also, it is possible to include  stochastic consumptions 
(blowing purposes) to the model.  However, usually the role 
of these consumptions is minor and they have no significant  
effect on the overall consumption trend. 

 

3.2 Time series analysis of pressure measurements 

 

As can be seen from Fig. 4, the actual pressure curve is far 
from  ideal models in Fig. 1-2.  From Fig.4 only the 
essential figures (pressure difference , min/max pressures) 
can be easily identified. 

It is seen that the curve includes noise, which makes the 
determination of the duty cycle much more elaborate than in 
the  cases shown in Fig. 2.   However, since off-line analysis 
is possible, a practical method for the estimation of the 
(changing) period and (changing) duty cycle can be 
described as follows.  The minimum and maximum points in 
the time series sequence are determined by 
considering  continuously the sign between two successive 
data points.  The change negative to positive means 
minimum and the change positive to negative means 
maximum.  The period is the time between two minima, and 
the duty cycle is the time between minimum and maximum 
divided by the period.   

To prevent clear mistakes caused by the noisy signal it is 
possible to introduce security checks by using the standard 

deviation for example to give the minimum limits to 
minimum and maximum. 

4 Case study  

 
On the following, a typical example of a industrial 
pneumatic system is presented. The system is a  
woodworking plant (sawmill) in northern Finland. The 
products of the sawmill include building materials, 
dimensionally accurate boards and planks and lining 
material for various purposes. The material of the products 
is  pine. 
 
CA of the sawmill line is produced by  three  compressors. 
The compressors are oil-injected two-point controlled screw 
compressors. The compressors produce about 10, 4 and 3 
normal cubic meters of CA in a minute respectively. 
Usually, inlet power of compressor is 6-7 kW per normal 
cubic meter making the powers of compressors about 70, 30 
and 20 kW. The energy needed to produce the necessary CA 
usually depends on the outlet pressure and adjustable 
pressure-difference of the compressors. 
 
The total number of cylinder-based actuators in the system 
is about 300, while the number of working stages is about 
100. Almost all of the cylinders are double-acting. Usually 
almost all these actuators are on use at the same time, the 
total CA consumption on the assembly line can be obtained 
by summing these consumptions. Usually, the cylinders are 
supplied from the same manufacturer to make the 
maintenance simpler.  
 
Beside actuators, a small portion of CA is used for blowing 
and other random purposes. It is noteworthy, that in the 
system there are  tanks with a magnitude of  1m3 for CA 
soon after compressors. The tanks act like an integrator, 
which filters the peaks in the consumption. Random 
consumptions are thus not noticeable.   
 
 
Table 1: Compressor parameters affecting on the 
consumption of CA (production) 

 Constant/ 
Class-
scaled 

Adjustable Statistical 

Idle running power x x  

Type of the 
compressor 

x   
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Filters of after 
treatment system 

x  x 

Control/regulation 
method of the 
compressor 

x x  

Pressure difference 
of the compressor  

 x  

 
Typical adjustable parameters of the system (Table 2) are 
the velocity of the assembly line and the feeding rate of the 
system. Actually, the feeding rate is usually constant. 

 The first phases of the assembly line, mainly barking unit 
are more of stochastic nature than other parts of the  line. 
The typical statistical factor is the size  of a trunk. Key 
figures are the length and the diameter of a trunk.  Profile of 
a typical stem is presented in figure 3.    The length and 
diameter of a trunk may vary considerably depending on the 
cargo of wood. Total CA consumption in barking unit can 
be estimated when information of wood and from figure 3 
are available.  

Also it is possible that on the same sawmill, the species of 
tree varies from day to day. Different species of trees have 
different properties [11]. However, on the case study plant, 
only pine was used.  

Figure 3: Typical diameter profile of a trunk [11] 

 Usually, a large trunk effects on the length of the impact of 
the cylinder, which is in turn proportional to the air 
consumption.  After the debarking unit,  the trees typically 
go through several sawing phases. In these phases the 
cylinders typically work predictably with full impact. 

In most phases, the type of  actuator is a double acting 
cylinder. Also, in a couple of working phases, when 
movement of the load is done to the upward direction, a 
single acting cylinder is used. 

Table 2: System parameters affecting on the consumption of 
CA in a woodworking plant (consumption) 

 Constant/Class-
scaled 

Adjustable Statistical 

Species of a 
tree 

x  x 

Length of 
the trunk 

  x 

Thickness 
of the trunk 

  x 

Velocity of 
the 
assembly 
line of the 
unit 

 x  

Feeding 
rate of the 
assembly 
line of the 
unit 

 x x 

Type of 
actuators 
(cylinder) 

x   

Number of 
working 
shifts 
(1/2/3) 

x x  

 

  In an energy efficiency analysis of a  woodworking plant, 
regular seasonal properties of the system must also be taken 
into account.  These seasonal properties can be classified 
into short time and long-time nature. Typically they are 
periods when the assembly line is stopped.  

 Usually the working day consists of  two 8-hour shifts. 
Depending on economic situation, the number of shifts may 
also be one or three.  In case of two shifts, the pneumatic 
line is typically switched off in the night time (12p.m- 
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8.a.m). Shorter breaks on regular basis typically occur on 
lunch time and during the change of shift.  

In the long run, a longer standstill (of magnitude of 1 
month) at the plant typically takes place on summer time.   
Also during public holidays, a break of a few days may take 
place. 

Temporarily, the functioning of the assembly-line may stop 
due to blockages on the line.  However, these breaks occur 
seldom and are short-time. Usually, on a woodworking 
plant, there are also  reserve parts for defective actuators 
(cylinders). 

5  Measurements in compressed air systems 

During the last few years, measurements in several 
woodworking industrial plants in Finland have been made. 
The overall strategy of the measurements was to compare 
the energy consumption of different consumption network 
configurations by collecting data from one relatively long 
period – e.g. working with one configuration, repeat the 
same measurements with another configuration and compare 
results. 

 

5.1 Pressure  measurements  

 A time series of pressure values were measured. The 
measurements typically include pressure (bar) with 
sampling frequency of 1Hz..   The pressure measurement 
equipment consists of radio controlled data loggers. With  
SMS-commands, the measurement could be controlled 
remotely. These commands included 
start/stop/pause/continue qualities.  

The most essential figures of the system are the maximum, 
minimum and average values of pressure.  These values 
depend mostly on the pressure difference of the compressor. 
Since the measurement point is usually located behind the 
after-treatment system  of the compressor, the losses cause 
that the measured values are typically 0.5-1 bar lower than 
in the compressors outlet. 

 

Figure 4: An example of pressure measurements(bars) 

The measurements are usually performed at the 
consumption point. When the actual adjustable pressure-
difference of the compressor is known, it is simple to get the 
pressure losses between production and consumption. 
However, in order to get the idea about the consumption 
type (pressure-dependent/independent consumption) the raw 
data requires some preparation.  

. 

Since compressors in many industrial applications usually 
work with on/off-basis, from the viewpoint of energy 
efficiency, the most essential factor is the proportion of the 
rise time of the total cycle time.  

In some industrial applications, during the unloading period 
the compressor is idle running.  

 

In a case, when a compressor runs with idle-power, the total 
energy can be obtained from (6) The idle running power of 
the motor is constant P0  during the unloading period. 

 Total energy during the  cycle is  

 

𝑊𝑡𝑜𝑡 = 𝑃′𝑡′ + 𝑃0(𝑡′′ − 𝑡′)     (7) 

    
    

The average power during the period is respectively 

 

𝑃𝑎𝑣𝑒 = 𝑡′

𝑡′′
𝑃′ + �1− 𝑡′

𝑡′′
� 𝑃0    (8) 

Typically  P0  is of magnitude 20-30% of the average power. 

5.2 Energy and power measurements 

Simultaneously with the pressure measurements,   energy 
and power measurements were carried out. The frequency of 
the measurements was 1/30s. Since the sampling frequency 
is much slower than in pressure measurements, the results 
are not compatible. From the measurements, certain 
equivalencies between the potential variable (pressure), flow 
variable (mass flow) and energy/power consumption can be 
notified. For example, energy consumption is proportional 
to the production of compressed air (normal cubic meters).    
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Figure 5: An example of power measurement.(maximum and 
average power consumption) 

The quantities to be measured included minimum, 
maximum and average values of three-phase current, 
voltage,  apparent and active power/energy in three phases 
and total. However, only minimum, maximum and average 
power are relevant from viewpoint of energy efficiency. In 
Fig.4 time series of  minimum and average power 
consumption are presented. Since every measurement is 
discrete and the sampling frequency is high, the time series 
is not very smooth, but certain homogeneous behavior can 
be identified (maximum active power correspondence the 
nominal power of the compressor). In practice, it is more 
reasonable to examine the cumulative energy consumption 
(Fig.6,7), which can be directly integrated from the power. 

 

5.3 Interpretation of the measurements 

5.3.1 Pressure measurements 

 

The measurement data of a two-point controlled compressor 
is in many applications typically noisy  (Fig.4) A naturally 
arising question is whether periodicity in the pressure 
changes can be identified.  

 A standard widely-used filtering method for continuous 
time series is sliding average method. If the filtering method 
is successful, from the pressure time series the length of the 
total time cycle and the proportion of rise/fall time can be 
identified.. 

An autocorrelation plot of the pressure measurements during 
a reasonable long  period e.g. one hour may be very 
informative (Fig.6). 

 

 

 
Figure 6: An example of an autocorrelation plot  

   For example, from figure 6, it can be inferred, that  the 
pressure values between 15-20 seconds are quite strongly 
dependent. Combining the autocorrelation method with the 
approaching described in Ch. 3.2, the shape of the actual 
pressure curve can be estimated and proportion of the rise 
time (compressor on) of  the total time determined. 

5.3.2 Energy and power measurements 

 

The trend of the cumulative energy consumption can be 
revealed by various regression methods [9].   

 

 

Figure 7: An example of an actual cumulative energy 
consumption (in kWs) trend(red) and regression estimate for 
prediction (blue) 

Figure 7 presents a measurement data of cumulative energy 
consumption from the period of one working day while a 
regression estimate based on a short time (1-2 hours) From 
the figure, one can make a conclusion, that energy 
consumption trend can be modeled with simple linear 
regression.  
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Figure 8: An example of an actual cumulative energy 
consumption trend(red) and regression estimate for 
prediction (blue) 

The same energy/power measurements were repeated with 
different configuration on next day (Fig.7). The system in 
this measurement was CPS (Closed Pneumatic System), 
based on  the recycling of CA [10]. Since the slope of  the 
closed system is much lower than that of  open system, the 
closed system evidently consumes less energy per time unit. 
From viewpoint of statistics, it is noteworthy that the trend 
remains linear even when the configuration is changed. 

With certain reservations, one can generalize the results and  
make the normality assumption. In practice, the statistical 
properties affecting on the consumption of compressed air 
are often of mechanical reason and follow normal 
distribution. In that case, a confidence interval (95%) for the 
energy consumption can be determined. 

6 Conclusions  

 

Since energy consumption of a compressor is strongly, 
almost linearly dependent on the consumption of CA, it is 
reasonable to analyze the energy efficiency issue by 
analyzing consumption points by their nature. In a typical 
manufacturing/assembly line process the most of the CA is 
used by actuators, the main actuator type being a double-
acting cylinder. From the physical principles and 
dimensions of the cylinder, the consumption of CA in a 
single consumption point can be determined analytically. 
The behavior of these consumptions is quite similar even for 
cylinders with different dimensions. According to the 
Central Limit Theorem, the sum of consumptions can be 
assumed to approach a  normal distribution. Measurements 
of a relatively short time (one working day) can be 
generalized and a forecast of energy consumption with 
confidence interval be obtained.    

In addition to regular consumptions, some consumptions on 
the manufacturing line, like blowing purposes are of 
stochastic nature. However their role is usually insignificant 
and has minor or no  effect on the overall trend.  

Furthermore, leaks have a permanent deteriorating effect on 
energy efficiency of industrial systems.  Since the 
consumption of CA usually strongly depends on the 
pressure [7], the effect of the leaks on the overall energy 
efficiency becomes more evident when the pressure is high. 
In such CA systems, it is important to detect leaks in time.  
In practice, when the pressure measurements are performed 
during a stoppage when there is no natural CA consumption   
by keeping compressor on, even the proportion of leakage 
can be easily approximated from the pressure curve. 

In practice, the energy consumption in an industrial 
pneumatic system is often a monotonic function, which can 
be approximated as a sum of a regression line and a 
normally distributed deviation component. In order to 
predict the energy consumption in the future an estimate in a 
certain confidence level can be calculated from the 
regression line combined with the stochastic component. 
The result is then ready to be used in energy saving 
calculations regarding the design of new pneumatic systems 
or the improvement of existing designs. 

On workdays, from Monday to Friday, the consumption of 
CA typically follows some similar trend. However, on 
weekends, the trend may be quite different. Also, there may 
be certain seasonal components in the consumption of CA 
(e.g. in the summer the production in some branches of 
industry is lower than in the winter). Fitting seasonal 
components [9] to the overall consumption trend is a subject 
of further investigation.   

 Also, it is possible to model the CA system starting from 
first principle physical modeling, and then combining it with 
measurements added with stochastic component. The 
estimation of model parameters can be computed on-line by 
using the numeric model. The described approach opens 
new methods in energy saving techniques in the future. 
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Nomenclature 

Designation Denotation Unit 

Φ(x) Probability function  

µ Mean  

N Number of cylinder movements  

p Pressure [bar] 

p0 Atmospheric pressure [bar] 

P Nominal power [kW] 

Pave Average power [kW] 

P0 Idle running power [kW] 

Π Relative pressure  

qi Consumption [m3/min] 

Q Total consumption [m3/min] 

r Radius of the piston [mm] 

R Radius of the cylinder [mm] 

s Length of the impact [mm] 

σ2 Variance  

tc Cycle time [s] 

t’ Rise time (loading)  

t’’ Fall time (unloading)  

Wtot Total Energy [kJ] 
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Abstract 

In this article two different energy saving measures are presented. The possible savings 
potential and the effort of realizing these methods are described. Using these measures it was 
shown, that up to 55 % energy saving could be achieved for a single drive. 

The paper presents the thermodynamic principles that are needed to determine the energy 
consumption of pneumatic drives, which consist of the compressed air and the exergy analysis 
calculations. Further on, the influence of the design parameters on the energy consumption has 
been studied. Possible savings solutions have been arranged and brought together to provide 
and exemplary overview. In this case two savings methods were realized on a single cylinder 
drive of a pneumatic handling system.  

These selected energy saving solutions aim at the optimization of the design parameters of 
pneumatic cylinder drives and on the use of exhaust air recovery circuits. The use of these 
saving measures is first tested via simulation and then implemented on an example cylinder 
drive. For each saving measure the influence on the energy consumption and on the motion 
profile of the drive is investigated in detail. Focus was especially directed to the question, 
whether the original motion profile of the example drive remained the same after applying the 
saving measures. 

Keywords: pneumatic drive systems, energy saving measures, optimization of the design 
parameters, exhaust air recovery circuit, pay-back period 

1 Introduction 

The field of industrial automation requires the realization of 
complex handling tasks. In order to solve them, handling 
systems with pneumatic and electric drives are being used. 
Pneumatic drives require only low investment and 
maintenance costs and distinguish themselves through a 
flexible and robust design. They have to handle different 
operating tasks with a large range of forces, strokes and 
operating times.  

In most cases handling tasks can be realized using 
pneumatic as well as electric drives. In this competition 
energy costs of the drive technology become more and more 
important. Compressed air is an expensive source of energy. 
To increase the competitiveness of pneumatic drives the 
compressed air consumption has to be reduced.  

There are several energy saving measures, however only a 
few give a concrete statement about the correlation between 
potential energy savings and implementation costs. 

The paper gives an overview about possible energy saving 
measures for pneumatic drives. Two of these saving 
measures will be investigated experimentally and 

simulation-based. Drawing on the example of a standard 
exhaust-air-flow-controlled cylinder drive the achieved 
energy saving, the effort for implementing these measures as 
well as the resulting pay-back period will be shown in the 
following chapters.  

2 Theoretical approaches for determining 
energy consumption of pneumatic drives 

There are different methods known for quantifying the 
energy demand of pneumatic drive systems, i.e. a 
compressed air consumption calculation and an exergy 
analysis. Moreover a calculation based on the “air power” 
can be performed [1]. This approach can be derived from the 
formula of the technical work at a cylinder as well as from 
the exergy flow under the assumption of isothermal 
conditions (instant temperature equalization). This method is 
excluded from this paper. 

2.1 Compressed air consumption calculation 

The first approach is a compressed air consumption 
calculation [2], which is a simplified method for calculating 
the energy consumption of pneumatic drives. It can only be 

475



used for standard systems like an exhaust-air-flow-
controlled cylinder drive. This method considers the 
compressed air that is needed for filling the different 
volumes. This compressed air is required for the 
compression processes within the tube and dead volumes 
and for the realization of the cylinder’s stroke. To calculate 
the energy consumption for a double stroke of a standard 
cylinder drive by using the first method, fig. 1 shows the 
required equations.  

 

Figure 1: Compressed air consumption for a double stroke 
(1→2 + 2→1) of a standard cylinder drive 

The calculation formula is based on a summation of the 
filling volumes and the pressure levels. Hence this equation 
compares the initial thermodynamic state, within the filling 
volumes, with the thermodynamic state after completing the 
motion of the piston. Therefore this method isn’t suitable for 
quantifying energy losses during the thermodynamic 
processes.  

The tube and dead volumes are filled with compressed air 
starting at ambient pressure level p0 whereas the cylinder 
chambers are filled starting at the null volume. Under the 
assumption of isothermal system behaviour (instant 
temperature equalization with the ambient air) and no 
leakage occurrence the compressed air consumption only 
depends on the filling volumes and pressure levels. However 
technical thermodynamic systems typically show polytropic 
changes in values of state variables. Compression processes 
that are occurring during such a state change are 
characterized by a temperature increase, which is 
accompanied by a pressure increase. As a result less mass 
flow is required for the pressure build-up within the filling 
volume.  

The neglect of the temperature behaviour is an error in the 
air calculation, which can be estimated by investigating the 
air consumption of a drive with shifting heat exchange 
conditions. This experiment can be virtually done. The heat 
exchange conditions depend on the thermal transmittance of 
the cylinder wall as well as tube walls and on the operating 
times of the drive. A drive with short operating times and 
for this reason short dwell times will show approximately 
adiabatic thermal behaviour, since there is no time for heat 
transfer with the surroundings. In the next step the heat 

transfer condition of the cylinder wall and tube walls is 
varied from isothermal (n = 1, instant heat exchange with 
the ambience) to polytropic (n = 1,1) and finally to adiabatic 
(n = 1,4 = κ, no heat exchange with the ambience). This 
experiment shown in fig. 2 demonstrates that the 
compressed air consumption of a system with isothermal 
and adiabatic thermodynamic changes differs about 16 %. 
Thus this error normally causes differences between the 
calculated and the actually consumed compressed air. 

 

Figure 2: Compressed air consumption for a cylinder drive 
with changing heat transfer conditions 

In case of an energy saving drive structure with a modified 
circuit structure (exhaust-air recovery circuit) or a modified 
valve control strategy the volumes are filled with 
compressed air up to an unknown pressure level that is 
lower than the working pressure. For these drive structures a 
compressed air calculation cannot be performed. For this 
purpose a system simulation that is more complex has to be 
done for the determination of the energy consumption. 

In contrast to the second method a compressed air 
calculation is less complex and more practical than 
determining the exergy. 

2.2 Exergy analysis 

The second method represents an exergy analysis [3]. For 
this analysis equations are needed, that are based on the first 
and second law of thermodynamics. This method is much 
more complex than the compressed air consumption 
calculation, but implies all forms of energy (heat etc.) and 
enables a self-contained energy balancing within a system. 
Figure 3 shows the equations that are required for 
calculating the exergy flows at certain observation points 
and the exergy consumption for a double stroke of a 
standard cylinder drive.  

Vdouble stroke = Vcylinder + Vdead volume + Vtubes 

Method 1: Compressed air consumption 
calculation 

Vcylinder =	
π

4
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Figure 3: Exergy flows and exergy consumption for a 
double stroke (1→2 + 2→1) of a standard cylinder drive 

Based on the determined single exergy flows an exergy flow 
difference between several observation points can be 
calculated. With regard to a defined operating task the 
exergy loss of each component can be determined.  

The analysis of the required equations of the first and 
second method shows the influence of the design parameters 
of the drive system on the energy consumption. In particular 
the working pressure and the volumes of the cylinder and 
the tubes have a large influence. 

The working pressure should be adapted on the individual 
requirements of each drive. In general a high pressure level 
increases the occurrence of leakage and total leakage mass 
flow. Drive systems with low requirements on the load force 
should be supplied with a corresponding low pressure level. 
The pressure level can be reduced by using a pressure 
regulator and increased by using a pressure booster.  

The dimensioning of the components especially the choice 
of the piston and tube diameter has a large influence on the 
energy consumption. Furthermore unneeded filling volumes 
cause a slow dynamic behaviour.  

3 Energy saving measures 

For pneumatic single drives and multi-axes systems three 
categories for energy saving solutions can be distinguished. 
These categories concern dimensioning as well as pneumatic 
structures, valve technologies and control strategies. Within 
these categories different energy saving solutions are known 
[4] that are shown in the scheme in fig. 4.  

 

Figure 4: Energy saving measures on pneumatic drive 
systems 

The first category <Constructive-parametrical measures> 
contains methods for optimizing the design parameters of a 
drive structure or improving components meaning 
constructive modifications. The parameter optimization 
aims at the reduction of the energy consumption by 
modifying the design parameters of the drive. The 
improving of components requires the minimization of 
leakage and the reduction of preventable pressure drops. In 
most cases component modifications can be realised without 
any constraints but that often means a large effort 
concerning costs.  

The second category <Measures concerning the pneumatic 
structure> contains saving solutions that target on the 
modification of the system structure consisting of several 
drives. This involves for example decentralized valve 
arrangements or the implementation of pressure networks 
with different pressure levels. For the dimensioning of 
different drives only a few standardized components can be 
used. In consequence these drives are often oversized. So it 
is very important to supply these drives with an appropriate 
pressure level. The usage of a multi-level pressure network 
enables an adapted compressed air supply of different 
drives.  

The third category is “Measures concerning valve 
technology and control strategy”. Some of these solutions 
with regard to valve technology are energy-saving circuit 
concepts like expansion- and exhaust-air recovery circuits as 
described in [5] and [6]. These pneumatic circuit configu-
rations serve to utilize exhaust air which in case of standard 
configurations is vented unused. Further circuit- and 
control-based solutions aim at the modification of control- 
and valve technology. Their goal is to minimize 
fundamental losses at cylinder drives. Some examples are 
pressure losses due to the use of exhaust-air flow control, 
energy emitted through exhaust air or wasted heat during the 
compression processes at high pressure levels. Some studies 
focus on circuit configurations consisting of several 2/2-
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switching valves [7]. The energy requirements of a drive 
system can be significantly improved, by using an optimized 
control strategy in combination with these switching valves. 
The main energy saving of this circuit structure is achieved 
by closing the supply valve and using the expansion energy 
of the compressed air during motion of the piston.  

In the following potential saving measures will be 
implemented on a single cylinder drive of a handling 
system. The handling system is an automatic placement 
machine which is used for the placement and quality check 
of plug housings. The example drive system is a typical 
standard exhaust-air-flow-controlled cylinder drive in the 
field of small-part handling. The structure of the drive and 
some important design parameters concerning energy 
consumption and motion behaviour are shown in fig. 5. The 
drive has a pressure supply (1), tubing (3), different valves 
(2), (4) and a pneumatic cylinder (5).  

 

Figure 5: Structure and design parameters of the example 
drive 

The drive is designed as a double piston cylinder with an oil 
brake. According to its operating task the standard 
configuration of the cylinder drive is oversized.  

The automatic placement machine including the chosen 
example drive was energetically analyzed in [8]. In this 
process an exergy analysis according to method 2 was 
performed. Thereby the balancing with the exergy enables 
the detection of exergy losses and appropriate saving 
potentials. This analysis had shown that a significant energy 
saving potential of the machine lies in an optimized 
dimensioning and in the utilization of the exhaust-air of the 
cylinder drives. The potential of recovering the exhaust-air 
is even greater when an exhaust-air flow control is not used 
for the purpose of speed control.  

After analyzing the saving potentials, a benchmark of 
possible energy saving measures was performed. Therefore 
the characteristics of these saving measures were compared 

to the detected energy saving potentials and the attributes of 
the automatic placement machine. Based on this benchmark 
two potential saving measures were identified i.e. the 
optimization of the design parameters and the use of an 
exhaust-air recovery circuit.  

4 Realization of energy saving measures 

In the first instance these saving measures are tested and 
implemented in a simulation model individually.  

A lumped parameter model of the drive is created 
(SimulationX). The simulation model consists of different 
physical domains. Table 1 gives an overview of important 
parameters, which are required for modelling.  

Tab. 1: Required parameters for the simulation model 

 

The parameterisation of the components is based on data 
sheets, pneumatic schematics and the measurement data. 
Some characteristics like the throttle position of the one-way 
flow control valves or the friction force of the cylinders 
have to be calculated. For example the sliding friction of the 
cylinder is determined by the equilibrium of forces at the 
piston, when it moves with constant speed. The heat transfer 
coefficients at the tubing and at the cylinders can be 
calculated with an approximation formula [8]. The amount 
of leakage of the drive is relatively small and can therefore 
be neglected. 

Firstly the optimization of the design parameter is 
performed at the example drive. Design parameters of the 
drive structure are i. e. the working pressure, the piston 
diameter, the length of the tubes or the flow rate of the 
metering throttles.  

4.1 Optimization of the design parameters 

The objective of the optimization is to reduce the energy 
consumption for a double stroke of the cylinder drive while 
sustaining the motion profile. In the first instance the range 
of nominal values of the design parameters will be set. The 
piston stroke and the flow rate at the directional valve will 
not be changed, since the value of the piston stroke is 
directly coupled to the operating task and the directional 
valve is part of a valve terminal with specified dimensions. 
The variation range of each design parameter is ±25%. For 
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example, a reduction of the tube volume Vt,a of 25% means 
to trim the tube length about 25%. In most cases a reduction 
of the tube length is possible, despite constructional 
constraints. The definition of a variation range generally 
constrains the considered values of the design parameter. 
Thus it is possible that the parameter configuration with the 
lowest energy consumption of the cylinder drive (global 
optimum) could no longer be found. However on the basis 
of the suggested approach drive configurations with lower 
energy consumption and sufficient robustness can be found 
which is important for the usage in an industrial application.  

In addition to the variation range of the design parameters 
some restrictions will be determined for the optimization 
process. These are obtained from the original motion profile. 
The cylinder drive has to fulfil its operating task according 
to the original operating times. The example drive is linked 
with other drives within the handling system. The drive’s 
operating times have to remain constant to keep the total 
cycle time of the entire machine. The acceleration, the 
maximum velocity and the velocity at the end of the stroke 
are limited. In general there are different constraints with 
regard to manufacturer-specific limit values and the 
transport of handling objects. Generally the restrictions 
make sure that the motion profile of the modified drive is 
similar to the original one. The variation range of the design 
parameters and the restrictions are listed in tab. 2.  

Tab. 2: Variation range of the design parameters and 
restrictions for the optimization process 

 

The optimization is done by linking the lumped parameter 
model with an optimization tool (OptiY). The optimization 
tool realizes different simulation runs with varying design 
parameters within the defined range. For every simulation 
run the amount of energy consumption after a double stroke 
of the drive and violations of the specified restrictions are 
benchmarked. Because the number of design parameters is 
low a gradient-based optimization strategy (Hooke-Jeeves) 
is chosen [9]. A nominal optimization with 500 steps is 
performed.  

The optimization process leads to a modified cylinder drive 
configuration with reduced energy consumption. The final 
resulting design parameters are shown in tab. 3. 

Tab. 3: Design parameters of the optimized cylinder drive 
configuration 

 

The optimized drive structure has a reduced working 
pressure, reduced tube volumes and the flow rate at the 
metering throttles is raised. For the implementation on the 
actual drive the working pressure has to be reduced by using 
a pressure regulator. Furthermore the tubes have to be 
trimmed and the throttle position of metering throttles has to 
be increased. The piston diameter remains unchanged 
because a change of this parameter would have a weighty 
influence on the motion profile and often leads to a violation 
of the restrictions. The simulated modified drive structure 
shows energy savings up to 44 % (see fig. 6).  

 

Figure 6: Energy savings using a design parameter 
optimization for a standard cylinder drive 

As depicted in fig. 6 the motion profile with the modified 
design parameters meets the original profile very well. This 
result shows that the restrictions were observed during the 
optimization process.  

4.2 Implementation of an exhaust-air recovery circuit 

An exhaust air recovery circuit can be used for drives that 
require only a small cylinder force for the backward stroke. 
For the implementation of the exhaust-air recovery system a 
storage circuit is added to the original configuration of the 
drive. There are different structural possibilities for 
implementing a recovery circuit. One of these circuit 
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structures including its necessary valve control strategy is 
depicted in fig. 7. 

 

Figure 7: Structure and control strategy of the used exhaust-
air recovery circuit 

The circuit structure shown in fig. 7 is suitable for upgrading 
a standard drive that is connected to a valve terminal. In 
general a pressure regulator (1) and an air reservoir (2) have 
to be installed. The initial pressure of the air reservoir is set 
by the pressure regulator. The control of the movement 
direction is executed by the 5/2-directional flow control 
valve (3). The 3/2-switching valve (4) connects the air 
reservoir to the cylinder chamber B. When the piston 
extends, the compressed air within the gas spring is 
compromised and the pressure pres rises. The check valve (5) 
prevents the saved compressed air of returning to the 
pressure regulator. At the same time the rising counterforce 
at the piston causes a limitation of the piston speed that 
eliminates the need for a metering throttle. After completing 
the extending stroke the saved energy is used for the 
backward stroke. The one-way flow control valve (6) 
realises the speed regulation for the backward stroke. 

The initial pressure, the volume of the air reservoir and the 
flow rate of the metering throttle have a large influence on 
the motion profile of the cylinder drive. The volume of the 
air reservoir strongly depends on the piston diameter and the 
stroke. These appropriate operating parameters can be 
determined with the help of the simulation model with the 
coupled optimization tool. Table 4 lists the determined 
parameters for the recovery circuit. 

Tab. 4: Determined design parameters of the recovery 
circuit 

 

Another way to determine the suitable volume of the air 
reservoir Vres can be realised by an approximate calculation.  

The volume of the gas spring Vgas(x) is: 

ܸୟୱሺxሻ ൌ ቀ
π
4
൫d୮ଶ െ d୰ଶ൯ ∙ ሺs െ xሻ  Vୢୣୟୢ,  V୲,େ

 ୰ܸୣୱቁ 

(1) 

The volume of the tube Vt,C and the dead volume Vdead,B are 
very small and can be neglected.  

Under isothermal conditions the states of the gas spring at 
the time t1 with Vgas(x = 0 mm) and t3 with 
Vgas(x = 53,5 mm) are given with: 

t1: ୧୬୧୲୧ୟ୪ ∙ ቀ
π
4
൫d୮ଶ െ d୰ଶ൯ ∙ s  V୰ୣୱቁ ൌ ݉ ∙ ܴ ∙ ܶ (2) 

t3: ୫ୟ୶ ∙ V୰ୣୱ ൌ ݉ ∙ ܴ ∙ ܶ (3) 

During the time the stroke extends, the piston has to reach 
the end stop safely. As a conclusion the maximum pressure 
pmax of the gas spring has to be limited. A useful restriction 
for the maximal counterforce FB is:  

 
ܨ 

2
3
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ߨ
4
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(4) 

In this case the maximal pressure pmax is: 
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(5) 

The result for the calculation of Vres is obtained by 
equalizing formula (2) and (3) and using condition (5).  

୰ܸୣୱ ൌ
୧୬୧୲୧ୟ୪

2
3 ∙ ଵ ∙

݀ଶ

൫݀୮ଶ െ ݀୰ଶ൯
െ ୧୬୧୲୧ୟ୪

∙
π
4
൫d୮ଶ െ d୰ଶ൯ ∙ s 

(6) 

On the basis of eq. (6) the volume of the air reservoir Vres 
can be calculated as a function of the geometric parameters 
of the cylinder, the working pressure p1 and the chosen 
initial pressure pinitial. 

The use of a recovery circuit includes higher investment 
costs due to the additional components. The switching valve 
can be excluded when using a decentralized valve 
arrangement. However the pressure regulator, the check 
valve and the air reservoir increase the investment as well as 
the maintenance costs.  

Besides the parameters of the recovery circuit have to be 
adapted in case of changing operating times, load masses or 
cylinder parameters.  

The simulation of this modified drive structure shows 
energy savings amounts of 43 % (see fig. 8). The motion 
profile of the modified drive structure basically matches the 
original profile. The operating times are a bit higher (∆x1 
and ∆x2, fig. 8) but don’t leave the specified range. These 
extended operating times don’t restrict the functionality of 
the drive. 
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Figure 8: Energy savings using an exhaust-air recovery 
circuit for a standard cylinder drive 

As shown in fig. 6 and fig. 8 both saving measures, e.g. the 
design parameter optimization and the exhaust-air recovery 
circuit, can reduce the energy consumption of the example 
drive about 44 % without changing the motion profile. 

4.3 Combination of an exhaust-air recovery circuit and 
a design parameter optimization 

In the next step both energy saving solutions are 
implemented in combination at the example cylinder drive. 
Figure 9 compares the system behaviour of the drive, as well 
as the energy flow and energy consumption before and after 
the modification. The resulting energy savings are proven 
experimentally.  

 

Figure 9: Resulting energy savings using an exhaust-air 
recovery system and a design parameter optimization for a 

standard cylinder drive 

After the modification the motion profile shows a delay Δx3 
in the backward stroke of the cylinder. This will not restrict 
the functionality of the drive within the machine, since the 
backward stroke is not time-sensitive. As depicted in fig. 9 

the energy saving determined by measurement data 
corresponds to the results of the simulation.  

5 Determination of the pay-back period 

In order to benchmark the used energy saving solutions the 
pay-back period has to be determined. Therefore the 
investment costs and the cost savings due to reduced energy 
costs have to be compared.  

5.1 Operating scenario and costs for compressed air 

For calculating the energy costs the number of double 
strokes within one year has to be specified. The selected 
drive is part of an entire handling system that has a total 
cycle time of 6 seconds. During this period the drive realises 
one double stroke. The handling system operates 16 hours 
per day. During the weekend and on maintenance days the 
machine remains at stand still. All in all the handling system 
runs 250 days per year. The number N1 of double strokes per 
year is calculated in tab. 5. 

Tab. 5: Calculation of the number of double strokes per year 

 

The compressed air consumption D1 of each drive structure 
per double stroke can be determined via the exergy 
consumption under the assumption of isothermal conditions: 

 
ଵܦ ൌ

୶,ଵୣܧ
ܶ ∙ ܴ ∙ ߩ ∙ lnሺଵ ⁄ ሻ

 
(5) 

In the next step the costs for generating the compressed air 
have to be considered. At this point an abstracted approach 
for the compressed air costs is chosen. The compressed air 
costs are Cair €/Nl (Nl ... litre under ambient conditions).  
The Compressed air costs within one year can be calculated 
on the basis of eq. (6).  

  Compressed air costs	 ൌ 	 ଵܰ ∙ ଵܦ ∙  ୟ୧୰ (6)ܥ

All costs will be referred to the compressed air costs Cstandard 
of the standard configuration (see tab.6).  

Tab. 6: Calculated compressed air costs and savings 
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5.2 Investment costs 

The investment costs of each drive configuration are 
calculated as the sum of all single component investment 
costs. This includes the cylinder, valves, the air reservoir 
and end stop switches. The additional used 3/2 switching 
valve of the exhaust-air recovery system increases the 
functionality of the drive structure, but can be dropped to 
reduce investment costs. In the next step the additional 
investment costs in relation to Cstandard are determined. The 
results are shown in tab. 7. 

Tab. 7: Calculated investment costs 

 

Finally the pay-back period for each configuration can be 
determined. Figure 10 displays the investment costs and 
compressed air costs versus the operating time of the drive. 
The break-even point is signed with the cross. No 
maintenance costs as well as costs due to installation are 
considered.  

 

Figure 10: Determination of the pay-back periods 

As shown in fig. 10 the drive configuration with the 
optimized design parameters has the shortest pay-back 
period of 0,45 years. This configuration only needs an 
additional pressure regulator, so the investment costs are 
comparable to the standard configuration. The effort on 
additional components for the exhaust-air recovery system is 
very high. The pay-back period of these drive configurations 
with exhaust-air recovery system lies between 1,75 to 2,00 
years. 

6 Conclusion 

This article proposes energy saving measures on pneumatic 
drive systems. Normally investigations on energy saving 
measures only deal with saving potentials and functional 
issues. This paper presents the saving potential, the effort for 
implementation and the calculation of the pay-back period 
for two chosen energy saving solutions.  

For the determination of the energy consumption two 
methods are presented, i.e. a compressed air consumption 
calculation and an exergy analysis. An exergy analysis is the 
preferred method because it considers all forms of energy 
and enables the quantification of energy losses as well as a 
self-contained energy balancing.  

This paper shows several different measures for saving 
energy at pneumatic single drives and multi-axes systems. 
The implementation of chosen energy saving measures is 
tested at a representative single example drive.  

The energetic analysis of this drive has successfully proven 
that there are two significant saving potentials. Referring to 
its operating task the example drive is oversized with tube 
lengths sized quite generously and the pressure level being 
too high. So the first saving method targets at an adequate 
dimensioning of the drive. The second saving potential lies 
in the utilization of the exhaust-air of the cylinder drive. 
This potential is even greater when an exhaust-air flow 
control is not used for the purpose of speed control. Based 
on these identified energy saving potentials, two suitable 
energy saving solutions are selected and implemented, i.e. 
an optimization of the drive’s design operating parameters 
as well as an exhaust-air recovery system.  

The implementation of these two saving measures is tested 
via simulation. Therefore a lumped parameter model of the 
drive is created and validated via measurement data. The 
possible energy savings when implementing the saving 
solutions individually as well as in combination is shown. 
When combining both saving measures energy savings up to 
56% can be proven.  

For the validation the saving measures are implemented at 
the example drive. In this process the effort of implementing 
each measure is demonstrated. The results of the 
experimental investigations match the results gained by 
simulation.  

Finally the pay-back period of each saving measure is 
determined based on an operating scenario. The pay-back 
period for the design parameter optimization is 0,45 years 
because only one additional pressure regulator is needed. 
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However the optimization process can only be done by 
using a coupled optimization tool. The calculated pay-back 
period of the drive structures with exhaust-air recovery 
system is less than 2 years.  

As shown in this article pneumatic drive systems often hold 
significant saving potentials. Drive systems with energy 
saving solutions can utilize these potentials within a 
manageable pay-back period. 
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Nomenclature 

Designation Denotation Unit 

cp Specific isobare heat capacity [J/kg·K] 

d Diameter [m] 

E Energy [J] 

Eex Exergy [J] 

 ሶ௫ Exergy flow [J/s]ܧ

k Thermal transmittance [W/m2·K] 

m Mass [kg] 

mሶ  Mass flow [kg/s] 

n Polytropic coefficient - 

p Pressure [Pa] 

p0 Ambient pressure [Pa] 

R Specific gas constant [J/kg·K] 

s Stroke [m] 

T Temperature [K] 

T0 Ambient temperature [K] 

V Volume [m3] 

x Displacement [m] 

xሶ  Velocity [m/s] 

κ Isentropic coefficient - 

ρ0 Density of the ambience [kg/m3] 
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Abstract

A problem with pneumatic positioning systems is the low energetic efficiency. This paper
presents a structure of a compressed air saving for pneumatic positioning systems with ca-
pacity to move high loads. This structure use the loading to save compressed air and thus to
increase the energetic efficiency of these systems. This configuration adds a fast switching
on/off valve in a feedback between the cylinder chambers. This type of valves is low cost,
compared with a proportional valve, but the system can achieve the same performance. Ex-
perimental results show that with this type of configuration up to 58 % of compressed air
saving can be achieved in comparison to classical pneumatic positioning system.

Keywords: Pneumatic system, fast switching valve, energetic efficiency, position control.

1 Introduction

Pneumatic servo positioning systems are very attract-
ive for industrial applications because they have a good
power/weight ratio and easy maintenance, when compared
with electric positioning systems, and are low cost when com-
pared to hydraulics. Pneumatic positioning systems can be
used, for example, in the metal mechanical industry, in the
medical area, in the brakes of heavy vehicles, in the agricul-
tural area and others.

Pneumatic systems are considered as having a low energy-
efficiency [1], and also present some control difficulties due
to nonlinear characteristics of the system, such as air com-
pressibility, nonlinear behavior mass flow rate through the
valve orifice [2] and dead zone [3], besides the friction in
the seals of the cylinder [4]. Table 1 presents some advant-
ages and disadvantages between the positioning systems men-
tioned above.

As mentioned before, one of the major problems in the pneu-
matics systems is the low energetic efficiency, because the
compressed air is exhausted to atmosphere after use. Sev-
eral authors deals with energy saving or consumption of com-
pressed air in pneumatic systems, what can be seen in [5], [6],
[7], [8] and [9].

Specifically, [5] uses an auxiliary on/off valve in a feedback
between the chambers of an asymmetrical cylinder. Figure 1
shows this scheme. When the piston moves from the left to
the right with constant speed, the pressurepB in chamber B
is greater than the pressurepA in chamber A. If the auxiliary
valve is opened in this case, some exhaust air ofpB will be

Table 1: Advantages and disadvantages of positioning sys-
tems.

Positioning
system

Advantages Disadvantages

Pneumatic Easy maintenance,
clean, high confiabil-
ity, does not generate
sparks, low cost.

Very low energetic
efficiency, diffi-
culties in control,
separate power
supply, low stiffness.

Hydraulic High force density,
accumulators for
peaks load, easy
control, keep high
forces, stiffness, low
velocity, does not
generate sparks.

Hard installation of
power supply, noisy,
leakage, fire risk,
high cost.

Electric Easy maintenance,
flexibility, easy
control, clean.

Low force density,
problems with water,
sparks, high cost.

reused. To guarantee that the system is working in casepA >
pB, a check valve is placed in this path. When the piston
moves from the right to the left, the by-pass valve is closed. A
PID controller to control the proportional valve in closed-loop
is used. The experimental results show that for 10 work cycles
12 % of compressed air is saved using this system strategy

In [6], a similar configuration as the one in fig. 1 is presen-
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Figure 1: Pneumatic scheme with auxiliary valve (Adapted
from [5]).

ted, but in this case the feedback between the chambers of
an asymmetrical cylinder is carried out by one proportional
valve 2/2 positions (auxiliary valve). An energy saving con-
troller was developed to save compressed air. When the pres-
sure in the depressurized chamber is greater than the pressure
in the pressurized chamber, the required mass flow rate can
be supplemented via the auxiliary valve. The proposed con-
troller was firstly developed by calculating the control effort
required for tracking, and, secondly, by calculating the extent
to which the feedback can contribute to the differential mass
flow rate. The sliding mode control was utilized to control
the two valves. Experimental results present reduced energy
consumption by 25-52 % to different desired sinusoidal tra-
jectories and for a step input.

Another concept is proposed in [7]. A typical pneumatic sys-
tem with a 5/3 proportional valve is replaced by one using
two 3/2 proportional valves, such that the mass flow rate on
the cylinder chambers can be controlled separately. The idea
was to develop two control modes to modified system: an act-
ive mode, that uses only compressed air from supply, and a
passive mode, that uses only the control of the mass flow rate
from the exhaust of the cylinder chamber. Experimental res-
ults indicate an energy saving from 10 % to 46 % depending
on the desired tracking frequency.

In a similar way, [8] shows a system with two 3/2 proportional
valves, using a nonlinear multivariable control law developed
for tracking position and energy saving. The system configur-
ation allows to control two different trajectories, position and
to control pressure. The control strategy is related to track-
ing the desired position with minimum energy consumption.
The results presented show an improvement of 29 % in terms
of energy delivered inside the cylinder with this multivariable
nonlinear control.

Finally, [9] shows an analysis not only based on the com-
pressed air consumption of pneumatic systems but also on the
balancing of energies. This strategy enables the continuous
balancing of all fractions of energy and energy losses. After
balancing, as a first step to energy saving, the parameter of

optimization is selected and, secondly, the implementation of
exhaust-air recovery system is suggested. An exhaust-air re-
covery system is made by means of installing two additional
directional valves as well as a compressed-air reservoir. Thus,
the utilization of the exhaust air of a cylinder chamber is pos-
sible when the piston moves from the right to the left. The
experimental results show energy savings around 23 % in
comparison with the energy consumption of the standard and
modified system.

The aim of this paper is the study of a structure for pneu-
matic positioning systems for compressed air saving in sys-
tems which need move high loads. This structure consists of
adding a fast switching on/off valve in a feedback between
the cylinder chambers. These types of valves are low cost,
when compared to proportional valves, but the same system
performance can be achieved. This scheme will be presented
in next section.

This paper is organized as follows. In Section 2 the pneu-
matic positioning system with and without an auxiliary valve
is described. Section 3 is dedicated to the presentation of the
technique for compressed air saving and the model for the es-
timate of the mass of compressed air consume. The control
design is shown in Section 4. In Section 5 the results and dis-
cussions are presented. The main conclusions are presented
in the last section.

2 Description of the pneumatic positioning
system

The proposed scheme was implemented in one experimental
setup to verify the air compressed saving. This experimental
setup was used for tests whose purpose is to control the posi-
tion of the turbine blades of speed governors of small hydro-
electric power plants [10] - [11]. Figure 2 shows a diagram of
the typical pneumatic positioning system.

Figure 2: Diagram of the typical test setup (Adapted from
[10]).
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The components of the typical pneumatic positioning sys-
tem consist of one 5/3 proportional valve (2V1) for control
of mass flow rate, two pneumatic asymmetric cylinders (2A1
and 2A2) in a symmetric configuration, position transducer
(2S1), three pressure transducers (2S2, 2S3 and 2S4), ther-
mocouple (2S5), filter (3Z2), compressed air source (3Z1),
air reservoir (3Z3), pressure reducing valve (3V1) and valve
controller (Z1). The loading system is composed of an asym-
metric hydraulic cylinder (1A1), a 4/3 directional hydraulic
valve (1V1), a hydraulic power unit (0P1 and 0M1) and a hy-
draulic pressure reducing valve (0V1).

In this specific study a fast switching on/off valve was add to
reuse the compressed air. Figure 3 shows a diagram of the
pneumatic positioning system with feedback between cham-
bers with an auxiliary 3/2 fast switching on/off valve con-
figured as a 2/2 valve. In both figures the arrows indicate
the positive direction.

Figure 3: Diagram of the test setup with feedback between the
chambers of the cylinder.

The compressed air is supplied to the proportional valve
through a pressure reducing valve. The proportional valve
spool opens the supplying orifice of compressed air to one
chamber of the cylinder and allows the air to be released to
the atmosphere. After the variation of the pressure in the cyl-
inder chamber happens, it results in a force that moves the
cylinder rod in positive or negative way, depending on the in-
put signal. When the system has a positive load (Fc) and is
moving in the opposite direction, compressed air can only be
saved using the auxiliary valve, as well for as when the system
as a negative load.

3 Compressed Air Saving

As previously described, with a fast switching on/off valve
in a feedback between the cylinder chambers, compressed air
can be reused. To guarantee the system performance and also
provide operating conditions for the system an algorithm was
proposed, which is shown in the subsection 3.1. To estimate

the mass of air consumption an equation was developed. This
equation is presented in subsection 3.2.

3.1 Technique for compressed air saving

The loading system imposes a difference in the pressure in
the cylinder chambers. This difference will be used for the
operation of the auxiliary valve. Three cases of operation will
be considered as shown below:

Case 1 :
I f ∆p> α
When U> 0 2V1 operating and 2V2 closed
When U≤ 0 2V2 operating and 2V1 closed

Case 2 :
I f −α ≤ ∆p≤ α
2V1 operating and 2V2 closed

Case 3 :
I f ∆p<−α
When U> 0 2V2 operating and 2V1 closed
When U≤ 0 2V1 operating and 2V2 closed

whereU is the control signal, 2V1 and 2V2 are the propor-
tional valve and the auxiliary valve, respectively,∆p is the
difference between the pressure in the cylinder chambers, and
α is the tolerance of pressure difference, that is the pressure
difference required to insure the feedback of the compressed
air between the cylinder chambers and also to achieve the per-
formance requirements.

3.2 Mass of compressed air consumed

The mass of compressed air consumed (MP) can be calcu-
lated by the integral of the mass flow rateqm into the cylinder
chamber from the start to stop of piston movement. This is
described in the following equation:

MP =
∫ t f

ti
qm dt. (1)

In the pneumatic servo positioning in study, the pneumatic
mass of compressed air consumed should be calculated by
consumption of total mass flow rate through the supply. When
there is flow fromS to A or from S to B, there is compressed
air consumption. In this way, the mass consumption of pneu-
matic positioning system can be computed by eq. (2):

MP =
∫ t f

ti
(qmA++ |qmB−|)dt. (2)

In the eq. (2),qmA+ andqmB− can be computed by using the
following equation, whose parameters are obtained according
to ISO 6358 [12]:

qmA+ = KuUczmCpSρ0ω(
pA

pS
) i f U ≥ 0 (3)

qmB− = KuUczmCpSρ0ω(
pB

pS
) i f U < 0 (4)
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ReplacingqmA+ andqmB− in the eq. (2) gives

MP = KuCρ0pS

∫ t f

ti
(Uczmω(

pA

pS
)+ |Uczm|ω(

pB

pS
))dt. (5)

The used parameter values are the following constants:C =
16.5× 10−9 m5/Ns, b = 0.12, ρo = 1.205 kg/m3 and pS =
8×105 Pa. This equation will be used to calculate the mass of
compressed air consumed in pneumatic positioning systems.

4 Control Design

The control strategy that will be used in this system consists
in using PI controller. However, since there are two different
valves, the control strategy for the proportional valve and the
fast switching on/off valve are different. In [13] the authors
describe a control scheme with a PWM (pulse width modu-
lation) technique associated with a PI control. Thereby, the
gains of the controller do not need to be modified, since that
the two PID controllers differentiate only by PWM. The PI
controller for both valves will be presented in the next sub-
section.

4.1 PI Controller

The PI controller is one of the most used controllers in the
industry. The PI controller can be seen in [14]. It is a simple
method for implementation and the control law is given by:

U(t) = kPe(t)+ kI

∫ t

to
e(t)dt, (6)

wheree(t) is the difference between the desired input and the
actual output, that is the system error,kP is the proportional
gain to error andkI is the gain proportional to integrative part
of the system error. In general, the proportional gain is used
to improve the time performance and the integrative term is
responsible for reducing the steady state errors.

This control signal was already used in the subsection 3.1,
to give the conditions for compressed air saving in the pneu-
matic positioning system. At this point, the control signal will
be split into two signals,U_V1 andU_V2. One will be used
to compose the signal sent to the proportional valve and the
other to compose the signal sent to the auxiliary valve. In the
signal sent to the proportional valve, a dead zone compensa-
tion will be used and the signal sent to fast switching on/off
valve shall be applied the PWM technique associated with
PI control. In the following subsection the dead zone will
be identified and compensated by the methodology employed
in [3].

4.2 Dead zone

The dead zone in the proportional valve is an important non-
linearity which should be considered. This nonlinearity hap-
pens when the spool width is greater than the orifice valve
width. The dead zone presence in a pneumatic positioning
system is among the factors that limit the performance of
feedback control loops.

Dead zone is a static input-output relationship, that for a range
of input values gives no output, whereU is the input andUzm

is the output. In general, the right (zmd) and left (zme) limits,
and the slopes (md andme) are not equal. Figure 4 shows a
graphical representation of the dead zone [3].

Figure 4: Graphical representation of the dead zone (Adapted
from [3]).

The dead zone analytical expression is given by:

Uzm(t) =







md(U(t)− zmd) i f U (t)≥ zmd
0 i f zme<U(t)< zmd
me(U(t)− zme) i f U (t)≤ zme

. (7)

.

The dead zone compensation is carried out through an in-
verse function. If the inverse is exact and the parameters are
known (zmd, zme, md andme) the cancelation of the dead
zone would be perfect. Therefore, it is necessary to use the
smoothed inverse to avoid the discontinuity as near to the zero
position and an abrupt switching betweenzmeandzmd.

Figure 5 shows the graphical representation of the dead zone
compensation with smoothing near to zero position,

Figure 5: Graphical representation of the dead zone com-
pensation (Adapted from [3]).

whereUd is the desired signal control in the default of the
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dead zone,Uczm is the compensated output signal andlc is the
smoothness width used in compensation. The inverse func-
tion used to compensate the dead zone is described by

Uczm=















































Ud(t)
md + zmd se Ud(t)≥ lc

Ud(t)
me + |zme| se Ud(t)≤−|lc|

(

zmd+lc/md
lc

)

Ud(t) se 0≤Ud(t)< lc

(

|zme|+|lc|/me
|lc|

)

Ud(t) se −|lc| ≤Ud(t)< 0

(8)

To identify the dead zone, an open loop test of actuator sys-
tem (proportional valve and pneumatic actuator) is proposed
with a slow sine control signal with 10 volts amplitude and 50
seconds period according to eq. (9). This methodology was
presented in [3].

u(t) =−10cos

(

2π
50

t

)

, (9)

Experimental tests consist of the acquisition of the pressure
and control signal of the sine wave given by eq. (9). The
graphical control signal as a function of the pressure is presen-
ted in 6. At this point, the pressures variation as a function of
control signal are analyzed.
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Figure 6: Graphical representation of the dead zone values.

According to fig. 6, for the pressures A and B, when the
control signal exceeds the right or left limits of dead zone
a pressure change sudden occurs. The offset identification
of the proportional valve is through the determination of
the midpoint of the pressure variation due to internal leaks.
The values achieved from fig. 6 were the right dead zone
zmd= 1.064 V, the left dead zonezme= 1.518 V and the
offset was consideredo f f set= 0 V because it is very near
the center. The values ofmd= me= 1 and lc = 0.4 were
used. Thelc value represents a trade-off between control sig-
nal quality and effetive dead zone compensation. According
to [3], if lc is large, dead zone compensation is poor. Iflc is

too small, oscillations in the control signal can occur near of
origin.

4.3 PWM associated with PI control

This previously mentioned control technique can be applied
directly to the proportional valve, but to apply to an on/off
valve we should associate the PWM technique. The PWM
technique consists in the use of a particular frequency switch-
ing in the directional control on/off valve and the duty cycle
control. The duty cycle is the time that the signal control is
“on” in relation to total cycle time [15]. Figure 7 describes
the duty cycle through two examples: a system with a duty
cycle of 50% and another with 20%, both with a period of 10
s.

Figure 7: PWM Signal [15].

The control signal from PI control is changed for the duty
cycle of the valve according eq. (10)
{

i f ∆p> α and U≤ 0 then Udc = |U_V2|/3
i f ∆p<−α and U> 0 then Udc = |U_V2|/3

(10)

Figure 8 shows the implementation of the PWM in Mat-
lab/Simulink.

Figure 8: PWM implementation in Simulink.

There is a pulse generator that generates a sawtooth signal
with amplitude of -0.5 to 0.5 in a specific frequency (PWM
frequency, see fig. 9(a)). This signal is summed with a value
of 0.5. This results in a signal with a value ranging from 0 to
1 that is subtracted from the duty cycle (see fig. 9(b)). From
the switching block there is a signal sent to the valve (see fig.
9(c)), where 1 is valve “on” and were 0 is valve “off” [15].

5 Results and Discussions

The experiments were based in a test bench of a servo-
pneumatic system whose purpose is to control the position
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Figure 9: PWM signal generation. a) Pulse generation. b)
Pulse and duty cycle. c) Signal sent to the valve (Adapted
from [15]).

of the turbine blades used in hydroelectric power plants (see
fig. 10). The diagrams of the setup with and without feedback
between the chambers of the cylinder were already shown in
Chapter 2. Table 2 presented the key components of the test
bench.

Figure 10: Test bench.

Results for a sinusoidal trajectory with amplitude of 8 mm
at a frequency of 0.05 Hz and step inputs of 16 mm and 8
mm will be presented. These trajectories are used in the po-
sition control of turbine blades. A dSPACE system was used
for data acquisition and control, working together with Sim-
ulink/Matlab and ControlDesk software. For the experiments,
an integration step of 1× 10−3 sec and PI controller gains
Kp=850 and Ki=40 were used. A period of 0.033 sec for the
PWM signal was used. The experiments were obtained with
a positive load around 5000 N.

First-order low pass digital filters were used, due to the con-
siderable electromagnetic noise in the position and pressure
signals. For the position signal a cut-off frequency of 50 Hz
was used and for the pressure signals a 250 Hz were used. The
simulink model used in the experimental tests is presented in
Appendix A.

Table 2: Main components of test bench.

Component Maker Code Specification

Proportional
valve

Festo MPYE 5-1/8 5/3, 350 l/m.

Fast switch-
ing on/off
valve

Festo MHE3-
MS1H-3/2G-
QS-6

3/2, 200 l/m.

Pneumatics
cylinder

Dover CNGPS125D-
B160

Stroke=160
mm, Dia-
meter=125
mm

Hydraulic
cylinder

Parker 38.1CBB2HL
U29AC-0300

Stroke=300
mm, Dia-
meter=38.1
mm

Directional
hydraulic
valve

Rexroth 4WMM10 E
10/F

4/3

Pressure
transducers

HBM HDM P8AP 0 - 10 Bar

Position
transducer

Balluff BTL5-A11-
M0400-P-S
32

Stroke=400
mm

Figure 11 presents the comparison between the displacement
(fig 11(a)) and the error (fig. 11(b)) with and without an auxil-
iary valve for sinusoidal input. Both responses demonstrate a
good trajectory tracking, but both systems present small steps
over the sinusoidal trajectory. These small steps are mainly
caused by the static friction at the actuator and there are also
influences of the flow control valve.
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Figure 11: Sinusoidal trajectory tracking (a)) and tracking
error (b)).

Both trajectory tracking errors are between±0.9 mm. Both
trajectories, with and without auxiliary valve, did not present
significant deviation. The pressures in chambers A and B for
the system with and without an auxiliary valve are presented
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in fig. 12.
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Figure 12: Pressures pA and pB for sinusoidal trajectory.

The pressures into the cylinder chambers are relatively lower
in the system with an auxiliary valve. This occurs is because
when the system has feedback, the supply is closed and the
pressures have a slight decrease.

When the pneumatic positioning system is moving in the pos-
itive direction, the auxiliary valve is activated and the propor-
tional valve is closed, and thus there is not any consumption
of compressed air. Figure 13 shows the mass of compressed
air consumed by the system with and without an auxiliary
valve related to the sinusoidal input shown in fig. 11(a). In
this case, the compressed air saving is around 58 % for two
work cycles.
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Figure 13: Mass of compressed air consumed for sinusoidal
trajectory.

Figure 14 presents the comparison between the displacement
(fig. 14(a)) and the error (fig. 14(b)) with and without an
auxiliary valve for step inputs.

Both trajectories present position errors that are lower than
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Figure 14: Step responses (a)) and position errors (b)).

±0.25 mm for the steady state. This steady state behavior can
be seen in the fig. 15 that shows a zoom of the position error.
The experiment with and without an auxiliary valve did not
presented significant deviation. Figure 16 presents the signal
control sent to the valves with (fig. 16(a)) and without (fig.
16(b)) auxiliary valve for a steps trajectory.

0 2 4 6 8 10 12 14 16 18
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1
x 10

−3

Time [s]

E
rr

or
 [m

]

 

 

With auxiliary valve
Without auxiliary valve

Figure 15: Zoom of the position error.

One can observe the contribution of the auxiliary valve be-
cause at the instant that it is acting the proportional valve is
closed. This occurs because the load imposes the pressure dif-
ference enough to activate the auxiliary fast switching on/off
valve. At this moment there is no consumption of compressed
air and therefore there is compressed air saving.

Figure 17 shows a zoom of the switching of the on/off valve
signal. It can be observed that at the beginning the auxiliary
valve is “on" and then it begins to switch. This switch oc-
curs because the piston is decelerating and positioning itself
in steady state.

The pressures in the chamber A and B for the system with
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Figure 17: Zoom of the control signal sent valves.

and without an auxiliary valve are presented in fig. 18. The
pressure in the chambers A and B of the cylinder show similar
behaviors and are in the same range values. In the steady state
the tendency is to stabilize the pressures through of the supply
because the auxiliary valve is closed.

Figure 19 shows the mass of compressed air consumed by
system with and without auxiliary valve related to the steps
input shown in fig. 14(a). In this case, the compressed air
saving is around 46 % for two work cycles.

The feedback between the cylinder chambers helps to in-
crease the energetic efficiency. The equations used to calcu-
late the mass of the compressed air consumed were presented
in Section 3.

6 Conclusion

This paper presented a structure for a pneumatic positioning
systems for compressed air saving in systems which need to
move high loads. A comparison was made between the typ-
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Figure 19: Mass of compressed air consumed for steps input.

ical pneumatic positioning system and a system with an aux-
iliary fast switching valve in a feedback between the cylinder
chambers.

For both step and sinusoidal inputs there were low position
errors demonstrating that the fast switching on/off valves in a
feedback between the cylinder chambers can be a promising
solution. Experimental tests show it is possible to combine
fast switching on/off valves with proportional valves without
difficulties of control and performance losses. Their price can
be as low as 10 % when compared to proportional directional
valves.

The experimental results showed that with this type of config-
uration, up to 58 % of compressed air saving can be achieved
in comparison to a typical pneumatic positioning system.
This increases the energetic efficiency of studied pneumatic
positioning system.
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Nomenclature

Designation Denotation Unit

C Sonic condutance [m5/N.s]
e Error [m]
Fc Load force [N]
lc Smoothness width [V]
MP Mass of compressed air con-

sumed
[kg]

md Right slope of output
me Left slope of output
pA Pressure in chamber A [Pa]
pB Pressure in chamber B [Pa]
pB Supply pressure [Pa]
qm Mass flow rate [kg/s]
qmA Mass flow rate in line A [kg/s]
qmB Mass flow rate in line B [kg/s]
qmAT Mass flow rate in chamber A [kg/s]
qmBT Mass flow rate in chamber B [kg/s]
qmF Mass flow rate in feedback

between cylinder chambers
[kg/s]

U Signal control
Uczm Compensated output signal [V]
Ud Desired signal without dead

zone
[V]

Udc Duty cycle at auxiliary valve
Uzm Signal control with dead

zone
[V]

zmd Right dead zone value [V]
zme Left dead zone value [V]
α Tolerance of pressure differ-

ence
[Pa]

kP Proportional gain
kI Integral gain
∆P Pressure difference [Pa]
ρ0 Density at the STP1, [kg/m3]
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Abstract

The success of digital hydraulics is dependent on the ability to produce digital hydraulic
valves that can supply both high flows and high switching rates. This paper will elucidate the
control scheme of, and results obtained from, such a valve which has been developed at the
University of Bath. It will be shown that through the combination of iterative learning control
and state variable feedback control it is possible to accurately follow a 100Hz PWM signal
on a valve designed for high flow rates (65l/min at 10bar), making it well suited to use in a
Switched Reactance Hydraulic Transformer.

Keywords: Digital Hydraulics, Learning Control, System Identification, Complimentary fil-
ters.

1 Introduction

The field of digital hydraulics is seen as pivotal to the on-
going success and applicability of fluid power as a whole, as
it can offer significantly more efficient hydraulic circuit de-
signs in many applications. The realisation of these savings
is, however, currently limited by hardware and more specifi-
cally the fast switching valves required.

This reliance on high speed switching valves has resulted in
numerous papers on the subject, these take one of two routes.
The first is looking into using commercially available valves.
This approach was shown to be successful, though not ideal
in many cases, for example controlling a three camber cylin-
der [1], for use in a digital hydraulic transformer [2] and the
creation of a higher flow rate switching valve by modifying
existing 4/2 directional valves [3]. The second route is to de-
velop valves specifically for use in digital hydraulics. Many
novel designs have arisen to meet the contrary demands of
high flow and fast switching, these have included a bistable
hammer design [4], a small needle valve [5] and a rotating
valve [6]. There also exists a commercial solution [7]. All
of these valves all have different applications in mind and as
such have a range of switching frequencies, flow rates and
package sizes.

There is however, currently, no valve that combines the high
flow rate and switching speeds needed for us in a Switched
Reactance Hydraulic Transformer (SRHT). The Centre for
Power Transmission and Motion Control at the University of
Bath is currently developing such a valve. A SRHT works on
a similar premise to the buck converter in power electronics,
as can be seen in Figure 1, though frequently a buck con-
verter utilises a diode in the ground connection in place of the
switch.

Figure 1: Comparison between SRHT and buck converter

By switching between low pressure and high pressure sources
quickly it is possible to generate a range of different pressure
and flow rates without the need for throttling and the associ-
ated losses. In order for the SRHT to work the fast switching
valve must be able to track pulse width modulated (PWM)
signals of at least 100Hz [8]. A brief overview of the valve’s
design, simulation and modelling will be given below, before
describing the development of the control scheme used with
the valve. Finally experimental results showing the valve’s
ability to reproduce a 100Hz square wave will be presented.

2 Valve Design
In order to meet the high speed requirements of an SRHT,
whilst maintaining the high flow rate (65L/min at 10bar pres-
sure drop) needed to make the SRHT practical, a novel three
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stage design has been adopted. The primary stage is a Moog
high speed servo valve which is used to direct high pressure
flow (up to 200bar) into an equal area actuator. This is directly
attached to the main spool with its multiple grooves. These
multiple grooves have the advantage of exposing a large flow
area, 37.7mm2, for a small spool displacement, 0.1mm. It
is this high flow gain that makes the valve suited to digital
hydraulics, giving both a high frequency of switching and a
high flow rate. Due to the nature of the primary stage it is also
possible to operate the valve as a simple proportional control
valve if this proves more efficient in a specific circumstance.
To aid with the control of the valve an accelerometer and po-
sition sensor are also incorporated into the valve housing, the
former at the top and the latter the bottom of the valve as
shown in Figure 2 below.

Figure 2: CAD model of the fast switching linear valve

More detailed explanation of the valve’s design and construc-
tion can be found in a previous paper [9].

3 Experimental Set-up
In order to validate the valves design and control strategy the
test rig shown in Figure 3 was created. It uses two power
packs, one to supply flow to the main stage and the other to
supply high pressure flow to the pilot stage. Currently the
pressures and flow rates in the main stage are not being con-
trolled but instead are being used to provide lubrication, there-
fore the pressure difference between the two ports is currently
not in excess of 10bar and the high pressure not above 40bar.

Figure 3: Experimental Set-up

The data provided by the pressure transducers and flow me-
ters is currently used for monitoring purposes only, whilst the
Keyence EX-110 position sensor and Kistler 8730AE500 ac-
celerometer housed within the valve body are used for con-
trol. Both of these sensors are band limited with the position
sensor accurate between 0-400Hz and the accelerometer be-
tween 20-2kHz. It is desirable to have a larger bandwidth for
the position measurements to enable faster and more accurate
control. This is achieved by low pass filtering the position
data and then combining it with high pass filtered accelera-
tion data which has been integrated twice. The high and low
passed signals are simply added together, this can be done as
the two filter designs were made complementary [10]. Com-
plementary filters are filters whose sum in the frequency do-
main is unity at all points. The magnitude of the two filters is
shown in Figure 4.

Figure 4: Magnitude of complementary filters

Therefore at the point of crossover (100Hz in this case) the
signal is an equal combination of the two sources, at frequen-
cies below this point the position signal makes a greater con-
tribution. A similar technique can be used to improve the
bandwidth of the acceleration data and also to provide high
bandwidth and accurate velocity measurements. It is neces-
sary to differentiate the position data in both of these cases
which is achieved by increasing the order of the numerator in
the low pass filter.
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4 Simulation and Modelling
The first stage in the development of the spool position con-
trol system was to create a mathematical model of the valve
for use in simulation. Figure 5 shows a block diagram of the
model developed.

Figure 5: Block diagram of valve model

4.1 Model Validation

In order to validate the valve model an empirically tuned PID
controller was used to stabilise the valve and provide some
data for comparison purposes. A comparison between the
simulated and measured results can be seen in Figures 6 and
7.

Figure 6: Comparison of simulated and actual response un-
der PID control at 20Hz

Figure 7: Comparison of simulated and actual response un-
der PID control at 50Hz

The mismatch between the simulated and recorded response
is believed to be mainly the result of leakage between the
lower chamber of the second stage and the main stage. There-
fore system identification methods were used to estimate an
improved linear model of the valve, the step response of this
new model can be seen in Figure 8 along with the response of
the originally derived system.

Figure 8: Comparison of empirical and identified models step
response

5 State Variable Feedback Control
Whilst it is apparent that a classic PID controller could be
used with the valves there are two characteristics of the state-
space model that make the use of State Variable Feedback
(SVF) appealing. Firstly high bandwidth and accurate data
for the valves position, velocity and acceleration is available
courtesy of the complementary filter network outlined in sec-
tion 3, meaning that the system if fully observable. Secondly
it is possible to prove that the state space model is fully con-
trollable as the controllability matrix is of full rank [11]. This
combination of observability and controllability mean that it
is possible to move all the open-loop poles to any arbitrary
closed-loop location using SVF [12]. The block diagram of
the SVF system can be seen in Figure 9.

Figure 9: SVF system block diagram

Ackerman’s method [12] was used to set the three SVF gains
such that the closed loop system had poles at (s+250±4.33i)
and (s + 500). This produced very high feedback gains
which would cause stability issues in real time application.
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Therefore they were scaled down and then empirically tuned
slightly to allow for the non-linear nature of the leakage which
was not modelled. This produced the tracking results seen in
Figure 10 and 11.

Figure 10: Comparison of valves actual and simulated re-
sponse to SVF control at 20Hz

Figure 11: Comparison of valves actual and simulated re-
sponse to SVF control at 100Hz

There is a large discrepancy between the simulated and ob-
tained results. The lack of symmetry in the response of the
valve at 100Hz implies that the linear model is not able to
account for the non-linear leakage. As with the comparison
of the original model and experimental results the transient
appears to be reasonably well modelled, but overshoot and
beyond differ significantly. This is to be expected as it is dur-
ing this period that the leakage will be most prevalent. Figure
11 makes two things clear. Firstly that a non-linear model of
the valve is required and secondly that linear feedback control
is not likely to prove sufficient to obtain a suitable response at
100Hz.

6 Iterative Learning Control
An Iterative Learning Controller was therefore used as a feed-
forward controller. Iterative Learning Control (ILC) first
found widespread acceptance in 1984 with the publishing of a
seminal paper by Arimoto et al [13]. Since then it has become
one of the more popular forms of adaptive control due to its
inherent simplicity. Consider a linear time invariable (LTI),
single input single output (SISO) system.

yk = G(s)uk (1)
ek = yd − yk (2)

Where yd is the desired output, ILC works by modifying the
input from the last iteration by some function of the error.

uk+1 = uk +L(s)ek

= uk +L(s)(yd −G(s)uk)
yk+1 = yk +G(s)L(s)(yd − yk) (3)

Where L(s) is the learning function. The block diagram for a
simple ILC circuit is shown in Figure 12.

Figure 12: ILC Block Diagram

The success or failure of the controller is dependent only on
the design of L(s). It is apparent that the ideal learning func-
tion is a perfect inversion of the plant, as this would converge
to a perfect solution after one iteration:

L(s) = G(s)−1

∴ G(s)L(s) = 1
yk+1 = yk +G(s)L(s)(yd − yk)

= yk + yd − yk

= yd (4)

Effectively ILC works by passing the error from the current
iteration through an inverse model of the plant, then removing
this from the input signal of the current iteration. The result-
ing signal is then used as the input for the next iteration. This
means that if the inverse model were perfect then after a sin-
gle iteration it would provide perfect tracking. It is however
not possible to obtain a perfect inverse as no real plant is per-
fectly time invariant. It is also not possible to directly invert a
non-minimum phase model, or to invert most non-linear mod-
els. However if the inverse is sufficiently close to the ’perfect’
inverse it can be proved that the ILC will monotonically con-
verge to an ideal solution [14] [15].
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Classically the inverse model is derived by, either, modelling
or identifying the system and then inverting the result, which
can cause result in non-realisable or unstable inversions. Con-
sequently the inverse models require the addition of fast poles
or other modifications, reducing their accuracy. This also lim-
its the inverse model to being linear in general, as most non-
linear models cannot be inverted. In order to avoid this extra
step, and the extra inaccuracies it produces, it was proposed
that instead an inverse model should be identified. This was
achieved by using the high bandwidth position signal as the
input for identification purposes and the input to the SVF loop
as the output. This means that non-linear models can be used,
though only with a modification to the classic ILC system. To
ensure correctness it is necessary to pass the feedback signal
through the inverse model and then subtract from the inverted
desired signal to find the correction, rather than subtracting
then passing through the model. The modification to the clas-
sic ILC block diagram can be seen in Figure 13 below.

Figure 13: Block diagram for ILC with non-linear inverse
model

The data used to identify the inverse model was a sine sweep
between 10Hz and 200Hz. This was to ensure that there
would be sufficient data around the critical 100Hz area with-
out attempting to model higher order effects. The experimen-
tal data used can be seen below in Figure 14.

Figure 14: Valves response to a 0.1mm 10-200Hz sweep un-
der SVF control

In order to account for the non-symmetrical leakage in the
second stage of the valve a Hammerstein-Wiener model [16]

was identified. This models input and output non-linearities
and uses a linear model for the transient response, an example
can be seen in Figure 15.

Figure 15: Example Hammerstein-Wiener model

The input and output non-linearities were modelled as piece-
wise linear functions. With the input function acting as a sat-
uration block and the output block attempting to model the
non-symmetrical valve leakage. The frequency response of
the linear model can be seen in Figure 16.

Figure 16: Frequency response of linear inverse model

For validation purposes the model was run on the position sig-
nal from a 100Hz square wave experiment, Figure 17 shows
that the model was effective at recreating the input square
wave but with a pure time delay of 1ms. This delay can be
accounted for in the ILC scheme by reducing the amount of
delay on the corrective arm (before L(s)). Therefore this off-
set will not present under ILC.

Figure 17: Validation of Inverse Model
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This inverse model was then used in the non-linear ILC
scheme depicted in Figure 13. The convergence of the so-
lution can be seen in Figure 18. A single cycle taken post
convergence can also be seen in Figure 19. The input sig-
nal which generated this result is compared to the SVF input
signal in Figure 20.

Figure 18: Smoothed cycle error of non-linear ILC

Figure 19: Valve response to ILC at 100Hz

Figure 20: Comparison of input under ILC and SVF control

The solution takes around 300 cycles to converge, this is un-
acceptable for use in a SRHT, as the required response could
be changed every second or less. The inclusion of the ILC
dropped the rise time from 0.65ms to 0.58ms. This is a small
increase but the larger benefit can be seen in the difference of
response post rise. Comparing the input from the SVF and
ILC tests it can be seen that the ILC doesn’t drive the pilot
stage as hard as the SVF, meaning that it produces a smaller
overshoot. However the ILC has a faster rise time than the
SVF system. This is believed to be the result of not having to
move from a stationary position and thus not needing to over-
come the static friction in the valve. There is also a preemp-
tive downturn at 2ms that assists with reducing the overshoot.
The sharp oscillations in the ILC response should be noted
however.

The over long convergence time is the result of a low learn-
ing gain (only 1% of the calculated correction was applied
each cycle) that was required to ensure stability in the basic
ILC scheme. In order to allow for higher learning gains it
is neccessary to build a more robust correction arm that is
able to stop learning, once a sufficent response has been ob-
tained. This will stop it from continuing to increase the initial
transient once saturation has been reached. A low pass filter
could also be added to stop the model trying to correct high
frequency errors above the range of the valves response, such
as can be seen in the input signal above (Figure 20).

7 Conclusion
The field of digital hydraulics is set to be pivotal in the fu-
ture development of power transmission. It has the ability to
compete with the on going advance of electrical drives by sig-
nificantly improving the efficiency of hydraulic drives. Cur-
rently, however, the benefits of digital hydraulics have been
realised on paper more than in reality. A SRHT is now closer
to becoming a reality as it has been shown that it is possible
to switch a high flow rate digital hydraulic valve at the 100Hz
required to make the concept viable.

Such a frequency was achieved by using a combination of
SVF control and an ILC in the feed-forward path. Full state
control by using a series of complementary filters to com-
bine data from the position sensor and accelerometer to give
high bandwidth position, velocity and acceleration measure-
ments. SVF was sufficient to follow a 20Hz square wave
but suffered from significant undershoot. Therefore it was
determined to use a feedforward controller to compliment
the SVF. An inverse model ILC was used, with this inverse
model being identified from empirical data using a non-linear
Hammerstein-Wiener framework. This required a slight mod-
ification to the standard ILC circuit but proved effective up to
100Hz.

Since these results were recorded the next design iteration
of the valve has been developed to solve the non-symmetric
leakage in the second stage. The Hammerstein-Wiener in-
verse model has also been exchanged for an auto-regressive
neural network. This allows for a recursive inverse model
that is able to adjust to a wide range of frequencies and pulse
widths. Both of these changes are yet to be tested experi-
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mentally but it is believed that they will improve the dynamic
response further.
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Abbreviations

Abbreviations Definition

SRHT Switched Reactance Hydraulic Trans-
former

PWM Pulse Width Modulation
PID Proportional Differential & Integral
SVF State Variable Feedback
SISO Single Input Single Output
LTI Linear Time Invariable
ILC Iterative Learning Control
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Abstract

Digital hydraulics is an ongoing trend that offers many interesting advantages and possibil-
ities. Digital refers to that the system output is discrete, e.g. using an on/off valve with
only discrete values or a finite amount of flow steps available. The advantages mentioned
when compared to analogue systems are better performance, robust and fault tolerant, and
amplitude independent bandwidth. On the other side noise and pressure pulsations must be
handled, the physical size can be a problem, and the system requires complicated control.
When considering control of linear motion, there are mainly two branches, controlling the
flow with several parallel connected on/off valves, which generates discrete output flow val-
ues, or switching valves, which in theory can generate any mean output flow. The latter only
requires one valve for each flow path but the demand for fast valves is very high, while the
former requires many valves but avoids high frequent switching. With the introduction of a
multi-chamber cylinder, secondary control is now also possible for linear motion. This paper
is a first step in the investigation of the system applied to an excavator arm. The cylinder has
four chambers, each with different area. Three pressure lines are used and a valve-pack of 27
on/off valves. The valve-pack connects the three pressure lines with each chamber generating
81 available force steps. The scope has been to start out with relative simple control of the ve-
locity of the cylinder. To handle unnecessary switching of valves, different penalty strategies
were tested. The results are promising where relatively smooth control could be achieved at
the same time challenges with the system were identified. Next step is to investigate the force
transients due to different capacitance in all four chambers as well as mode control for better
accuracy. Energy potential compared to original system remains to investigate as well.

Keywords: Digital hydraulics, secondary control, excavator, on/off-valves

1 Introduction

Digital hydraulics is a promising technology for flow con-
trol. It has gained extensive research efforts over the latest
years. Digital refers to the output of the system being dis-
crete. For valve flow control there are two main branches, one
is the use of several parallel configured on/off valves replac-
ing each and one of the control edges in an conventional pro-
portional valve. The other strategy makes use of a modulating
technology. Both technologies are based on on/off valves but
the latter only requires one valve for each control edge, [1].
However, there is a demand for very fast and durable valves.
These are challenges that need to be handled as well as par-
asitic losses due to large capacitances of the hydraulic sys-
tem and pressure peaks. The former technique avoids fast
continuous switching of valves but the physical size of the
unit becomes large due to the many valves involved, [2]. In
this case each Digital Flow Control Unit (DFCU) generates a
discrete flow output. The benefits are a robust and possible
fault tolerant solution, amplitude independent opening, and

flexibility. The flexibility of the system allows for different
control modes and when compared to traditional load sens-
ing system, high energy savings are reported, [3]. However,
the solution should also be compared to other solutions with
distributed valves, like in [4]. The main challenges with paral-
lel configured valves are; system size and cost, complex con-
trol strategies and noise and pressure pulsations. The pressure
pulsations are due to the uncertainty in valve timings and is
dependent on the coding of the DFCU [5]. The performance
of the system is dependent on the characteristics of the on/off
valves, among others. In many cases commercial valves are
not sufficient and research has been focused on development
of high performance valves, [6]. The need for fast valves and
advanced controllers is shown in [7] and [8], where a digi-
tal hydraulic system is compared to a servo valve system for
different applications.

With the development of a multi-chamber cylinder, [9], sec-
ondary control is now possible for linear actuator control.
Secondary control has previously been restricted to displace-

505

mailto:alessandro.dellamico@liu.se; magnus.sethson@liu.se


ment machines only. The technique has a high potential of
being a very energy efficient system [10], since no valve throt-
tling takes place. The system uses a constant pressure supply
line and if an accumulator is connected to the system, energy
can be recovered during retardation of the load. Several sec-
ondary control units can be added to the same supply thereby
simplifying the piping. A secondary controlled swing drive
of an excavator was investigated in [11] and showed upon a
possible 60 % energy consumption reduction. The challenge
with secondary control is however the need for advanced con-
trollers, [12]. For linear motion a multi-chamber cylinder is
used together with constant pressure supply lines. A valve-
pack with on/off valves combines the supply lines with the
different chambers. In this way the cylinder delivers discrete
force steps. In [13] a four chamber cylinder is investigated
with two pressure lines for position control. That system has
16 possible force levels to control the movement of a load.
A PI-controller is used together with a switch strategy that
minimizes unnecessary switching. The results showed a good
controllability of high inertia loads and a reduction of 60 % in
energy consumption compared to a traditional LS system for
the same application.

The scope of this paper is to investigate a four chamber cylin-
der with three pressure lines, generating 81 force levels, ap-
plied to an excavator arm. This is a first attempt in trying
to understand the system characteristics of digital hydraulics,
studying the advantages and the challenges. At first only the
boom of the arm is installed and a simple control structure for
velocity control is tested.

2 System setup
A test system has been formed to provide a realistic environ-
ment for laboratory tests. In the beginning, only the inner arm
is installed. It is going to be extended with the complete ex-
cavator arm. With two arms later installed, the system can
also be tested for over-centre loads as well as energy recovery
from two actuators.

An overview of the system is seen in fig. 1. The main com-
ponents of the system is the excavator arm, the hydraulic sup-
ply system with its three pressure lines, the 27-valves block,
and the multi-chamber cylinder. The cylinder is controlling
the motion of the the boom of the excavator arm. The sup-
ply system is at this point rather simple with focus only on
functionality. Three pressures are used, 200, 110, and 20
bars. The highest pressure is set by a pressure relief valve
(Bosch Rexroth DBDS10K1X/315) and the pump running at
constant speed. The medium and low pressure are in turn set
by two pressure reducing valves (Bosch Rexroth DR20G5-
4X/200YM and DR20G5-4X/100YM). Two relief valves are
also installed for security at medium and low pressure line
(Bosch Rexroth DBDS10G1X/200 and DBDS10G1X/100).
The actual pressures in the three lines are of course affected
by the characteristics of the relief and reducing valves. Three
accumulators of 4 litres each are installed at the three pres-
sure lines. They are not sufficiently large for energy recovery
operation but will smoothen out the supply pressures.

The valve-pack consists of 27 on/off valves with 50 ms rated
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Figure 1: System overview.

response time. The valve-pack connects the pressure lines to
each chamber of the cylinder. The connection between each
pressure line and each chamber is done by several parallel
configured valves. The largest chamber has four valves in par-
allel for each pressure line and smallest has only one valve for
each pressure line. The other two chambers have two valve
each for each pressure line. To use several parallel connected
valves for the chambers is beneficial in several ways. The
flow demand for a given velocity of the piston is different for
each chamber. To decrease the pressure drop a larger effec-
tive area is achieved by several valves. Another advantage is
the possibility to control the pressure build up in a more ef-
fective way. The pressure build up is dependent on the flow
in or out of the chamber and the capacitance of the chamber.
A more robust solution is also achieved with several valves.
If one valve breaks the arm can still be operated, at least for
the three larger cylinder areas.

The cylinder consists of four chambers with different areas
with relative relation 27:9:3:1. Two chamber extends the
cylinder and two chambers retracts it. By combining the three
pressures in the four chambers of the cylinder 34 = 81 force
steps can be applied by the cylinder. An overview of the cylin-
der is seen in fig. 2. Figure 3 shows the available force dis-
tribution. The maximum available force is 129.9 kN and the
maximum retraction force is 2.1 kN. Since only one arm is in
place at the moment an axle is installed at the tip of the boom.
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In this way the boom can be loaded with up to 400 kg.

A

B

C

D

Figure 2: An overview of the multi-chamber cylinder.

Figure 3: Available force spectrum for HP = 200 bar, MP =
110 bar, and LP = 20 bar.

The valve-pack is controlled by an prototype Exertus HCM-
series unit which communicates with the industrial computer
MPL PIP8 via a CAN bus. The controller software is devel-
oped in Matlab/Simulink and downloaded to the industrial PC
through xPC Target. The valve control unit also provides ana-
logue input channels for sensor data. Sensors used are pres-
sure sensors for the three pressure lines and each chamber of
the cylinder. In this way the pressure drop over the valve-pack
can be measured. The position of the piston is measured with
a potentiometer multi-turn wire sensor. The derivative of the
position signal is filtered with a second order low pass filter
to get the velocity of the piston.

Future work of the test rig involves the installation of the outer
arm as well. This will further extend the possibilities of the
elaborative studies of the system characteristics. The multi-
chamber cylinder for the outer arm will use the same three
pressure lines as the installed boom cylinder. The amount
of hoses is reduced compared to a traditional system. Also,
energy can be recovered from both actuators. The future test
rig is shown i fig. 4.

Figure 4: Future test rig of the crane.

3 Control structure
A traditional hydraulic system gives the operator a way to
control the velocity of the piston. The system studied is sec-
ondary controlled and is therefore force controlled. Some
kind of external controller is therefore required in order to
control the velocity. In order to investigate the system and its
behaviour a simple control approach has first been tested. The
actual force applied by the cylinder is calculated as:

F = pAAA− pBAB + pCAC− pDAD (1)

3.1 Control Strategy A

The controller is a PI-controller that compares a reference ve-
locity of the piston with the actual velocity. The output from
the controller is the required force to follow the reference.
Since the system is digital and therefore discrete, only a fi-
nite amount of force steps are available and the closest avail-
able force compared to the reference force needs to be chosen.
This is done by comparing the reference force with each avail-
able force and the combination that gives the smallest error is
chosen according to 2.

u = min
(∣∣Fre f − F̂(ui)

∣∣) i = 1 : 81 (2)

The actual available force steps depends on the pressure in the
three supply lines. As they will fluctuate during movement of
the crane, the supply pressures are measured and the force
distribution updated each time step. The control structure is
seen in fig. 5. The measured supply pressures are quantized
to avoid influences from measurement noise.
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Figure 5: Controller structure.

Due to the discrete nature of the system, unnecessary switch-
ing between different force states might occur. To avoid this
a penalty for switching can be introduced. The controller is
only allowed to change force state if changing state has big
enough effect. The penalty is added to every force level ex-
cept the previous one. This is according to [13]. The selection
of combination can now be updated as follows.

u = min
(∣∣Fre f − F̂(ui)

∣∣+P j
)

i = 1 : 81 (3)

j =
{

1 if ui 6= uprevious
0 if ui = uprevious

where P is the penalty and is a tuning variable together with
the PI-controller gains. u and uold are the new and old control
combination respectively.

3.2 Control Strategy B

The other strategy also tested uses a score-based system to
avoid frequent switching of high amplitude pressure changes.
High amplitude changes will have biggest effect on the
smoothness, especially if it occur on all chambers at the same
time. A high amplitude change is rated high in score and a
low amplitude change rated low. For each change in force
step a total score can be calculated as the sum of the scores
from all chambers. If the total score is high a penalty is added
to the previous force step in order avoid changing back to it.
Again, this mimics eq. 3.

4 Experimental setup
Several tests are conducted in order to evaluate the system’s
ability to be controlled by a velocity reference. For all tests
the input signal is a pulse train with an amplitude of 3cm/s.
The tests are carried out in both directions of the cylinder.
Before changing direction the arm is set to stand still for 2
seconds. The input reference signal is somewhat smoothen
by limiting the maximum allowed acceleration and jerk. For
each control structure two load cases are tested, 200 kg and
400 kg. All controller parameters are tuned experimentally
and a penalty of 2000 N is used.

5 Results
Figure 6 and fig. 9 show the results of the test with 200kg and
400kg respectively. For the 200kg weight only the B and D
chambers switch pressure. They are small which results in a
quiet smooth movement. For the heavier weight all chambers
changes pressure. This occurs frequently during acceleration.

Since also the larger chambers changes pressure the move-
ment is less smooth. Figure 7 shows the result of the test
with 200kg and penalty function A. Frequent switching is no
longer taking place but accuracy has become worse which af-
fected the smoothness. Figure 10 shows the same run with
400kg. Here it is even more obvious that the frequent switch-
ing no longer takes place. The movement is smoother due to
the larger inertia but since no functionality is implemented to
handle zero velocity input, the resolution is not high enough
to find force equilibrium for those cases. Figure 8 shows the
test with strategy B. No difficult pressure changes occur and
the result is similar as in the case with no penalty function
implemented. The effect of strategy B is seen in fig. 11,
where frequent switching of all chambers at the same time
is avoided.

Figure 6: 200 kg with no penalty.
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Figure 7: 200 kg with penalty strategy A.

Figure 8: 200 kg with penalty stategy B.

Figure 9: 400 kg with no penalty.

Figure 10: 400 kg with penalty strategy A.
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Figure 11: 400 kg with penalty strategy B.

6 Discussion and future work
The results from the tests are promising. They show that with
simple control a relatively smooth operation of the arm is pos-
sible. Due to the nature of the system frequent switching be-
tween force steps can occur and must be handled in some way.
The different strategies tested showed that there is a compro-
mise between accuracy, smoothness of the arm and frequent
switching. Another factor is the energy efficiency. This has
not been studied in this work but it was shown in [13] that the
biggest losses are the compressibility losses and this should
be considered as well when selecting switching strategy. Next
step is to add the outer part of the excavator arm and study the
energy consumption compared to the original system to get an
idea of the energy saving potential. Another thing to be stud-
ied is the effect of different pressure rates in the chambers due
to different capacitances. This could lead to force transients
that counteracts the movement of the arm. Noise is another
concern that should be studied and is related to the pressure
build up in the chambers and frequent switching.

7 Conclusions
A test rig of an excavator arm actuated by a secondary con-
trolled multi-chamber cylinder has been built and tested. At
this first stage only the boom is installed and simple control
strategy is implemented and evaluated. For a lighter load the
big chamber do not switch anything and the effect of switch-
ing in the smaller chambers is negligible on the smoothness.
For the heavier weight all chambers switches pressure more

frequent which affected the smoothness of the arm. Two dif-
ferent strategies were tested to avoid this behaviour, both af-
fecting the switching of the valves. By adjusting the con-
trol and switching strategies it is potentially possible to adjust
operation conditions, controller trajectory performance and
noise generation.
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Abstract 
Digital hydraulic power management system (DHPMS) is a solution based on the digital pump-
motor technology but has multiple outlets. The outlets are independent of each other and several 
system pressure levels are allowed. The DHPMS is also capable of transferring energy between 
the outlets. Is this study, the hydraulic energy recovery is analyzed by simulations of a small 
excavator crane. One outlet of a 6-piston DHPMS is directly connected to a single-acting lift 
cylinder while a high pressure accumulator is attached to the other outlet. The results show that 
the energy can be recovered to the accumulator when the load is lowered. In addition, the peak 
power of the prime mover reduces significantly when the accumulator energy is utilized. 

Keywords: Digital hydraulic power management system, displacement control, energy 
recovery

1 Introduction 

1.1 Energy efficiency in hydraulics 

Despite a good efficiency of hydraulic components the 
overall efficiency of hydraulic systems has been generally 
very low. Load sensing hydraulics, which is widely used in 
mobile applications, can have the total efficiency as low as 4 
% [1]. Due to environmental issues and the tightening 
legislation, more energy efficient hydraulic systems have 
been studied increasingly. 

Inderelst et al. [2] compared a conventional LS-system to 
five alternative system layouts introduced for excavator 
work hydraulics. Their simulations showed that most energy 
was saved in the system where the actuators were controlled 
by variable displacement pumps. Significant reduction in 
energy consumption was also achieved when the actuators 
were controlled by using hydraulic transformers connected 
to a constant pressure rail also. 

Huova et al. [3] have used a digital hydraulic valve system 
(DVS) in a wheel loader instead of a traditional LS-system 
and successfully reduced the energy losses. Potential for a 
33-63 % reduction in losses in multi-actuator systems was 
shown by simulations. In addition, it was shown in [4] that 
the energy efficiency of the DVS can be further improved 
by  utilizing  a  pressurized  tank  line.  All  in  all,  the  trend  is  
clear in modern-day hydraulic research, i.e. to minimize 
losses while investigating methods for energy recuperation 
[5], [6], [7] and [8]. 

1.2 Displacement controlled hydraulic systems 

Displacement controlled hydraulic systems are potential 
solution for more energy-efficient mobile machinery; 

energy-wasting throttling of the flow can be discarded when 
actuators are controlled directly using variable displacement 
pumps and motors. Pump displacement control was 
compared to traditional LS-valve control by Williamson et 
al. [9]. They constructed dynamic models for both systems 
and simulated a trench-digging cycle for a mini-excavator. 
Compared to the traditional system 39 % less energy was 
consumed when the displacement-controlled excavator was 
used. In their study, the energy savings were achieved solely 
through the elimination of flow throttling losses because 
power recovery was not considered. 

Zimmerman and Ivantysynova [10] have developed the 
displacement control of multi-actuator systems even further. 
They presented two hybrid hydraulic architectures (parallel 
hybrid and series-parallel hybrid), which allowed energy to 
be stored in hydraulic accumulators. Furthermore, the 
approach enabled the engine load to be controlled actively. 
Their simulations showed that the rated engine power could 
be reduced to 50 % when the hybrid systems were used, 
compared to the rated engine power of the non-hybrid 
system. They also stated that a parallel hybrid system would 
reduce the fuel consumption of the non-hybrid displacement 
controlled system by 18.5 % and the series-parallel hybrid 
by a corresponding 20.3%. 

1.3 Digital hydraulic power management system 

Digital hydraulic power management system (DHPMS) is 
one solution towards more energy efficient hydraulic 
systems [11]. The DHPMS can be considered as a digital 
pump-motor but in addition, independently controlled 
outlets enable highly efficient power transfer [12]. There are 
several applications where the technique can be adapted to 
and a couple is studied in [13], [14] and [15].  
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Figure 1. Schematic of 3-piston DHPMS with two outlets 

Figure 1 shows a schematic of a 3-piston DHPMS with two 
independent outlets. Every piston can be connected to each 
outlet or to the tank via actively controlled on/off valves. 
The decision for each piston can be made twice in a 
revolution of the crankshaft; once for the suctions phase and 
once for the pumping phase. Active valve control also 
enables optimal pre-compression and pressure release 
functions; valve timing can be adjusted such that the 
pressure losses are minimized [12].  

Figure 2 shows all periodic pumping and suction cycles of a 
piston in the case of two independent outlets. Arrows in the 
drawings stand for flows. Drawings on the first row describe 
idling when the mean power required from the prime mover 
is zero (ideal case). However, cases (a2) and (a3) are usually 
avoided. Drawings (b1) and (b2) shows a normal pumping 
cycle; fluid is sucked from the tank and pumped to either 
outlet. Drawings (c1) and (c2) are the motoring cycles 
respectively. Last two drawings depict the power transfer 
between the outlets i.e. the fluid is received from one outlet 
and pumped to another. Of course, it is possible to shift from 
whichever cycle to any other cycle and, because the pistons 
are independent of each other the DHPMS can function also 
as  a  transformer.  It  was  first  shown  in  [11]  that  the  prime  
mover power reduces significantly when an accumulator is 
used as energy source/sink in one outlet of the DHPMS. 

 
Figure 2. Possible fluid flows in DHPMS 

2 Simulated system 

2.1 Hydraulics and mechanics 

Figure 3 shows a schematic and CAD-drawing of the 
studied system. The DHPMS is driven by an electric motor 
with rotational speed of 750 rpm. A flywheel is attached to 
the DHPMS axis to smooth the motor torque. The outlet B 
of the DHPMS is connected to the cylinder B-chamber 
while the A-chamber is connected to a pressurized tank. A 
static volume with port orifice in the actuator line is used as 
a damping element. A 4-liter accumulator attached to the 
DHPMS outlet A is used as energy storage. The tilt cylinder 
is hydraulically locked close to its minimum length whereas 
the bucket cylinder and the mechanics have been ignored in 
the model.  

System model is created using MATLAB/Simulink and 
SimMechanics and the principle of the modeling procedure 
is similar that presented in [13] and [14]. Induction motor is 
modeled as a torque source and angular acceleration is 
calculated considering the moment of inertia of the 
flywheel. Angular velocity and angle of the motor shaft are 
the first and the second integrals of the angular acceleration 
respectively. 

Chambers of the DHPMS are modeled as volumes which 
chance according to sinusoidal motion of the crankshaft. 
Every chamber can be connected to a tank line or either one 
of the outlets via on/off control valves. The valves (Qn = 23 
l/min @ pn = 0.5 MPa) are modeled using a square root 
equation of flow and linear spool movement is assumed 
after the command delay. Ideal model of the DHPMS is 
used in the study i.e. neither leakages nor torque losses are 
considered. 

Supply line B is modeled as a volume and is connected to a 
cylinder B-chamber via port orifice (Qn = 100 l/min @ pn 
= 0.5 MPa). Port orifice of the A-chamber connects the 
cylinder to a pressurized tank which is modeled as a 
constant  pressure  source.  Outlet  A  of  the  DHPMS  is  
connected to an accumulator model through a volume and 
orifice (Qn = 100 l/min @ pn = 0.5 MPa). Accumulator is 
modeled based on an adiabatic change of state by using 
equations 

p0V0  = p1V1  = p2V2     (1) 

Where p0 is the gas pre-charge pressure, p1 the gas initial 
pressure, p2 the instantaneous gas pressure and V0, V1 and V2 
the corresponding gas volumes. Adiabatic exponent is a 
constant  = 1.4. 

Model of the crane consists of five bodies: base, two-part lift 
boom, tilt boom and load mass. Parts of the lift boom are 
joined together using a weld while the base and the tilt boom 
are connected to the lift boom parts through revolute joints. 
Finally, ball-shaped load mass is welded to the tip of the tilt 
boom.  The  booms  are  modeled  as  slender  rods  when  
calculating the moment of inertia tensors. 
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Figure 3. Schematic and CAD-drawing of studied system  

2.2 Control logic 

2.2.1 Fluid volume control 

Fluid volume control in a direct connection approach is 
based on stroke-to-stroke control of the DHPMS and is 
explained in detail in [14]. The piston velocity reference is 
converted into the fluid volume target and the controller 
minimizes the error by pumping to or sucking from the 
actuator line. Of course, the DHPMS can also be left to idle. 

 
Figure 4. Block diagram of fluid volume control 

Figure 4 shows a block diagram of the cylinder mode 
selection logic. First, the fluid volume reference is 
calculated from the velocity reference when a piston area is 

a known parameter. Error in the cylinder fluid volume is 
further calculated by subtracting the estimated fluid volume 
from the target value. In this study, the total fluid volume 
produced by the DHPMS is estimated without utilizing 
pressure feedback. The piston displacement used by the 
volume controller is manually adjusted such that positioning 
accuracy is good enough. 

The optimal mode is selected such that the fluid volume 
error minimizes. There are three mode options for cylinder 
volume control at every mode selection instant: pumping, 
suction or idling. Hence, the cylinder volume control is 
always prioritized over accumulator energy control.  

2.2.2 Accumulator energy control  

Accumulator  energy  control  logic  is  shown  in  Figure  5.  
First, hydraulic total energy in a cylinder outlet is estimated 
according to a mode outputted from the volume controller. 
The energy is calculated as a product of theoretical DHPMS 
piston displacement and measured cylinder pressure. 
Hydraulic total energy of the DHPMS is further calculated 
by adding accumulator energy which is estimated similarly 
that of the cylinder. 

At every mode selection instant, the optimal mode for 
accumulator energy control is determined to minimize 
consumed  hydraulic  energy  in  the  outlets  of  the  DHPMS.  
However, the mode for accumulator control is always 
selected after the selection of cylinder mode thus the optimal 
mode cannot be realized every time. Idle-mode is selected 
for the accumulator whenever the mode of volume control 
and the optimal accumulator mode conflicts. 

 

Figure 5. Mode selection logic of accumulator control 

Logic for charging the accumulator and controlling the 
pressure is separate from the energy control. The logic can 
be realized by using three parameters for the accumulator: 
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target pressure, minimum pressure and maximum pressure. 
The accumulator is charged if the pressure is below the 
target and the actuator does not require power. However, the 
optimal target pressure is not studied here. The pressure 
limits instead are set to prevent too high or low pressure in 
the accumulator.  

3 Simulation results 

3.1 Charging of accumulator 

Figure 6 shows power consumption and require energy 
when the accumulator is charged from 15 to 21 MPa as 
shown  in  graph  (a).  It  can  be  seen  that  the  peak  power  
during  charging  is  over  6  kW  when  the  maximum  flow  
capacity of the DHPMS is used (blue solid line in graph (b) 
of Figure 6). The peak power halves when every other 
piston of the DHPMS is used (red dash line in graph (b) of 
Figure 6). On the other hand, the charging time doubles 
respectively. When only one piston in revolution is used for 
charging the accumulator, the mean power decreases 
significantly but the peak power is still over 2.5 kW at 
maximum (black dot-and-dash line in graph (b) of Figure 6). 
In this case, 6 MPa increase in accumulator pressure takes 
over seven seconds. Required input energy is independent of 
the charging rate in the studied accumulator model as can be 
seen in graph (c) of Figure 6. 

 

Figure 6. Power consumption during accumulator charging 

3.2 Energy recovery potential of the system 

3.2.1 Reference simulation 

First, a test trajectory used in the study is simulated without 
utilizing accumulator energy. Load mass of 400 kg has been 
added to a tip of the tilt boom and open-loop fluid volume 
control is used to drive the lift boom cylinder. Retracting 

movement of 0.2 m is performed to lift the boom upward 
and after that extending movement is done such that the 
original position is achieved.  

 

Figure 7. Test trajectory and tracking accuracy 

Position tracking is good as shown in graph (a) of Figure 7. 
However, the effect of large inertial load can be seen during 
the movement especially in piston velocity (graph (b) of 
Figure 7). Building up the pressure causes a delay in the 
beginning of the movement and after that the piston 
accelerates rapidly to its maximum speed. Natural damping 
of the displacement controlled system is quite low despite of 
the attached damping elements. Graph (c) of Figure 7 shows 
rotational speed of the induction motor. Rotational speed 
decreases when the DHPMS requires torque and increases 
when the DHPMS is motoring i.e. the electric motor 
functions as a generator. 

Graph (a) of Figure 8 shows the lift cylinder pressure and 
accumulator pressure during the simulated trajectory. 
Pressure in the chamber B varies between 15.2 and 20.5 
MPa  when  the  load  mass  is  400  kg.  The  highest  and  the  
lowest pressure occur at the beginning of the movements 
when the inertial load is accelerated. Output power of the 
system is calculated as a product of generated cylinder force 
and piston velocity. The power is about 4.5 kW at maximum 
when lifting the boom and -4.2 kW at minimum during 
lowering as shown in graph (b) of Figure 8 (red dash line). 
A  blue  solid  line  in  the  graph  (b)  of  Figure  8  is  an  input  
power of the system which is calculated as a product of the 
motor torque and angular velocity. Required peak power of 
the electric motor is close to 5.5 kW and the minimum about 
-5.0 kW correspondingly.  

Graph (c) of Figure 8 shows input and output energies 
during the test trajectory (blue solid line and red dash line). 
The energies are integrals of the presented input and output 
powers. It can be seen from the curves that the system can 

516



recover the energy. The losses are produced solely in on/off 
control valves of the DHPMS because the torque losses are 
not considered in the model. However, if the negative input 
power cannot be utilized by the prime mover the losses are 
about 7 kJ which is described by the black dot-and-dash line 
in graph (c) of Figure 8 (saturated input energy). 

 

Figure 8. System characteristics without accumulator 

3.2.2 Hydraulic energy recovery 

Figure  9  shows  a  simulation  where  the  hydraulic  energy  
recovery is enabled and the load mass is 400 kg. The 
trajectory used is the same that the one in the reference 
simulation. Initial pressure of the accumulator is 20 MPa as 
shown  in  graph  (a)  of  Figure  9  (red  dash  line).  First,  the  
accumulator energy is utilized in lifting the boom and the 
pressure decreases. On the contrary, the energy is stored in 
the accumulator when the load is lowered and the pressure 
rises. Cylinder pressure (blue solid line in graph (a) of 
Figure 9) is similar than in the reference simulation because 
the fluid volume control is separate from the accumulator 
energy control. 

Output power shown in graph (b) of Figure 9 is identical to 
the one in the reference simulation but the peak power 
required from the induction motor, however, is significantly 
smaller when accumulator energy is utilized. It can be seen 
that when the pressures are close in, the input power is 
smooth and near zero because the ratio of pumping and 
motoring cycles equals one. Peaks in the power curve are 
caused by uneven pumping and motoring cycles due to 
divergent pressures in the outlets of the DHPMS. In this 
case, the accumulator energy controller chooses the ratio of 
pumping and motoring cycles such that the mean power of 
the electric motor is zero which means that the DHPMS 
functions as a transformer. 

 
Figure 9. Test cycle with load mass of 400 kg 

Graph (c) of Figure 9 shows that the difference between 
consumed input energy (blue solid line) and its saturated 
value (black dot-and-dash line) is about 0.5 kJ at the end of 
the simulation which means that hydraulic energy recovery 
possesses good efficiency. It can be seen that the final value 
of the input energy is somewhat smaller than the one in the 
reference simulation. Hence, slightly more energy has been 
taken from the accumulator during lifting than the energy is 
stored in while motion in the opposite direction. In this 
paper, however, the object is not to study total losses of the 
system but the functionality of hydraulic energy recovery. 

 
Figure 10. Test cycle with load mass of 200 kg 
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Figure 10 shows the result of a simulation with the load 
mass of 200 kg. Pressure level of the cylinder is about 11 
MPa (blue solid line) and initial pressure of the accumulator 
20 MPa as shown in graph (a) of Figure 10. Compared to the 
previous case, the change in accumulator energy is smaller 
during the trajectory due to larger difference between the 
cylinder pressure and accumulator pressure. In this case, 
uneven pumping and motoring cycles cause significant 
ripple in the input power curve, although the mean value is 
close to zero. Output power instead is between -2.6 and 2.6 
kW in this case. 

Graph (c) of Figure 10 shows lower efficiency of the 
hydraulic energy recovery compared to the previous case. 
Saturated input energy is now about 2.0 kJ (black dot-and-
dash  line)  at  the  end of  the  trajectory  and is  1.1  kJ  greater  
than the total energy of the electric motor (blue solid line). 
With a load mass of 200 kg, lifting requires about 4 kJ while 
lowering returns the same amount of energy (red dash line). 

3.2.3 Improving efficiency of energy recovery 

Simulation examples in the previous chapter show that the 
hydraulic energy recovery can be realized using the 
DHPMS. However, peaks in the input power are quite high 
during uneven pumping and motoring cycles. The reason is 
a large displacement volume of the pistons; hence the 
performance can be further improved by diminishing the 
displacement of the DHPMS. 

 
Figure 11. Test cycle with load mass of 400 kg 

Figures 11 and 12 show simulations where the piston 
displacement is a quarter of the original one but the 
rotational speed of the DHPMS is 3000 rpm. Figure 11 
shows  the  pressures,  powers  and  energies  when  the  load  
mass is 400 kg. It can be seen in graph (a) that the ripple in 
the cylinder pressure has diminished significantly. Pressure 
curve of the accumulator has not changed compared to the 
simulation in the previous chapter. Instead, the difference 

can be clearly seen in power (blue solid line); the peak 
power of the electric motor is about one-fourth of the 
original one. Difference between the end value of input 
energy (blue solid line) and saturated energy (black dot-and-
dash line) is only 0.3 kJ as shown in graph (c) of Figure 11 
which means better efficiency of hydraulic energy recovery. 

 
Figure 12. Test cycle with load mass of 200 kg 

The effect of smaller displacement volume can be seen even 
better in Figure 12 which shows a simulation with a load 
mass of 200 kg. Graph (a) shows smoother cylinder pressure 
curve and graph (b) diminished ripple in the input power. 
Efficiency of the hydraulic energy recovery increases 
considerably compared to the original case. Here, the 
difference between the total input energy (blue solid line) 
and saturated energy (black dot-and-dash line) is no more 
than 0.3 kJ as shown in graph (c) of Figure 12. 

4 Conclusions and further research 

4.1 Recovering energy 

In this study, hydraulic energy recovery using a digital 
hydraulic power management system and high pressure 
accumulator was tested by simulations. An excavator crane 
was controlled using a single acting cylinder connected to 
one outlet of the DHPMS, and the accumulator attached to 
another outlet was used as energy source/sink. The principle 
of accumulator energy control was to minimize hydraulic 
power consumption of the system.  

The results show that the hydraulic energy recovery is 
possible in the displacement controlled digital hydraulic 
system. Potential energy of the load mass can be efficiently 
stored into the accumulator during the lowering movement. 
Noteworthy is that the DHPMS can handle different ratios 
of pressure levels thanks to the transformer function. Hence, 
the mean of the input power stays close to zero regardless of 
the load mass in the tested cases.  
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4.2 Prime mover downsizing 

Instantaneous power required from the prime mover also 
reduces significantly when the accumulator energy is 
utilized. Simulations show that the size of the piston 
displacement has a great effect on the peak power. The 
system without the hydraulic energy recovery had input 
power of 5.5 kW at maximum in the studied trajectory with 
a load mass of 400 kg. When the accumulator was used the 
corresponding power was 2.4 kW or 0.9 kW depending on 
the piston displacement. According to the simulations, the 
highest power is needed when the accumulator is charged to 
the high pressure; however, the peak power can be 
controlled by limiting number of the pumping pistons.  

4.3 Next step in study 

In this study, initial pressure of the accumulator was set to 
20 MPa regardless of the load pressure. The simulations 
show that the accumulator can be effectively used as an 
energy source/sink at different pressure levels. However, 
optimal pressure level control should be further researched 
to be able to minimize the input power and to maximize the 
recovered energy for the most of loadings and duty cycles. 
In the future, the hydraulic energy recovery will be also 
tested and the losses analyzed in a real system similar to the 
one presented in this study. 
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Abstract

In industry, some unexpected or unpredicted effects make difficult to apply certain control
techniques which show good performances in laboratory. In this paper, we introduce two new
control methods, called the model-free control and the control with restricted model [1–3],
in the case of position tracking of an electro-hydraulic test rig. For an industrial point of
view, these methods present many advantages as they are closed to the classic PID control
and do not required an intensive modelling work. However, an accurate differentiation of
the output has to be done on-line at high sampling frequency in order to estimate accurately
the evolution of the state function. Experiments are conducted to estimate the sensibility of
these control strategies to the system parameter perturbations. The results illustrate that the
proposed controls have a good robustness performance, and that the tracking performance is
sensitive to the velocity estimation precision.

Keywords: Model-Free Control, Control with Restricted Model, Robustness Analysis, Non-
linear System, Eletro-Hydraulic System

1 Introduction

Hydraulic technology has been developed in industry for long
ago. Despite the large use of hydraulic system, it is still
difficult to achieve an accurate position tracking on a large
frequency range due to its nonlinearities [4], such as fric-
tion force, servovalve dynamic and flow rate characteristics.
These nonlinearities make difficult a precise modelling of the
hydraulic system. In previous research, some researchers tend
to solve this problem by linearizing the nonlinear state equa-
tions to degrade it into a high-order linear model [5]. How-
ever, this kind of model is not accurate in a large operating
range and is valid only on the neighbourhood of an operating
point. Some nonlinear control strategies, such as the tech-
nique of backstepping [6, 7], and sliding mode [8, 9], have
been developed in order to realize the precise control of such
a nonlinear system. Nevertheless, they are rarely employed
in industry because of their requirement of a precise math-
ematical modelling to achieve an accurate control and their
complexity of implementation and controller gains tuning.

In this paper, we will explore the application of the model-
free control method [1–3] which can realize an accurate posi-
tion control without considering a precise system model. This
method introduces a common ultra-local model which can ap-
proximate the unknown system dynamics on a very short time
interval, rather than to develop a global system model. More-
over, the system parameters are estimated rapidly by gather-
ing the system state information from sensors, and is automat-
ically updated at every time interval. This means it can work

automatically without manual interruption once well config-
ured, and then provides a new approach to deal with a com-
plex nonlinear system. It has the advantage to be easy to
implement and the tuning of the control law coefficients is
simplified compared to other nonlinear methods. To improve
the control performance, it is possible to use a limited model,
for example without all dynamics developed and nonlineari-
ties, while the unknown part is estimated by the model-free
method. This evolution of the model-free control is called
the control with restricted model. Since more information is
known about the system, this method could provide a better
control performance.

Because of its independence for the system model and ease
of implementation, the model-free control is a convenient ap-
proach for application in industry where systems are much
more complex than models in laboratory due to some unpre-
dictable effects, such as changes of the environment. The
model accuracy is possibly degraded due to the model mis-
adjustment, or unavailability of some measurements, or also
because of the difficulty of the system parameters tuning.
When a control strategy is applied in practice, problems may
occur and lead to a degraded even unpredictable result. The
robustness of a control strategy is thus an important criterion
of the performance evaluation. Of course, one of the main
difficulty of the robustness analysis is to define properly the
parameters to check and their range of variation.

Following this introduction, section 2 will give a brief intro-
duction to the implementation of the model-free on our test
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rig. Experiments will be conducted for the robustness analy-
sis with different loads and precisions of the estimated veloc-
ity in section 3. Finally, section 4 will give some conclusions
and perspectives.

2 Control strategy design
The system under study is a high performance electro-
hydraulic test rig developed specifically for research pur-
poses. The configuration of the test rig is shown in fig. 1.
This test rig is equipped with two high bandwidth servovalves
(MOOG D765) used as a 3-way component for driving each
actuator chamber. They are both installed on an intermediate
block [10] equipped with accumulators and solenoid valves,
which conduct the modulated flow rates from the servovalves
to a low friction actuator. The implementation of the model-
free control in this rig and the experimental validation has
been carefully investigated in [11].

Figure 1: Simplified diagram of electro-hydraulic system

2.1 Model-Free control

The electro-hydraulic system is here considered as a SISO
(single input single output) system by taking the opposite
command condition for the servovalves, namely,

u = u1 =−u2. (1)

The output of the system is the actuator piston displacement.
According to the model-free method, we do not need any in-
formation about the system model. In a very short time step
(in practice, the sampling period ∆T ) the system is modelled
by

ẏ(t) = F(t)+αu(t) (2)

where F represents the unmodelled or time-varying part of
the system and will be updated automatically; α is a param-
eter chosen by the user such that αu and F have the same
magnitude.

Then, the value of F is evaluated from u and ẏ at any time step
as the following:

F̂k = ̂̇yk −αuk−1 (3)

where F̂k, ̂̇yk are the estimated values of F and ẏ at time step
k; uk−1 is the command at time step k− 1. Moreover, ̂̇yk is
obtained from position differentiation by applying an adaptive
high-order sliding modes differentiator [12].

The controller is then developed from equation (2) as follows:

uk =− F̂k

α
+

ẏd
k

α
+KPek +KI ∑(ek ·∆T ) (4)

where uk is the command at time step k; ẏd
k is the desired

velocity at time step k; ek = yk − yd
k is the tracking error; KP,

KI are the classic PI tuning gains.

PID

y

α·uk-1

uk.
y
d

α·e
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Figure 2: Scheme of the model-free control

The block diagram of the model-free control is presented in
figure 2. This controller is called intelligent PI controller or
i-PI in [1, 2]. The last PI part is required to assure the sta-
bility of the system and better performances. Compared with
a classic PI controller, the i-PI controller contains a part in-
volving the system structure information represented by the
estimation of F . Therefore, the i-PI can improve the system
robustness and tracking performance even for highly nonlin-
ear systems in comparison with the classical PI or without
requiring a complex tuning of the parameters as it is the case
for nonlinear control laws.

2.2 Control with restricted model

A restricted model or an approximate model can be used to
improve the pre-calculation of the open-loop command which
is applied according to the desired position. In our case, the
following assumptions are considered:

1) the internal and external leakages are ignored;
2) the fluid inertia and gravity in each chamber are neglected;

3) the dynamics of the servovalves is neglected;
4) the flow rates are considered proportional to the command.

Since the dynamics of the servovalve has been neglected in
the dynamic model for the control design, the servovalve
model consists therefore only in a static characteristic de-
scribed by (6). This formulation is proposed by [13] for sim-
plifying the flow rate calculation. It is related to the supply
pressure PP, tank pressure PT , actuator chamber pressure P1
or P2, and input command u1 or u2. In order to get a unified
control model, we use an operator sign(.) to couple the inlet
and outlet flow in (6). While handling the approximation of
the control model, the focus is given on the dynamic of the
actuator.

The compressibility of the fluid gives the pressure dynamics
in each actuator chamber according to the piston velocity and
the flow provided by each servovalve (ϕ1u1 and ϕ2u2). The
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Newton’s law gives the dynamics of the moving load. Dry
friction Ff s calculated by (7), as well as the viscous friction
term and gravity, are taken into account. The dynamic model
of the actuator is then as follows:

dy
dt = v
dv
dt =

A
M (P1 −P2)−g− b

M v− Ff s(v)
M − Fext

M
dP1
dt =− β

V1(y)
·A · v+ β

V1(y)
·ϕ1 (P1,PP,PT ,sign(u1)) ·u1

dP2
dt = β

V2(y)
·A · v+ β

V2(y)
·ϕ2 (P2,PP,PT ,sign(u2)) ·u2

(5)

ϕi =
Qn

un
·

√
|PP −Pi|

∆Pn
· sign(ui)+1

2
+

Qn

un
·

√
|Pi −PT |

∆Pn
· sign(ui)−1

2
(6)

Ff s(v) =
(

FC +
(
Fsdyn −FC

)
e−C|v|

)
tanh(v) (7)

For the design of the control with restricted model, a dif-
feomorphism is firstly required from the initial system co-
ordinates (5) (y,v,P1,P2) to the new coordinates defined as
(y,v,a,P1). The new system equations are written straightfor-
wardly as

dy
dt = v
dv
dt = a

da
dt =

1
M

(
−b ·a− ∂Ff s(v)

∂v ·a−A2β
(

1
V1(y)

+ 1
V2(y)

)
· v

+Aβ
(

ϕ1(·)
V1(y)

·u1 − ϕ2(·)
V2(y)

·u2

))
dP1
dt = − β

V1(y)
·A · v+ β

V1(y)
·ϕ1 (P1,PP,PT ,sign(u1)) ·u1

(8)
As we consider only a SISO system with the model-free based
controls, the pressures are not directly controlled. Instead, the
opposite command condition as given by equation (1) is taken
into account. Then, this system is degraded to a SISO one
with an input command u and a position output y as described
in (9).

dy
dt = v
dv
dt = a

da
dt =

1
M

(
−ba− ∂Ff s(v)

∂v a−A2β
(

1
V1(y)

+ 1
V2(y)

)
v

+Aβ
(

ϕ1(·)
V1(y)

+ ϕ2(·)
V2(y)

)
·u

) (9)

By inverting the dynamics model (9), an open-loop nominal
command is given by

u∗ =
M · jd +b ·ad +

∂Ff s(vd)

∂vd ·ad +A2β
(

1
V1(yd)

+ 1
V2(yd)

· vd
)

Aβ
(

ϕ1(·)
V1(yd)

+ ϕ2(·)
V1(yd)

)
(10)

As the system model is incomplete and there exists some un-
known effects, the control law can then be defined as

u = u∗+∆u (11)

where ∆u represents the compensation command of the un-
known phenomena or unmodelled parts of the system and also
the feedback controller.

We assume that the compensation command complies with
the following relationship (12) with the system output.

ẏ(t) = F(t)+α∆u(t) (12)

Similarly to what was done with the model-free control, the
function F is given by

F̂k = ̂̇yk −α∆uk−1 (13)

where ∆uk−1 = uk−1 −u∗k−1 (14)

u∗k−1 is the nominal command at time step k−1.

The compensation command at time step k is then calculated
by

∆uk =− F̂k

α
+

ẏd
k

α
+KPek +KI ∑(ek ·∆T ) (15)

Finally, the controller with restricted model is given in the
following equation (16):

uk = u∗k −
F̂k

α
+

ẏd
k

α
+KPek +KI ∑(ek ·∆T ) (16)
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Figure 3: Scheme of the control with restricted model

The block diagram of the model-free control is presented in
figure 3. With more information about the system, we will
show that the control with restricted model can achieve bet-
ter control performances than the model-free control, the i-PI
being dedicated to the regulation along the tracked trajectory
in this case. Some simulation and experimental results are
presented in the following sections.

3 Experimental results
Experiments are conducted with different loads and different
precisions of the estimated velocity in order to study the ro-
bustness performance with respect of the mass perturbation of
the moving part and the velocity error. The piston position is
measured by a LVDT sensor. This position signal is collected
into dSPACE acquisition board (DS1104) at a sampling fre-
quency of 1 KHz. The velocity information is evaluated by an
on-line 2nd-order adaptive differentiators (DAO2) [12]. The
desired trajectory is defined by a 7th-order polynomial func-
tion which has a smooth velocity, acceleration, and jerk pro-
file.

Some parameters of the test bench are given in table 1.
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Table 1: Test bench characteristics

Actuator
Total stroke 300 mm
Mass of the moving part (rod+piston): M 5.8 Kg
Active section area: A 9.456 cm2

Dead volume at each end 14.184 cm3

Servovalve Moog D765
Rated flow 19 L/min
Rated input signal ±10 V
Response time 2 ms

LVDT sensor installed on the rod of the actuator
Measurement range (MR) 300 mm
Sensibility 4.4 mV/V/mm
Precision < 0.1% of the MR

3.1 Experiments with different loads

In practice, the operating situation is always changing accord-
ing to the task requirements, e.g. the loads, the environmental
conditions corresponding to different tasks. A good control
strategy with high performance should show insensitivity to
these changes. In this section, we will mainly discuss the in-
fluence of the payload change on the control performances.
Experiments are conducted with different loads in order to in-
vestigate the robustness performance with respect to the mass
perturbation. The load will vary from 0 to 20 kg, while the
other experimental configurations remain unchanged.

In order to make a comparison with the classic linear control
strategy, we present firstly the experimental results obtained
by a proportional control with different loads in figure 4. The
experimental results of the proportional control with a load of
20 kg are not presented in the figure as its behaviour becomes
unstable when the load reaches 20 kg. From this figure, we
can observe that the position tracking curve in the experiment
with a load of 10 kg presents already oscillations with an im-
portant amplitude up to 1 mm, which implied that the control
tended to make the controlled whole system unstable.

Since the static error is very low, only the gain KP is really
required. The loads are 0, 10, and 20 kg, and a value of 30
V/m is used for the tuning gain KP. Figures 5 and 6 present
the experimental results obtained respectively by the model-
free control and the control with restricted model.

Compared to the results obtained with the proportional con-
trol (figure 4) which becomes unstable at the end of the tran-
sient phase, the model-free based control strategies are keep-
ing a good behaviour despite the load changes. Especially,
it can be noticed that the accuracy of the position tracking
is conserved with the control with restricted model when the
payload is increased. No notable changes in the results with
the different loads can be observed, which implies that the
mass change has little influence on the tracking performance
of the proposed strategies. This is due to the self-adjustment
of the control strategies according to the estimation of the un-
certain ultra-local parameter F .

Table 2 gives a summary of the position errors obtained with
both the model-free control and the control with restricted
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Figure 4: Robustness experiment results obtained by the pro-
portional control

Table 2: Comparison summary of the position error (µm)
with different loads in model-free control (MFC), control with
restricted model (CRM), and proportional control (Prop.)

Control
strategy

Load
(kg)

Transient phase Steady state
Max. STDa Mean STDa

MFC

0 2122 1344 0.06 39
10 2082 1370 -0.2 40
20 2079 1372 -0.02 34

CRM

0 192 71 0.2 41
10 189 77 -0.4 40
20 184 66 0.02 33

Prop.
0 943 304 -41 35

10 1003 315 -10 52
a) STD: Standard deviation
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Figure 5: Robustness experiment results obtained by the
model-free control
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Figure 6: Robustness experiment results obtained by the con-
trol with restricted model
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model when the load is changed. According to table 2, in all
cases, the control with restricted model shows a higher pre-
cision in transient phase. In all cases, the average static error
obtained from the two model-free based methods can be ne-
glected. In conclusion, according to the experimental results,
the controls based on the model-free method show very good
robustness performances against the mass perturbation of the
moving part.

3.2 Experiments with different precisions of the esti-
mated velocity

The calculation of the uncertain ultra-local parameter F (3)
and (13) uses the estimated value of velocity obtained from
the DAO2 algorithm. Hence, the control performances are as-
sociated with the estimation precision of the numeric differ-
entiator which is influenced by the tuning gains of the DAO2.
The phase shift of the estimated velocity becomes significant
when the DAO2 gains are decreased, this leads actually to the
precision degradation. However, the noise is obviously re-
duced. Unfortunately, as no direct measurements of velocity
are available on the test rig, we are limited here to a qualita-
tive analysis of the estimation precision and it is difficult to
conclude on the estimation accuracy.

Figures 7, 8, and table 3 show the experimental results ob-
tained with different precisions of the tuning gains of the
DAO2 which is used here for velocity estimation. When these
gains decrease, the estimated velocity will be less precise but
will be less noisy. The other experiment parameters remain
the same as those in section 3.1.

Table 3: Comparison summary of the experimental position
error (µm) with different precisions of DAO2: model-free
control (MFC), control with restricted model (CRM), and pro-
portional control (Prop.)

Control
strategy

Transient phase Steady state
Max. STDc Mean STDc

MFC (HG-DAO2a) 2122 1344 0.06 39
CRM (HG-DAO2a) 192 71 0.2 41
MFC (LG-DAO2b) 1301 582 0.06 38
CRM (LG-DAO2b) 1429 627 -0.3 44

a) HG-DAO2 : low gain values of DAO2

b) LG-DAO2 : high gain values of DAO2

c) STD: Standard deviation

For the model-free control (figure 8(a)), it can be noticed that
the system needs more time to reach the high level position
due to the degradation of the velocity precision. Some oscil-
lations at low frequencies occur at the steady state. By com-
paring figures 7(d) and 8(d), it can be observed that the es-
timated velocities have less noise as the gains of the DAO2
decrease, but the phase shift becomes significant, which leads
to fluctuations in the command calculations (figures 7(c) and
8(c)). Decreasing the estimated velocity precision leads to
a more significant degradation on the tracking performance
for the control with restricted model because this control law
uses an approximate system model involving a term function
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Figure 7: Experimental results of the methods based on
model-free control with high gain values of DAO2
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Figure 8: Experimental results of the methods based on
model-free control with low gain values of DAO2

of the velocity. On the other hand, although the tracking error
of the model-free control decreases for low gain values of the
DAO2, the control performance is actually degraded accord-
ing to the fluctuations in the command (figure 8(c)) which
implies a degradation of the system stability. In conclusion,
for the two proposed control strategies, the tracking perfor-
mances are degraded as the velocity becomes inaccurate. The
precision of velocity estimation is then a critical factor to im-
prove the performances of this kind of control strategies.

4 Conclusion
In this paper, the robustness performance of controls based on
the model-free method has been studied throughout some ex-
periments. These experiments results show that compared to
the proportional control, the proposed control strategies have
a good robustness performance against the mass change of the
moving part. However, with the model-free based controls, it
should be noticed that in order to get accurate tracking, the
velocity estimation accuracy is an essential factor. To con-
clude, the model-free based control methods are easy to im-
plement as they do not require a precise model of the system
and have good robustness performances with high position
tracking precision. This shows its high potential for applica-
tion in industry.

Nomenclature

Designation Denotation Unit

y Piston position [m]
v Actuator velocity [m/s]
a Actuator acceleration [m/s2]
u1,2 Control input 1 or 2 [V]
P1,2 Pressure in chamber 1 or 2 [Pa]
PT Tank pressure [Pa]
PP Supply pressure [Pa]
∆Pn Rated valve pressure drop [Pa]
un Rated control input [V]
Qn Rated flow [m3/s]
A Piston active area [m2]
b Viscous coefficient [N/(m/s)]
β Bulk modulus [Pa]
V1,2 Volume in chamber 1 or 2 [m3]
Ff s Dry friction [N]
Fsdyn Dynamic dry friction [N]
FC Coulomb friction [N]
C Friction index [-]
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1 Introduction and Objectives
Electrohydraulic systems offer new possibilities regarding 
energy efficiency and operability. A rising number of elec-
trohydraulic components available on the market leads to 
their advancing application in mobile machines, as manu-
facturers, machine owners and operators show increasing 
confidence in the reliability of these complex systems. In 
recent years an interest shift from pressure controlled hy-
draulic systems to directly flow controlled systems, requir-
ing electrohydraulic components, may be identified from 
academic publications. Despite being a relatively young 
field of research, nevertheless these flow controlled systems 
themselves have shown a slight evolution over the last few 
years [1] [2] [3] [4] [5]. With researchers from internation-
ally distributed institutions taking up the issue and adding 
their ideas [6] [7] [8] (cf. chap. 2.2 and 2.3) flow controlled 
systems have reached a sophisticated status. Nevertheless 
these systems still play a negligible role in the industry 
of mobile hydraulics. Merging the most promising flow 
sharing solutions from relevant publications with own ap-
proaches, at the Karlsruhe Institute of Technology (KIT), 
a public funded, application-oriented research project is 
conducted to investigate the benefits of an electrohydraulic 
flow-on-demand control. This innovative hydraulic system 
for a forestry crane is compared to a conventional hydrau-
lic-mechanical Load-Sensing (LS) system in terms of ener-
gy efficiency. In a first step, the system is represented using 
simulation methods and later validated with a hydraulic test 

bench and a prototype. To ensure a smooth introduction on 
the market, especially for small batch applications like for-
estry machines, an unique characteristic of the project is the  
sole use of components available off-the-shelf.

2 Theoretical Considerations
The motivation for research on flow-on-demand systems 
is based on the omnipresent striving for improved energy 
efficiency in general as well as on considerations concern-
ing operability improvements in particular. To understand 
the advantages of flow controlled applications, initially 
hydraulic-mechanical Load-Sensing systems are discussed, 
representing the state-of-the-art in a wide range of mobile 
hydraulic applications as of today.

2.1 Technical Reference - Load-Sensing

Load-Sensing hydraulic control systems adjust the pump 
pressure and/ or the flow rate to the demand of the consumer 
loads. The first Load-Sending systems were developed in 
the mid-seventies in the US [9]. The intention was to re-
duce the power losses of constant flow or constant pressure 
systems.

In principle Load-Sensing systems can be divided in two 
categories, the Open-Center (OC) and the Closed-Center 
(CC) systems. Open-Center Load-Sensing systems use a 
fixed displacement pump and regulate the pump pressure by 

Contribution on Control Strategies of Flow-On-Demand Hydraulic Circuits
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The development of an innovative flow-on-demand electrohydraulic system for mobile forestry 
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an inlet pressure compensator in the valve assembly. This 
unloading valve is operative to bypass excess pump flow 
to the tank. Thus the efficiency is related to the ratio of the 
pump flow rate QP to the summation ΣQL of the flow rates 
that are demanded by the hydraulic loads [10]. Therefore 
the OCLS systems generate high losses when the load pres-
sure is high but flow rate demand is relatively small [5]. For 
equally loaded consumers, the best point of the degree of 
efficiency is calculated by eq. (1):

ηth
LS

L

L

P
p
p

Q
Q

=
+

⋅
1

1 ∆
Σ

(1) 

Due to this disadvantage, OCLS systems have de facto lost 
their market relevance to CCLS systems. To reduce the 
losses and improve the efficiency, these hydraulic systems 
are provided with variable displacement pump. The pump 
is regulated by a pressure controller as well as a flow rate 
controller. The control pressure margin ΔpLS between the 
highest load pressure pL and the pump pressure pP is held 
constant over all operating points (see eq. (2)).

∆p p pLS P L= − (2) 

Therefore the efficiency is not related to the flow rate [10]. 
The degree of efficiency is calculated by eq. (3), again the 
losses related to minor loaded consumers remain unconsid-
ered in the equation:

ηth
LS

L

p
p

=
+

1

1 ∆ (3) 

To provide load independent flow rates and therefore con-
sumer velocities and to prevent load interference between 
the hydraulic consumers, individual pressure compensators 
are installed either up- or downstream to the directional con-
trol valves. These pressure compensators ensure a constant 
pressure drop Δp = const over the metering orifice, thus the 
flow rate is nothing but dependent on the restriction area A0, 
corresponding to the valve spool position. This relation is 
described via the universal orifice formula (see eq. (4)).

Q A p
D= ⋅ ⋅

⋅
α

ρ0

2 ∆
(4) 

The so called pre- or post compensators show similar sys-
tem behavior in normal operating mode, but differ in case 
of pump saturation. In these undersupply situations, the pre 
compensator layout causes only the consumer with the mo-
mentarily highest load to slow down or even stop, leaving 
the other consumers undisturbed. Whereas the technically 
complexer post compensators divide the flow rate in ratio 
to the nominal flow of the main valves, slowing down each 
consumer proportionally.

Exemplary, the hydraulic circuit of a LS system with two 
linear motors is shown in Figure 1.

A B

P T

A B

P T

Q2,p2

Q1,p1

QP,p0

QT,pT

pmax

pLS

Figure 1: circuit layout of a CC hydraulic-mechanical 
Load-Sensing system with pre compensator

To ensure sufficient control performance and quick response 
times the control pressure margin ΔpLS between pump pres-
sure and highest load pressure in conventional Load-Sens-
ing systems is set to at least 20 bars, easily reaching 30 bars 
in systems with remote consumers entailing long load signal 
lines. As those signal lines form a closed hydraulic control 
loop, LS systems show a disturbing oscillation tendency.

Especially in partial load situations where the constant con-
trol pressure margin accounts for considerable ratios of the 
total energy demand, Load-Sensing hydraulic systems face 
efficiency disadvantages. The throttling losses are mainly 
linked to the pressure drop ΔpPC over the metering orifice of 
the highest loaded consumer, set by the related individual 
pressure compensator. This constant pressure drop is usual-
ly tuned in at ratios of ⅔ up to ¾ of the total Load-Sensing 
functional principle pressure difference ΔpLS, set by the flow 
rate controller of the pump. Thus, the pressure difference 
related power losses consist of throttling losses PLoss,thr and 
an additional functional principal share PLoss,fp. In Figure 2 
these losses are represented for the exemplary LS system 
with two consumers.
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Figure 2: power losses of Load-Sensing systems

The throttling losses are made up by line resistances and 
pressure drops over the control edges of the directional con-
trol valve and pressure compensator of the consumer with 
the highest load. These losses are inherent in valve con-
trolled hydraulic systems. In contrast, the functional princi-
pal losses may be omitted by changing from a pressure 
controlled system to a flow controlled system.

Another drawback of Load-Sensing systems is their poor 
cold start performance, also related to the signal lines and 
the hydraulic-mechanical controllers, a deficit that also be-
comes obsolete with the proposed flow-on-demand control.

2.2 Flow-On-Demand Principle

The basic idea behind the flow-on-demand principle is to 
calculate the required oil flow through the consumer veloc-
ity inputs of the electronic joysticks or by reading back the 
valve spool positions with the integrated displacement sen-
sors. The aggregate flow, delivered by an electrohydraulic 
displacement pump, is to match the single flow demands 
precisely. The pump pressure settles itself according to the 
highest load pressure plus the pressure drop over the meter-
ing orifice and the inevitable line resistances. In comparison 
to Load-Sensing systems, a significant reduction of the 
pressure level may be achieved (see Figure 3). To ensure 
load independence of the system and accurate flow distri-
bution, individual pressure compensators are installed. For 
smooth ease of control the pressure compensators are setup 
to keep a constant pressure drop of 7 bars over the metering 
orifices [5]. Together with the line resistances, this pressure 
drop accounts for the power loss margin Ploss,thr of the flow-
on-demand system, which makes up about 30-40 % of the 
Load-Sensing principle related power losses of comparable 
LS systems. The decreased pressure level accounts for the 
saving potential of the power consumption Psp. Thus the 
degree of efficiency is calculated by eq. (5):

ηth
PC
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1

1 ∆ (5) 

The losses related to the obligatory throttling of minor 
loaded consumers (eg. PLoss,C2) remain as weakness of valve 
controlled systems with shared pump usage, but are yet 
accepted as displacement controlled systems where each 
function has a dedicated pump [11] [12] [13] [14] have oth-
er drawbacks, especially concerning differential cylinder 
actuation, partial load situations and control dynamics.
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Figure 3: power losses of flow-on-demand system

To compare and to differentiate the proposed flow-on-de-
mand system from related publications and from the current 
state-of-the-art, a preliminary discussion on terminology of 
hydraulic systems with direct pump displacement control is 
necessary. While the described functional principle differs 
only marginally, a wide variety of designations has been 
established. As development started in Germany, many ex-
pressions are in German language, where attention is to be 
paid to the marvelous linguistic distinction between ‘Steuer-
ung’ and ‘Regelung’, which translate as ‘open-loop’ and 

‘closed-loop’ control. Initial considerations were published 
by Zähe [15] in 1993 under the expression ‘Summenstrom-
regelung’, roughly ‘aggregate flow control’. Djurovic [1] 
refined the issue in 2007 under the proprietary Bosch Rex-
roth brand name ‘EFM - Electronic Flow Matching’, when 
suitable electrohydraulic components were finally available. 
In the same year, FeDDe [2] came up with his interpretation 
of the subject and named the system ‘Bedarfsstrom-
steuerung’ which contains the denotation ‘Bedarf’, meaning 

‘demand’, for the first time. Following up on Djurovic’s 
work, FinZel [5] frequently switched between ‘Be-
darfsstromregelung’ and ‘Flow Matching’ but finally ap-
plied the acronym ‘ELS’ for ‘Electrohydraulic Load-Sens-
ing’. Which he explains with the preserved load-sensing 
functionality at least in the flow distribution section because 
the pressure compensators still compare the highest load 
pressure to the system pressure. In absence of the pressure 
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dependency of the displacement control in the flow genera-
tion section, meaning the position of the swiveling angle of 
the pump has no pressure related closed-loop control, the 
denotation ‘ELS’ appears rather confusing. In international 
publications Axin [7] and erikSSon [6] coined the most suit-
able phrase ‘Flow Controlled System’, with the latter like-
wise using ‘Flow Sharing System’ alongside.

Being linked to a single company or implying ambiguities, 
the authors resign from applying any of the identified ex-
pressions from literature and introduce the term ‘flow-on-
demand’ control to characterize the presented hydraulic 
system for a forestry crane application.

As indicated, Djurovic laid the basics for following inter-
pretations of flow controlled system. He settled his research 
on ideas of heSSe [16] and helDuSer [17] and developed an 
extensive classification for the design of directly displace-
ment controlled hydraulic systems with multiple consumers 
per pump. He distinguished systems with open-loop control 
of the pump flow rate and directly or indirectly closed-loop 
controlled versions. Furthermore he groups pre- and 
post-compensated systems. In the assembled matrix, practi-
cal solutions are identified and studied in detail. Figure 4 
shows the schematic of the previously described, principle 
Flow Matching application with open-loop flow rate control. 
The simplified illustration dispenses with representing the 
consumers. The directional valve is displayed as adjustment 
meter-in orifice, the return flow is not shown. The system 
gets along without any sensors and therefore depicts the 
simplest version of a flow control implementation. Unfortu-
nately, the system shows inadequate behavior during operat-
ing states of under- or oversupply, that may occur due to 
erroneous flow rate aggregation, leakages or operating er-
rors. Analogous to Load-Sensing hydraulics with pre com-
pensators (cf. chap. 2.1), undersupply or rather unforced 
pump saturation, causes the consumer with the highest load 

pressure to slow down or even stop. This behavior may be 
compensated by the operator. Recognizing the deviation, he 
will simply increase the velocity target-setting with the joy-
stick. The major drawback arises from situations of flow 
oversupply. In this case the pressure drop over the metering 
orifice increases and the pre compensator shuts completely, 
preventing further consumer movement. The pump pressure 
increases to its maximum. A simple but energy inefficient 
workaround is the introduction of an inlet pressure compen-
sator in the valve assembly, operative to bypass excess 
pump flow to the tank.

To maintain the efficiency advantage and to ensure a well 
tuned and distributed flow rate, Djurovic developed several 
closed-loop control strategies. A direct flow control is de-
picted in Figure 5. The introduction of a pump flow rate 
sensor serves to evade the over- and undersupply issues on 
the one hand. On the other hand, these sensors are expen-
sive, fragile and generate throttle losses themselves.

Thus, indirectly controlled systems appear to be the bet-
ter alternative. If the previously mentioned inlet pressure 
compensator is equipped with a translational sensor, the 
controlled variable for the pump flow rate is a straight shut 
compensator. A common disadvantage herewith, is the rein-
troduction of a hydraulic-mechanical closed-loop controller, 
entailing the drawbacks of a conventional Load-Sensing sys-
tem. Another indirect control solution is to fit the individual 
pre compensators with translational sensors. Inherent to the 
functional principle, the compensator of the load-leading 
consumer opens the farthest. Consequently, the controlled 
variable for the pump flow rate is the completely opened 
position of the relevant compensator.

As flow controlled systems with conventional pre compen-
sators require additional components and sensors to regulate 
flow distribution and keep up functionally in case of over-
supply, the development of systems with flow sharing post 
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Figure 4: Open-loop control type Electrohydraulic Flow 
Matching with pre compensator [1]
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Figure 5: Closed-loop control type Electrohydraulic Flow 
Matching with pre compensator and flow rate sensor [1]
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compensators seems reasonable. Availability of the obliga-
tory electrohydraulic directional valves, let to research on 
the topic by FinZel [3] [5]. The corresponding schematic 
of an exemplary flow controlled hydraulic system with two 
consumers is shown in Figure 6.

QP,p0

pmax

QC1 QC2

ΣQCi

Controller

Figure 6: Open-loop control type Electrohydraulic Flow 
Matching with post compensator [5]

Not at all utilizing any hydraulic signal lines nor any sen-
sors or electronic closed-loop controls, a robust and reliably 
system is achieved.

2.3 Advanced Control Concepts

To further improve the energy efficiency of flow controlled 
systems, the electronic control unit allows for several ad-
vanced control strategies. Without the LS-inherent pressure 
dependence of the oil flow delivered by the displacement 
pump, the system may be operated in a state of controlled 
undersupply. For this undersupply, different operating strat-
egies are conceivable, all affecting control precision but 
further enhancing efficiency. Djurovic resigns from com-
pensating leakages in valves and consumers into the pump 
flow rate calculation [1]. Generating a rather tad small oil 
flow the machine operator is to balance out inaccuracies by 
adjusting his flow demand. As FinZel deploys post com-
pensators with flow sharing properties, these compensators 
distribute the entire pump flow relative to the individual 
valve openings. This gives the control system one extra de-
gree of freedom, that may be used to minimize the pressure 
drop across the metering orifices. FinZel suggests to open 
the orifice of the load-leading consumer completely and to 
adjust the opening of the remaining orifices according to the 
demanded flow shares [5]. A similar approach is presented 
by FeDDe, only that the orifice openings of the minor load-
ed consumers are derived from a characteristic diagram by 
means of the pressure differences of the consumers current-
ly in action [2]. Axin comes up with a similar argumentation 
but uses the maximum restriction area of the consumer with 

the highest momentary flow demand. The other actuators 
use an increased restriction area in proportion to their flow 
requests [4]. The potential additional energy savings of 
those four advanced control concepts are investigated in a 
dynamic simulation model of the forestry crane (cf. chap. 4).

A novel control concept is being introduced to prevent flow 
oversupply in case of consumers reaching cylinder end stops. 
In this case the consumer velocity inputs and the actual con-
sumer oil flows do not match any more. If the aggregate 
flow of the pump is solely calculated through addition of 
these consumer velocity inputs, the pump delivers too much 
oil into the systems, accelerating the residual consumers in 
an undesirable manner. To overcome the issue, the control 
valves are equipped with additional pressure transducers 
and electronic pressure limiting functions. Reaching an 
end stop, causes the consumer pressure to rise to its preset 
maximum. In turn the related control valve switches from 
flow control mode to pressure control mode, ignoring the 
joystick input and controlling the pressure by reducing the 
control edge opening. The respective closed-loop control is 
displayed in Figure 7.

p
Threshold

PI-Control

Anti-Windup-Control

Switch

Limiter 2

Limiter 1

CpL

pmax1 2

3

4

Figure 7: electronic pressure control

The load pressure pL behind the valve is measured by a 
pressure transducer (1) and compared to a threshold. Due 
to a limiter (2), which sets the minimum value of the load 
pressure to the threshold, the comparator just passes a signal 
unequal to zero if the pressure is above the threshold. In this 
case, the error is conducted to a proportional-integral (PI) 
control. This provides accurateness for the maximum pres-
sure values. The value behind this control switches, once it 
has reached a threshold, the command of the valve from the 
user to the pressure-control of the valve (3). Another limiter 
restricts the signal of the proportional-integral control, so 
the valve closes if the maximum pressure is reached. Due to 
the fact, that the valve is not constantly following the values 
of the PI-control, the stability of the system requires an an-
ti-windup control (4). The anti-windup control subtracts the 
difference of the values before and after the limiter from the 
value leading to the integral part of the PI-control. Through 
the feedback of the anti-windup control, the value of the 
integral part of the PI-control will not grow through the 
limitation. To calculate the aggregate pump oil flow, no lon-
ger the velocity input is utilized but the flow corresponding 
with the valve spool position.

A further issue is the poor damping characteristic of a stan-
dard meter-out orifice, being firstly addressed by Axin [8]. 
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Especially concerning dragging loads, unwanted afteref-
fects may occur. As elaborated orifice design is the decisive 
factor, but not being detailed in the simulation models, the 
authors have included an innovative directional valve into 
the hydraulic test bench layout (cf. chap. 5). The concerned 
device has a segmented valve spool, which allows for in-
dependent activation of the control edges P-A from B-T, re-
spective P-B from A-T. The flow rate is calculated according 
to the meter-in orifice position, which is related directly to 
the desired consumer velocity. To avoid too fast consumer 
movement induced by dragging loads, the meter-out ori-
fice may be used to throttle the outlet flow appropriately. 
Therefore the valve is equipped with two integrated pres-
sure transducers. A closed-loop control shuts the meter-out 
orifice as narrow that negative pressure and thus cavitation 
on the inlet side are prevented.

3 Reference Application
Loading cranes represent one of the most delicate applica-
tions in mobile hydraulics, as they call for fast and precise 
response on operator inputs. On this account, as reference 
basis for the flow-on-demand control, a forestry crane with 
conventional hydraulic-mechanical Load-Sensing system 
with pre compensators is selected. Being state-of-the-art, 
these hydraulic systems however suffer from the known 
disadvantages (cf. chap. 2.1). Especially crane movement 
anticipation and positioning precision are difficult when a 
state of pump saturation ends abruptly because a consumer 

with high flow rate is stopped and another consumer simul-
taneously being fine positioned, gets a flow peak as reaction.

The selected reference application, the feeder crane of a 
mobile log debarker (see Figure 9) is equipped with mea-
surement technology to record hydraulic pressures and flow 
rates as well as cylinder strokes and velocities. The mea-
surement results are used to parametrize and validate the 
LS simulation model (cf. chap. 4), consisting of five main 
consumers, namely crane slewing, boom- and bucket cyl-
inders, gripper and associated rotation unit. The consumers 
are divided into two decoupled hydraulic circuits with vari-
able displacement pumps being powered by a diesel engine. 
Additionally the machine has several auxiliary consumers, 
e.g. the telescopic arm and the hydraulic outriggers, not 
taken into account for the derived characteristic duty cycle 
(see Figure 8). The crane starts in position 1, grips the log 
a first time in position 2 and places it in position 3. Being 
gripped a second time in position 4, the log is fed to the 
debarker from position 5 on. The log is released, leaving the 
crane in its initial position 1, ready for the next cycle. The 
specific consumer movements, namely cylinder strokes and 
rotation angle, are displayed in Figure 10. The correspond-
ing consumer loads are illustrated in Figure 11. For better 
appreciation, the numbers (1 - 2 - 3 - 4 - 5 - 1) in those two 
figures indicate the slewing position of the crane, analogue 
to Figure 8.

Selected by availability and moreover its high workload and 
daily hours of service, the sample application represents 
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Figure 8: characteristic forestry crane duty cycle Figure 9: reference application - feeder crane of a mobile 
log debarker
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other forestry crane applications with similar duty cycles 
like timber transporters, forwarders and wood chippers, 
implicating potential energy savings in the same range, at 
least concerning their cranes. The duty cycle of a timber 
transporter crane is exactly the same, also having two pick-
up points and two release points, only that the overall work-
load is wane due to major driving shares in the complete 
duty cycle of the transporter. Apart from usually only grip-
ping a log once, duty cycles of forwarder and wood chipper 
cranes also correspond, despite the latter frequently using 
its telescopic arm to feed the chipper.

4 Dynamic Simulation
Simulation software is applied to develop suitable flow-on-
demand concepts for the selected forestry crane application. 
The energy saving potentials are determined via dynamic 
simulation to evaluate whether the concepts are able to 
maintain the required performance. A dual circuit system 
with two hydraulic pumps and five actuators represents the 
main functions of the forestry crane (cf. chap 3). In the first 
instance the real Load-Sensing reference application is re-
modeled in the simulation environment. Followed by the 

build-up of the simulation model of the flow-on-demand 
concept crane. To assure comparable simulation outcomes, 
the directional control valves of both systems are equally 
parametrized with the data of a series proportional valve 
with downstream pressure compensators and CAN commu-
nication, intended to be used in the latter prototype.

Comparing the flow-on-demand system to the LS reference, 
the simulation results reveal promising efficiency improve-
ments. Figure 12 depicts the pressure histories of the two 
hydraulic pumps, clearly showing the pressure level of 
the flow-on-demand system lying always at least 10 bars 
beneath the LS-pump pressure. Analogous, the flow rate 
histories over the characteristic duty cycle are displayed in 
Figure 13. The flow rate margin between the two systems 
has a smaller magnitude than the pressure differences, but is 
anyhow existent. The reason is, LS systems require a small 
but constant signal oil flow that is bleed off to the reservoir. 
The fact, that LS systems keep up the pressure difference 
ΔpLS even in idle duty cycle states, further decreases their 
energy efficiency. Contrary, in Flow-on-demand systems, 
the pressure drops to the minimum pump pressure in those 
situations. Additionally, the swiveling angle of the pump 
retreats to its minimum position. Figure 14 and Figure 15 
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indicate the power consumption and energy demand of the 
entire system, calculated by eq. (6) and eq. (7):

P P p Qmech
hm vol

hyd
hm vol

P=
⋅

⋅ =
⋅

⋅ ⋅
1 1

0η η η η
(6) 

E P  dtmech mech= ∫ (7) 

The hatching in Figure 15 represents further decreased 
energy demand by applying the advanced control concepts, 
introduced in chapter 2.3. Related simulation outputs show 
energy saving potentials of 8 to 15 percent, depending on 
the regarded concept.

5 Hydraulic Test Bench
The operator in the simulation models is represented by a 
PI-controller. Apart from monitoring, that actuators are 
able to follow their theoretical path target, no qualitative 
feedback on system performance is given. Furthermore, not 
every single effect may be reproduced by simulation. Those 
arguments call for a hydraulic test bench. Especially the 
artificial undersupply may bear a trade-off between energy 
efficiency and system performance which has to be evaluat-
ed on a real system rather than in a simulation environment.

The layout of the hydraulic test stand (see Figure 16), be-
ing installed at the testing facilities of the Chair of Mobile 
Machines, includes an electrohydraulic displacement pump 
and three hydraulic consumers. Namely two differential 
cylinders (2) and (3) and a pressure adjustment orifice in 
bridge connection (1). The latter is used to represent loads 
of hydraulic motors. The bridge of four check valves en-
ables flow reversion. The pressure adjustment orifices in 
the return flow lines of consumer (2) likewise represent 
hydraulic loads corresponding to external forces. Consumer 
(3) drives a mass mounted on a sled. To enable imprinting of 
dragging loads, consumer (2) and (3) may be coupled. The 
valve discs have pressure transducers integrated into their 
actuation units. Hence the presented electronic pressure 
limitation functions (cf. chap. 2.3) are easily implemented. 
A unique feature is included with the directional valve of 
consumer (3) as it has a segmented valve spool. Besides 
realization of a floating position, eventually occurring af-
tereffects concerning dragging loads may be addressed by 
controlling the meter-out orifice independently.

This setup allows for careful fine tuning and profound test-
ing of the developed flow-on-demand control. Moreover 
the dynamic performance of the advanced control concepts, 
evolved from simulation, may be validated on the real 
system.
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6 Outlook
Flow-on-demand hydraulic systems offer the prospect of a 
sustainable reduction of energy demand and fuel consump-
tion. In the course of the presented project a prototype will 
be build up to verify the potential. At large further enhance-
ments and functional combinations are thinkable and call 
for future research.

6.1 Forestry Crane Prototype

The reference machine is equipped with the related electro-
hydraulic components and control unit to complete intensive 
field tests of the flow-on-demand concept. Comparison to 
the Load-Sensing measurements will reveal its true energy 
savings. The machine operators shall evaluate the improved 
operability in terms of oscillation avoidance, cold start 
performance and maneuverability. The prototype serves as 
demonstration object for forestry machine manufacturers 
and will lead the path for the introduction of electrohydrau-
lics into an anyway innovation friendly branch of industry.

6.2 Recuperation

The breakup of the flow dependence between consumers 
and displacement pump allows for a facile integration of 
recovery units for potential energy. Furthermore the pump 
may be used to charge hydraulic accumulators in otherwise 
idle states or partial load situations.
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Nomenclature

Designation Denotation Unit
A0

restriction area [mm2]

A, B consumer port -

αD
flow coefficient -

C consumer -

CAN Controller Area Network -

CC closed center -

E energy [Wh]

Designation Denotation Unit
ECU electronic control unit -

fp functional principle -

hm hydraulic-mechanical -

L load -

LS Load-Sensing (port) -

ηth
degree of efficiency -

OC open center -

P power [kW]

P pump (port) -

p pressure [bar]

PC pressure compensator -

Q flow rate [l/min]

ρ density [kg/m3]

sp saving potential -

T tank port -

th theoretical -

thr throttling -

vol volumetric -

References

[1] M Djurovic. Energiesparende Antriebssysteme für 
mobile Arbeitsmaschinen „Elektrohydraulisches 
Flow Matching“. PhD thesis, Techn. Univ., Dres-
den, 2007

[2] T Fedde. Elektrohydraulische Bedarfsstromsysteme 
am Beispiel eines Traktors. PhD thesis, Techn. 
Univ., Braunschweig, 2007

[3] R Finzel. and S Helduser. Energy-Efficient Elec-
tro-Hydraulic Control Systems for Mobile Ma-
chinery / Flow Matching. Proc. of 6th International 
Fluid Power Conference, Dresden, 2008

[4] M Axin, B Eriksson and J-O Palmberg. Energy Effi-
cient Load Adapting System without Load Sensing 

- Design and Evaluation. Proc. of the 11th Scandi-
navian International Conference on Fluid Power, 
Linköping, 2009

[5] R Finzel. Elektrohydraulische Steuerungssysteme 
für mobile Arbeitsmaschinen. PhD thesis, Techn. 
Univ., Dresden, 2010

[6] B Eriksson and J-O Palmberg. How to Handle Aux-
iliary Functions in Energy Efficient, Single Pump, 
Flow Sharing Mobile Systems. Proc. of 7th Interna-
tional Fluid Power Conference, Aachen, 2010

[7] M Axin, B Eriksson, J-O Palmberg and P Krus. 
Dynamic Analysis of Single Pump, Flow Controlled 
Mobile Systems. Proc. of the 12th Scandinavian 
International Conference on Fluid Power, Tampere, 
2011

539



[8] M Axin, J-O Palmberg and P Krus. Optimized 
Damping in Cylinder Drives Using the Meter-out 
Orifice - Design and Experimental Verification. 
Proc. of 8th International Fluid Power Conference, 
Dresden, 2012

[9] US3866419. Integrated Pressure Compensated 
Load Sensing System. Parker-Hannifin Corp. Unit-
ed States Patent, 1975

[10] K Steindorff. Untersuchungen zur Energierück-
gewinnung am Beispiel eines ventilgesteuerten 
hydraulischen Antriebs. PhD thesis, Techn. Univ., 
Braunschweig, 2010

[11] R Rahmfeld. Development and Control of Energy 
Saving Hydraulic Servo Drives for Mobile Systems. 
Fortschr.-Ber. VDI Reihe 12 Nr. 527. Düsseldorf: 
VDI Verlag, 2002

[12] R Rahmfeld, M Ivantysynova and J Weber. Dis-
placement Controlled Wheel Loader – a simple 
and clever Solution. Proc. of 4th International Fluid 
Power Conference, Dresden, 2004

[13] K Heybroek, J-O Palmberg, J Lillemets, M Lugn-
berg and M Ousbäck. Evaluating a Pump Con-
trolled Open Circuit Solution. Proc. of 51st National 
Conference on Fluid Power, Las Vegas, NV, 2008

[14] D Peitsmeyer. Elektrifizierung der Arbeitsaus-
rüstung mit Zylinderantrieben. Proc. of 7. Kollo-
quium Mobilhydraulik, Karlsruhe, 2012

[15] B Zähe. Energiesparende Schaltungen hy-
draulischer Antriebe mit veränderlichem Ver-
sorgungsdruck und ihre Regelung. PhD thesis, 
RWTH Aachen, 1993

[16] DE 103 42 037 A1. Steueranordnung und Ver-
fahren zur Druckmittelversorgung von zumindest 2 
hydraulischen Verbrauchern. German Patent, 2003

[17] M Djurovic, S Helduser and G Keuper. Neue 
Lösungen zum elektrohydraulischen Load-Sensing. 
Proc. of 4th International Fluid Power Conference, 
Dresden, 2004

540



The 13th Scandinavian International Conference on Fluid Power, SICFP2013, June 3-5, 2013, Linköping, Sweden 

Novel Energy-Saving Steer-by-Wire System for Articulated Steering Vehicles: A 

Compact Wheel Loader Case Study 

Naseem Daher, Chuang Wang, and Monika Ivantysynova 

School of Mechanical Engineering, Purdue University, West Lafayette, Indiana, USA 

Email: ndaher@purdue.edu, wang1310@purdue.edu, mivantys@purdue.edu 

Abstract 

Improving energy efficiency remains a priority in the industrial and academic communities 

given the ever increasing demand on fossil fuels and their skyrocketing prices.  Pump 

displacement controlled (DC) actuation is an energy efficient alternative to traditional valve 

controlled actuation.  The technology has shown significant fuel savings on mobile machinery 

when applied to the working hydraulics (implement) functions of such machines. However, DC 

actuation has never been investigated for use on mobile machinery chassis systems, namely 

power steering. In this paper and for the first time, a novel closed-circuit pump DC system 

architecture is devised to perform the power steering system function of a compact wheel 

loader. A dynamic model of the new system was generated to corroborate concept feasibility, 

perform system sizing and analysis, and predict performance during standard steering 

maneuvers. Simulation results showed that a DC power steering system is a feasible, promising, 

and challenging alternative, which upon further research and development will be brought to 

life and tested on a prototype machine. 

Keywords: displacement control, articulated steering, power steering, dynamic modeling 

 

1 Introduction 

Demand for power steering originated from the need for 

providing assistance to operators in achieving their heading 

directions, especially as transportation vehicles grew in size 

and mass. While the main requirements of primitive systems 

were simply adequate assistance levels and acceptable 

controllability, today’s requirements are more stringent. 

Given the increased awareness and attention paid to energy 

efficiency, productivity, and safety, researching alternative 

technologies is underway. Present-day power steering 

systems include hydraulic, electric, and electro-hydraulic 

architectures, which vary based on their energy source, 

energy transmission, and energy management schemes. 

Hydraulic power steering is plagued with poor energy 

efficiency mainly due to throttling losses associated with 

hydraulic control valves. Electric power steering systems 

offer better energy efficiency with on-demand power supply 

and result in improved packaging constraints, but suffer 

from power limitations at larger vehicle segments. State-of-

the-art electrohydraulic steering systems take advantage of 

the high power density and efficiency of fluid power, but 

use electronically controlled valves that still suffer from 

energy inefficiency. 

This paper introduces a novel electrohydraulic steer-by-wire 

steering system and uses a compact wheel loader as a case 

study. The paper details the high-fidelity co-simulation plant 

model consisting of a coupled hydraulics and dynamics 

modules. The new system utilizes a proven energy-saving 

technology, Displacement Control (DC) developed by 

Rahmfeld and Ivantysynova (1998), which eliminates 

hydraulic control valves throttling losses by directly 

controlling the pump displacement instead.  

2 Displacement Control Power Steering 

Displacement Control (DC) steering can be classified under 

electro-hydrostatic power steering, where the steering wheel 

torque / angle and vehicle speed are sensed and fed back to a 

controller that adjusts the displacement of a variable 

displacement pump as opposed to controlling a proportional 

valve. Figure 1 is provided for identification of components 

in the proposed circuitry. The actuator (8) velocity is 

controlled by adjusting the pump (2) speed, displacement, or 

both.  The pump input/output ports are connected to the 

piston/rod sides of the actuator. The differential fluid flow 

between the actuator’s uneven sides is overcome by means 

of pilot-operated check valves (6), which keep the low 

pressure side of the actuator connected to a low pressure 

source that can either provide or absorb flow to balance the 

unequal cylinder flow. The low pressure source has its own 

fixed displacement charge pump (4), driven by the same 

prime mover (1), providing continuous flow to the 

cylinder’s low pressure side and the pump control system. 

The low pressure level setting is adjusted via a pressure 

relief valve (5). An accumulator (not shown) could be used 

in order to provide high flow rate spikes when sudden high 

speed cylinder movements are incurred, if the charge pump 

flow is not sufficient. The system is protected from over-

pressurization by means of pressure relief valves (7) 

installed on both sides of the actuator.  

541

file://pasture.ecn.purdue.edu/fpworks/Naseem%20Daher/06Publications%20&%20Conferences/13th%20%20Scandinavian%20International%20Conference%20on%20Fluid%20Power_Sweden_June%202013/ndaher@purdue.edu
mailto:wang1310@purdue.edu
file://pasture.ecn.purdue.edu/fpworks/Naseem%20Daher/06Publications%20&%20Conferences/13th%20%20Scandinavian%20International%20Conference%20on%20Fluid%20Power_Sweden_June%202013/mivantys@purdue.edu


 

Figure 1: DC Steering Hydraulic Schematic 

The pump control system (3), which is detailed in fig. 2, 

uses a single stage proportional control valve that meters 

flow to a double rod actuator connected to the pump swash 

plate. The actuator linear displacement determines the 

angular position of the swash plate, and therefore the 

instantaneous pump displacement volume per revolution. 

 

Figure 2: Pump Swash Plate Control System 

3 System Modeling 

In this section, a detailed dynamic model of the DC steering 

system plant is described. The system level model is 

composed of two main building blocks: a hydraulics module 

and a mechanics one. Figure 3 shows a top-level block 

diagram of the system model structure and setup. The 

hydraulics module delivers the required flow rates to induce 

motion in the linear actuators, which translates into vehicle 

artiuclation. The pressure levels in the actuator sides are 

determined by the load computed within the mechanics 

module mainly due to the opposing loads generated at the 

ground-tire interface. 

 

Figure 3: Block Diagram of DC Steering System Model 

3.1 Hydraulics Subsystem Model 

The hydraulics module includes a variable displacement 

pump / motor unit modeled with its associated volumetric 

and torque losses, transmission line losses, a pump control 

system, a low pressure source system, and a pressure-flow 

model to determine pressure build-up inside the actuator. 

3.1.1 Variable Displacement Pump/Motor Model 

The variable displacement axial piston machine is modeled 

with careful consideration to volumetric and torque losses 

incurred throughout the entire pump operating range. First, 

the derived (actual) pump displacement volume is 

determined using the Toet method. Second, steady-state 

measurements are recorded at various speeds, 

displacements, and pressures at constant inlet temperature. 

The measured data is then fitted to a 3
rd

 degree polynomial 

to generate the proper loss coefficients as functions of 

operating conditions. Following are the governing equations 

that were used to generate the pump model, provided in 

pumping mode operation.  

 e d sQ V n Q   (1) 

where Qe is the effective pump flow rate, β is the normalized 

pump swash plate angle, Vd is the derived pump 

displacement volume, n is the pump speed, and Qs is the 

volumetric loss flow rate given by eq. (2). 
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The pump effective torque, Te, is given by eq. (3): 

 e d sT V p T    (3) 

where Δp is the pressure differential across the pump ports, 

and Ts is the torque loss given by eq. (4). 
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The derived pump displacement volume obtained via the 

Toet method is given in eq. (5). 
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 (5) 

3.1.2 Pressure-Flow Equations 

The pressure build-up inside the actuator chambers is 

determined from the conservation of mass principle, which 

leads to the pressure being a function of the sum of flow 

542



rates entering / leaving the chambers multiplied by the 

reciprocal of the control volumes hydraulic capacitance. In 

the following equations, the zero-position is assumed to be 

at mid-stroke, and the actuator displacement / velocity are 

positive during the compression stroke (fig. 4). 

 
1

.A A A Li r

HA

p Q A x Q Q dt
C

 
    

 
  (6) 

where pA is the piston (A) side pressure, CHA is control 

volume A hydraulic capacitance, QA is the net flow entering 

the piston chamber, AA is the piston side area, x  is the 

actuator velocity, QLi is the internal leakage flow across the 

actuator chambers, and Qr is the relief valve flow rate. 
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Where K is the fluid bulk modulus, H is the total actuator 

stroke, x is the actuator position, Vdead is the dead volume 

inside the actuator, and VLA is the transmission line A 

volume. 

Similarly, the pressure on side B (rod) is determined via eq. 

(8) and eq. (9). 
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Figure 4: Actuator Pressure-Flow Diagram 

3.1.3 Actuator Friction Model 

The sliding friction behavior between the actuator’s rod and 

cylinder housing is modeled based on the Stribeck curve 

regime, which accounts for static friction, coulomb friction, 

and viscous friction effects. 
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 (10) 

where FR is the resultant friction force, dv is the viscous 

friction coefficient, FC is the Coulomb friction force, FH is 

the static friction force, and τH is the static friction force 

constant. A sample plot of the actuator friction force is 

shown in fig. 5. 

 

Figure 5: Actuator Stribeck Friction Curve 

3.1.4 Transmission Line Losses 

Transmission line losses are derived from the Navier-Stokes 

equations by balancing the pressure forces against the 

viscous forces. Given that the lines configuration and fluid 

viscosity are virtually constant, the pressure drop in the 

transmission lines, ΔpL, could be determined by multiplying 

the effective flow rate by a constant gain per eq. (11). 
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where μ is the fluid dynamic viscosity, ν is the fluid 

kinematic viscosity, and lL, RL,and  AL are the transmission 

line length, radius, and area respectively. 

3.1.5 Low Pressure System 

The low pressure system consists of a fixed positive 

displacement charge pump, two pressure relief valves, and 

two pilot-operated check valves (POCV) shown in fig. 6. 

 

Figure 6: Pilot-Operated Check Valve 

The POCV is modeled using a force balance on the pilot 

spool, which determines both its displacement, yc, as well as 

the mode of operation i.e. normal flow versus reverse flow. 

Normal Flow Direction: 

  2 0

0

1
( )c c LP ky A p p F

k
    (12) 

Reverse Flow Direction: 
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       (13) 

The resulting POCV flow is given by eq. (14). 

 
2

2 ( )c D c cQ A y sign p p 


    (14) 

 1/ 2 LPp p p    (15) 

where Ac is the cone orifice area, pLP is the pressurized low 

pressure, p1 is the pilot pressure, p2 is the cylinder / outlet 

pressure, FK0 is the spring pre-load force, k0 is the spring 

rate, Asp is the spool area, and αD is the discharge 

coefficient. 

3.1.6 Pump Control System 

The dynamics of the pump control system responsible for 

adjusting the swash plate angle are dominated by the 

servovalve dynamics, which are modeled as a linear second 

order transfer function from the commanded input voltage 

signal, uSV, to the output spool position, ySV, per eq. (16). 
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where ωSV is the servovalve natural frequency and ζSV is the 

valve’s damping ratio. 

3.2 Mechanics Module 

Two separate mechanics modules were generated to allow 

for performing simulations of two types of common wheel 

loader maneuvers. The first model is a 1-DOF model where 

the loader articulates while stationary, simulating a truck 

loading cycle where the load is transferred from one side to 

the other. The second model is a 3-DOF model where the 

loader articulates as it travels, simulating transferring a load 

at a work site. 

3.2.1 1-DOF Dynamic Model 

The wheel loader was modeled as two sub-frames connected 

in the center at the articulation (revolute) joint. For 

simplicity, the rear sub-frame was fixed to the ground and 

only the front sub-frame was allowed to rotate, resulting in 

1-DOF motion. The linear actuator was modeled as two 

rigid bodies, rod and cylinder, moving relative to one 

another along an axial (prismatic) joint. The hydraulic force 

acts on the rod causing it to translate inside the cylinder, 

which induces rotational motion of the sub-frame about the 

articulation (revolute) joint. The rotational motion is a result 

of the balance of moments about the articulation joint (fig. 

7) given in eq. (17). 

 _* . . ( ).
2

str j f tf AJ Tire Lat f f fF r I
wb

N d d     (17) 

where Fstr is the steering force, rj is the normal distance 

between the articulation joint and the steering actuator force 

line of action, Nf is the front axle normal load, wb is the 

vehicle wheelbase, μtf is the friction coefficient between the 

tire and the ground, dAJ is the articulation joint damping 

coefficient, dTire_Lat is the tires lateral damping coefficient, ωf 

is the front sub-frame articulation angle rate, and If is the 

front sub-frame moment of inertia. 

 

Figure 7: 1-DOF Dynamic Model 

3.2.2 3-DOF Dynamic Model 

The 1-DOF model only allows for simulating static steering 

maneuvers. In order to simulate a moving vehicle, a multi-

DOF model is then required. However, making changes to 

the steering system of any moving vehicle requires a deep 

understanding of the vehicle dynamics aspect. The 

mechanics module primarily consists of a 3-DOF vehicle 

dynamics model based on the Lagrangian equation. The 

Lagrangian approach was adopted due to the complexity of 

forces and constraints associated with articulated vehicles, 

where the Newtonian approach is strenuous to apply given 

the vectorial nature and continuous variation of the forces 

and accelerations at hand. 

 

Figure 8: Articulated Vehicle Dynamics 

The standard form of the Lagrange equation is given in eq. 

(18) below: 
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where L  is the Lagrangian function (defined as kinetic 

energy, T, minus potential energy, V), q is the set of 

generalized coordinates, D is the dissipative function, and Qi  

is the set of generalized forces and moments. The kinetic 

energy includes the translational and rotational motions of 

two constrained sub-frames as shown in eq. (19). The 

potential energy and dissipative function are functions of the 

(equivalent) torsional spring and damping constants, and the 

articulation angle / rate as shown in eq. (20) and eq. (22). 
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Given the constraint imposed by the articulation joint, the 

rear sub-frame motion can be expressed in terms of the front 

sub-frame motion, yielding the modified kinetic energy 

expression given by eq. (23). 
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The originally selected set of generalized coordinates, q, 

consisted of the global X and Y coordinates, and the angles, 

ψ and θ, which the front and rear sub-frames make relative 

to the global X abscissa, respectively. However, to allow for 

performing maneuvers with large deviations from the global 

axes such as steady-state cornering, and to reduce the order 

of the system, a coordinate transformation to the local front 

sub-frame longitudinal and lateral velocities, uf and vf 

respectively, is necessary per eq. (24) and eq. (25). 

 cos sinf f fu X Y     (24) 

 sin cosf f fv X Y      (25) 

As a result the Lagrangian equations of the X and Y 

coordinates are replaced with those of uf and vf respectively. 
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Another substitution that simplifies the system of equations 

as well as allows for explicitly stating the articulation angle, 

ϕ (a desired state variable), is to apply eq. (28). 

      (28) 

Consequently, the following set of coordinates was selected: 

  ( ) , , ,
T

f ft u v  q  (29) 

where   is the front yaw angle rate, and   is the 

articulation angle rate.  

Next, the rear sub-frame local velocities are expressed in 

terms of the front sub-frame local velocities assuming small 

articulation angle approximation. 

 r f fu u v b 


     (30) 

  r f fv u v b c c  
 

      (31) 

At last, the kinetic energy is now expressed in terms of the 

desired generalized coordinates, uf, vf, ψ, and ϕ as shown in 

eq. (32). 
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 (32) 

Using the virtual work principle, the right hand sides of the 

Lagrangian equations are resolved. Referring to fig. 8, the 

following virtual work equation is arrived at. 
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(33) 

For determining the tire lateral forces, it is first necessary to 

determine the tire lateral slip angles. The tire lateral slip 

angle is defined as the angle between the actual traveling 

direction of the tire and the direction of the tire centerline. 

Using small angle approximation, the average slip angles of 

the front and rear tires are given by eq. (34) and eq. (35). 
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For this paper, the linear tire model is used given its 

simplicity, linear property, and applicability for the 

maneuvers under consideration relative to speed, articulation 

angle, and such. The linear tire model is given by eq. (36) 

through eq. (39). 
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(39) 

where Fyf and Fyr are the front and rear tire lateral forces 

respectively, Nf and Nr are the front and rear axle vertical 

loads respectively, and Cαf and Cαr are the front and rear 

tires lateral force coefficients respectively. Mzf and Mzr are 

the front and rear tire aligning moments respectively, and 

CMαf and CMαr are the front and rear tire aligning moment 

coefficients respectively. The tire normal loads are 

determined based on equilibrium analysis of forces and 

moments leading to the expression of the tire normal forces 

in terms of the defined vehicle parameters shown in fig. 8.
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EOM for Generalized coordinate fv : 

The EOM for vf is obtained after taking time derivatives, 

partial derivatives, ignoring nonlinear and second order 

terms, and substituting the generalized force, Qvf, in the 

Lagrange equation. 
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(42) 

The EOM for the remaining two generalized coordinates are 

obtained in a similar fashion and are listed below in eq. (43) 

and eq. (44) for completeness.  

EOM for Generalized coordinate : 
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EOM for Generalized coordinate : 
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(44) 

At this point, the equations of motion are expressed in a 

manner such that the derivatives of the selected generalized 

coordinates are on the left hand side, whereas the 

generalized coordinates themselves are on the right hand 

side of the equations. This format is in accordance with a 

system of linear first order differential equations. Such 

formulation lends itself to expressing the system in state 

space format, which is currently under development for 

generating a linear model to be used for designing a 

controller based on modern control theory. 

3.3 MSC Adams Model 

The compact wheel loader under investigation is designated 

as the baseline test vehicle to be used for model validation, 

hardware implementation, and controller development.  The 
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generated models in this paper were developed based on the 

parameters of the baseline vehicle shown in tab. 1. 

Parameter Description Value Unit 

m Vehicle Mass 4100 kg 

mf Front Sub-frame Mass 1640 kg 

mr Rear Sub-frame Mass 2460 kg 

If Front Sub-frame Moment of 

Inertia 

1500 kg.m
2
 

Ir Rear Sub-frame Moment of 

Inertia 

2500 kg.m
2
 

wb Vehicle Wheelbase 2.12 m 

a Distance Between Front 

Sub-frame CG and Front 

Axle 

0 m 

b Distance Between Front CG 

and Articulation Joint 

1.06 m 

c Distance Between Rear CG 

and Articulation Joint 

1.06 m 

d Distance Between Rear Sub-

frame CG and Front Axle 

0 m 

rj Normal Distance Between 

the Articulation Joint and the 

Steering Actuator Force Line 

of Action 

0.2 m 

Table 1: Baseline Wheel Loader Parameters 

A multi-body dynamics model was generated in MSC 

Adams software for two purposes. First, it allows for 

performing accurate simulations of dynamic steering 

maneuvers when coupled with the hydraulic subsystem. 

Second, it will provide a platform for validating the derived 

linear model, which will be used for advancing the research 

forward relative to control algorithms development. The 

model’s topology comprises two rigid bodies connected at 

the articulation joint via a revolute joint. When no 

articulation angle input is present i.e. no flow to/from the 

actuator and ignoring leakage across the actuator sides, the 

hydraulic fluid inside the steering actuator creates the effect 

of a (stiff) torsional spring at the joint, whose stiffness, Kaj, 

is approximated via eq. (45), which results from the 

pressure-flow equation.  

  2 21a j A j

t

K
K A r

V
    (45) 

where K is the fluid bulk modulus, Vt is the total volume of 

fluid under compression including actuator chambers and 

transmission lines, AA is the actuator piston area, α is the 

area ratio between the actuator sides, γ is a linear conversion 

factor between the steering actuator linear motion and the 

vehicle rotational motion, and rj is the normal distance 

between the articulation joint and the steering actuator force 

line of action. As for damping, the articulation joint friction 

along with the tires lateral damping play the role of a 

torsional damper present at the joint. This parameter was 

estimated based on literature review [1] due to lack of 

measurements at the present time. The PAC 2002 Magic-

Formula tire model was selected, which is suitable for the 

considered maneuvers involving single-lane change and 

steady-state cornering. Figure 9 shows the generated Adams 

model that was used during the simulation run. 

 

Figure 9: Adams Model of an Articulated Vehicle 

3.4 MATLAB Simulink SimMechanics
TM

 Model 

A 1-DOF dynamic model was designed in MATLAB 

Simulink SimMechanics
TM

 environment. The main purpose 

of the model is to generate a load that the hydraulic 

subsystem must overcome to induce articulation while the 

vehicle performs static maneuvers i.e. zero forward speed. 

 

Figure 10: MATLAB Simulink SimMechanics
TM 

Model 

4 System Model 

Inducing an articulation angle requires a steering torque to 

be exerted about the articulation joint. This requires 

coupling the hydraulics and mechanics models. For the 

Adams model to accept steering force as an input, the 
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steering actuator was modeled as a linear spring / damper 

element connected to both subframes (fig. 11). 

 
Figure 11: Adams Model Linear Actuator Setup 

The Adams plant model was then exported to Simulink in a 

manner that inputs actuator force and outputs the 

articulation angle and rate as shown in fig. 12. 

 

Figure 12: Exported Adams Plant Model into Simulink® 

5 Simulation Results 

Two maneuvers were simulated: a static maneuver where 

the vehicle speed is set to zero and the articulation angle is 

varied between +25° and -25° emulating a static loading 

cycle; second, a dynamic maneuver where the vehicle 

forward speed is set to 20 km/hr and the vehicle direction 

changes between ±9° mimicking a lane change maneuver. 

The maneuvers were realized via a simple proportional 

controller providing closed-loop position control. The 

relevant parameters used during the simulation are given in 

tab. 2. 

Description Value Unit 

Pump Displacement Volume 18 cm
3
/rev 

Engine/Pump Speed 1500 rev/min 

Actuator Piston Diameter 0.078 m 

Actuator Rod Diameter 0.032 m 

Fluid Bulk Modulus 1.9e9 N/m
2
 

Fluid Density 870 Kg/m
3
 

Low Pressure System Pressure 25 Bar 

Articulation Joint Damping 350 N.m.s/rad 

Table 2: Simulation Parameters 

5.1 Static Maneuver 

Figure 13 shows the vehicle articulation angle varying 

between +25° and -25°. The ramp-up and ramp-down rates 

confirm the sizing of the DC steering pump, which was 

sized to meet the same cycle requirements as the baseline 

hydrostatic steering system. 

 

Figure 13: Static Maneuver – Articulation Angle 

Figure 14 shows the pressure rise inside the corresponding 

chambers of the steering actuator. The results serve multiple 

validation checks. First, given that the steering actuator is 

mounted with its piston side (A) towards the rear of the 

vehicle, articulating the vehicle to the left (positive angle) 

requires the pressure on the rod side (B) to rise and vice 

versa. Second, the model accurately predicts that higher 

pressure is needed to articulate the vehicle left than right, 

since side B has a smaller area than side A. Lastly, the low 

pressure system successfully kept the low pressure side at 

the specified setting of 25bar, which confirms the sizing as 

well as validates the intricate modeling of the low pressure 

system. 

 

Figure 14: Static Maneuver – Actuator Pressure 
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Figure 15 shows the net steering actuator force resulting 

from the pressure differential across the actuator sides. 

 

Figure 15: Static Maneuver – Steering Actuator Force 

5.2 Dynamic Maneuver 

Figure 16 shows the articulation angle of the vehicle during 

the dynamic maneuver. The vehicle executed a lane change 

maneuver by changing direction in both ways while driving 

at 20 km/hr. 

 

Figure 16: Dynamic Maneuver – Articulation Angle 

Figure 17 shows the pressures inside the actuator chambers 

as the vehicle articulates. Similar results were obtained as in 

the static maneuver. Articulating the vehicle to the left 

(positive) requires the pressure on the rod side (B) to rise 

and vice versa, higher pressure levels are needed to 

articulate the vehicle left than right since side B has a 

smaller area than side A, and the low pressure system kept 

the low pressure side at the specified setting of 25bar. 

Figure 18 shows the corresponding steering actuator force 

resulting from the pressure differential across the actuator 

chambers. Smaller force magnitudes are observed since the 

friction coefficient between the tire and ground is lower in 

dynamic conditions than static ones. When the vehicle 

reaches the commanded position, the force magnitude 

returns to zero since no further steering effort is required. 

 

Figure 17: Dynamic Maneuver – Actuator Pressures 

 

Figure 18: Dynamic Maneuver – Actuator Force 

Figure 19 shows the tire lateral slip angles as the vehicle 

direction deviates from straight-line forward motion. The 

sign and magnitude of both axles accurately reflect the 

maneuver at hand, which were verified against manually 

performed calculations based on eq. (34) and eq. (35). The 

fact that the slip angles of the tires on the same axle almost 

overlap, which allows for modeling the vehicle as a bicycle 

and combining both tires into one.  

 

Figure 19: Dynamic Maneuver – Tire Lateral Slip Angles 
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Figure 20 shows the tire lateral forces resulting from the slip 

angles shown in fig. 19, the tire normal loads, and the 

surface type. The sign and magnitude of the tire forces 

match the theoretical values as computed from eq. (36) and 

eq. (37). 

 

Figure 20: Dynamic Maneuver – Tire Lateral Forces 

6 Future Work 

The results obtained in this paper will be used to aid in both 

the derivation process as well as the validation process of 

linearized models for the hydraulic subsystem, the dynamic 

subsystem, and the entire system. Linear models allow for 

exploiting modern control theory techniques pertaining to 

linear time-invariant (LTI) systems. After designing a 

controller, the generated control algorithms and dynamic 

models will be validated and fine-tuned based on 

measurement results obtained from a baseline test vehicle. 

This requires retrofitting the test vehicle with a renovated 

steering column assembly, tactile feedback device, a DC 

axial piston pump, sensors, actuators, electronics, and a real-

time controller. 

7 Conclusion 

A novel electro-hydraulic steer-by-wire system realized via 

DC technology has been proposed. High fidelity nonlinear 

dynamic models of the two subsystems that are at the heart 

of the new system, hydraulics and mechanics, were 

developed and validated. Finally, a sophisticated nonlinear 

system plant model is now available on hand, which will be 

used for validating the linearized models under 

investigation, paving the road in front of the design and 

development of a robust steer-by-wire system controller. 

The technology will be demonstrated on a compact wheel 

loader. Baseline measurements of the stock loader have been 

conducted, and will be used to compare against the new 

measurement results after the implementation of the new 

steering system.  

Nomenclature 

Qe Pump Effective Flow Rate 

β Pump Swash Plate Angle (Normalized) 

Vd Pump Displacement Volume (Derived) 

n Pump Speed 

Qs Pump/Motor Volumetric Loss 

Te Pump/Motor Effective Torque 

Ts Pump/Motor Torque Loss 

Δp Pressure Differential Across Pump/Motor Ports 

KQ Pump/Motor Volumetric Loss Coefficient 

KT Pump/Motor Torque Loss Coefficient 

p Pressure 

Q Flow Rate 

CH Hydraulic Capacitance 

x  Actuator Velocity 

A Area 

V Volume 

α Actuator Area Ratio 

KLi Coefficient of Internal Leakage of Actuator 

K Fluid Bulk Modulus 

H Maximum Actuator Stroke (End-to-End) 

x Actuator Position 

Vdead Actuator Dead Volume 

μ Fluid Dynamic Viscosity 

ν Fluid Kinematic Viscosity 

ρ Fluid Density 

FR Resultant Friction Force 

FC Coulomb Friction Force 

FH Static Friction Force 

τH Static Friction Force Constant 

lL Transmission Line Length 

RL Transmission Line Radius 

yc Pilot-Operated Check Valve Spool Displacement 

Qc Pilot-Operated Check Valve Flow Rate 

αD Pilot-Operated Check Valve Discharge 

Coefficient 

dc Pilot-Operated Check Valve Cone Diameter 

yc Pilot-Operated Check Valve Cone Position 

Ac Pilot-Operated Check Valve Cone Orifice Area 

550



pLP Pressurized Low Pressure 

p1 Pilot-Operated Check Valve Pilot Pressure 

p2 Pilot-Operated Check Valve Cylinder / Outlet 

Pressure 

FK0 Pilot-Operated Check Valve Spring Pre-load 

Force 

K0 Pilot-Operated Check Valve Spring Rate 

Asp Pilot-Operated Check Valve Spool Area 

ωSV Servovalve Natural Frequency 

ζSV Servovalve Damping Ratio 

Fstr Steering Actuator Force 

rj Normal Distance Between the Articulation Joint 

and the Steering Actuator Force Line of Action 

Caj Articulated Joint Torsional Damping Coefficient 

Nf Front Axle Normal Load 

μtf Friction Coefficient Between the Tire and Ground 

wb Vehicle Wheelbase 

daj Articulation Joint Damping Coefficient  

dTire_Lat Tires Lateral Damping Coefficient 

ωf Front Sub-frame Articulation Angle Rate 

L Lagrangian Function 

T  Kinetic Energy 

V Potential Energy 

D  Dissipative Function 

Qi Generalized Forces 

mf Front Sub-frame Mass 

mr Rear Sub-frame Mass 

Xf Front Sub-frame Global Abscissa 

Yf Front Sub-frame Global Ordinate 

xf Front Sub-frame Local Abscissa 

yf Front Sub-frame Local Ordinate 

If Front Sub-frame Moment of Inertia 

Ir Rear  Sub-frame Moment of Inertia 

ψ Front Sub-frame Yaw Angle 

θ Rear Sub-frame Yaw Angle 

ϕ Articulation Angle  

a Distance between Front C.G. and Front Axle 

b Distance between Front C.G. and Articulation 

Joint 

c Distance between Rear C.G. and Articulation 

Joint 

d Distance between Rear C.G. and Rear Axle 

Kaj Articulation Joint Equivalent Torsional Stiffness 

Caj Articulation Joint Equivalent Torsional Damping 

uf Front Sub-frame Longitudinal Velocity 

vf Front Sub-frame Lateral Velocity 

Fy Tire Lateral Force 

MZ Tire Aligning Moment 

αs Tire Slip Angle 

αf Front Tires Slip Angle 

αr Rear Tires Slip Angle 

N Axle Normal Load 

Cα Tires Lateral Force Coefficient 

CMα Tires Aligning Moment Coefficient 

g Gravity Constant 

γ Conversion Factor Between Actuator Linear 

Motion and Vehicle Articulation Motion 

Cd Actuator Viscous Damping Coefficient 

mr Actuator Rod Mass 

FL Actuator Load Force 

 

DC Displacement Control 

POCV Pilot-Operated Check Valve 

DOF Degree(s) of Freedom 

CG Center of Gravity 

EOM Equation(s) of Motion 
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