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Preface 
Scandinavian Simulation Society and was held on October 30-31, 2007 in Göteborg (Särö), 
Sweden. The Scandinavian Simulation Society (SIMS) has members in the four Nordic 
countries Denmark, Finland, Norway and Sweden. The SIMS history goes back to 1959 and is 
organised as a federation of the regional Scandinavian societies. SIMS is also a member 
society of EUROSIM - the Federation of European Simulation Societies. 

The purpose of the annual SIMS conference is to cover broad aspects of modelling and 
simulation and scientific computation. Every year a special topic is considered, this year 
multibody dynamics has been the main focus of the conference. 

Following the tradition of previous conferences in this series, the scientific program 
consisted of 2 tutorial sessions, 3 keynote addresses and 24 contributed talks, distributed over 
two days. The speakers covered a wide range of topics, including numerical issues in 
simulation, distributed simulation, co-simulation, modelling and simulation aspects of 
multibody systems, domain specific models and issues related to simulation environments 
design. Several speakers discussed applications in automotive, production of pharmaceuticals, 
heating systems and batch reactors. 

The broad range of interests was exemplified by the topics selected for the keynote 
addresses: 
 

• Gustaf Söderlind from the Centre for Mathematical Sciences Lund University, Sweden 
presented recent advances in adaptive time-stepping numerical algorithms. 

• Pieter J. Mosterman, Senior Research Scientist at The MathWorks, Inc.USA gave an 
overview of tool infrastructure that is essential for the successful adoption of Model-
Based Design at an enterprise-wide level and presented the new directions in 
modelling and simulation research. 

• Sten Henriksson, a semi retired Senior Lecturer at the Computer Science Department 
of Lund University presented his personal recollections and reflections on the 
intellectual contributions of computers to science. 

 
The conference was organized in cooperation with Linköping University (Department of 
Computer and Information Science), Lund University (Center for Mathematical Sciences) and 
the two simulation societies: Scandinavian Simulation Society and Swedish Simulation 
Society. 
 
 
The SIMS 2007 Conference Program Chairs 
Peter Bunus 
Dag Fritzson 
Claus Führer 
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Automatic Parallelization of Mathematical Models Solved with 

Inlined Runge-Kutta Solvers 

Håkan Lundvall and Peter Fritzson 
PELAB – Programming Environment Lab, Dept. Computer Science 

Linköping University, S-581 83 Linköping, Sweden 
{haklu, petfr}@ida.liu.se 

Abstract 

In this work we report preliminary results of automati-

cally generating parallel code from equation-based 

models together at two levels: Performing inline ex-

pansion of a Runge-Kutta solver combined with fine-

grained automatic parallelization of the resulting RHS 

opens up new possibilities for generating high per-

formance code, which is becoming increasingly rele-

vant when multi-core computers are becoming com-

mon-place. 

We have introduced a new way of scheduling the task 

graph generated from the simulation problem which 

utilizes knowledge about locality of the simulation 

problem. The scheduling is also done in a way that lim-

its communication, to the greatest extent possible, to 

neighboring processors thus avoiding expensive global 

synchronization. Preliminary tests on a PC-cluster 

show speedup that is better than what was achieved in 

previous work where parallelization was done only at 

the equation system level.  

Keywords: Modelica, automatic parallelization. 

1. Background – Introduction to 

Mathematical Modeling and Modelica 

Modelica is a rather new language for equation-based 
object-oriented mathematical modeling which is being 
developed through an international effort [5][4]. The 
language unifies and generalizes previous object-
oriented modeling languages. Modelica is intended to 
become a de facto standard. It allows defining simula-
tion models in a declarative manner, modularly and hi-
erarchically and combining various formalisms ex-
pressible in the more general Modelica formalism. The 
multidomain capability of Modelica gives the user the 
possibility to combine electrical, mechanical, hydrau-
lic, thermodynamic, etc., model components within the 
same application model. 

In the context of Modelica class libraries software 
components are Modelica classes. However, when 
building particular models, components are instances 
of those Modelica classes. Classes should have well-

defined communication interfaces, sometimes called 
ports, in Modelica called connectors, for communica-
tion between a component and the outside world. A 
component class should be defined independently of 

the environment where it is used, which is essential for 
its reusability. This means that in the definition of the 
component including its equations, only local variables 
and connector variables can be used. No means of 
communication between a component and the rest of 
the system, apart from going via a connector, is al-
lowed. A component may internally consist of other 
connected components, i.e. hierarchical modeling. 

To grasp this complexity a pictorial representation of 
components and connections is quite important. Such 
graphic representation is available as connection dia-

grams, of which a schematic example is shown in 
Figure 1 where a complex car simulation model is built 
in a graphical model editor. 

 
Figure 1. Complex simulation models can be built by 
combining readily available components from domain li-
braries. 

To summarize, Modelica has improvements in several 
important areas: 

• Object-oriented mathematical modeling. This tech-

nique makes it possible to create physically relevant 

and easy-to-use model components, which are em-

ployed to support hierarchical structuring, reuse, 

and evolution of large and complex models cover-

ing multiple technology domains. 
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• Acausal modeling. Modeling is based on equations 

instead of assignment statements as in traditional 

input/output block abstractions. Direct use of equa-

tions significantly increases re-usability of model 

components, since components adapt to the data 

flow context in which they are used. This generali-

zation enables both simpler models and more effi-

cient simulation. However, for interfacing with tra-

ditional software, algorithm sections with assign-

ments as well as external functions/procedures are 

also available in Modelica. 

• Physical modeling of multiple application domains. 

Model components can correspond to physical ob-

jects in the real world, in contrast to established 

techniques that require conversion to “signal” 

blocks with fixed input/output causality. In Mode-

lica the structure of the model becomes more natu-

ral in contrast to block-oriented modeling tools. For 

application engineers, such “physical” components 

are particularly easy to combine into simulation 

models using a graphical editor (Figure 1). 

2. The OpenModelica Open Source 

Implementation 

In this work the OpenModelica software is used which 
is the major Modelica open-source tool effort.  

The OpenModelica environment is the major Modelica 
open-source tool effort [3] consists of several intercon-
nected subsystems, as depicted in Fig. 2. Arrows de-
note data and control flow. Several subsystems provide 
different forms of browsing and textual editing of 
Modelica code. The debugger currently provides de-
bugging of an extended algorithmic subset of Mode-
lica. The graphical model editor is not really part of 
OpenModelica but integrated into the system and 
available from MathCore without cost for academic 
usage. In this research project two parts of the Open-
Modelica subsystem is used. 

• A Modelica compiler subsystem, translating Mode-

lica to C code, with a symbol table containing defi-

nitions of classes, functions, and variables. Such 

definitions can be predefined, user-defined, or ob-

tained from libraries. 

• An execution and run-time module. This module 

currently executes compiled binary code from 

translated expressions and functions, as well as 

simulation code from equation based models, linked 

with numerical solvers. 

 

Modelica 
Compiler 

Interactive 
session handler 

Execution 

Graphical Model 
Editor/Browser 

Textual  
Model Editor 

   

Modelica 
Debugger 

Emacs  
Editor/Browser 

DrModelica 
NoteBook  

Model Editor 

Eclipse Plugin  
Editor/Browser 

 

Figure 2. OpenModelica architecture. 

3. Approaches to Integrate Parallel-

ism and Mathematical Models 

There are several approaches to exploit parallelism in 
mathematical models. In this section we briefly review 
some approaches that are being investigated in the con-
text of parallel simulation of Modelica models. 

3.1 Automatic Parallelization of Mathematical 

Models 

One obstacle to parallelization of traditional computa-
tional codes is the prevalence of low-level implementa-
tion details in such codes, which also makes automatic 
parallelization hard.  

Instead, it would be attractive to directly extract paral-
lelism from the high-level mathematical model, or 
from the numerical method(s) used for solving the 
problem. Such parallelism from mathematical models 
can be categorized into three groups: 

• Parallelism over the method. One approach is to 

adapt the numerical solver for parallel computation, 

i.e., to exploit parallelism over the method. For ex-

ample, by using a parallel ordinary differential 

equation (ODE) solver for that allows computation 

of several time steps simultaneously. However, at 

least for ODE solvers, limited parallelism is avail-

able. Also, the numerical stability can decrease by 

such parallelization. See for example [13]. 

• Parallelism over time. A second alternative is to 

parallelize the simulation over the simulated time. 

This is however best suited for discrete event simu-

lations, since solutions to continuous time depend-

ent equation systems develop sequentially over 

time, where each new solution step depends on the 

immediately preceding steps. 

• Parallelism of the system. This means that the mod-

eled system (the model equations) is parallelized. 

For an ODE or DAE equation system, this means 

parallelization of the right-hand sides of such equa-

tion systems which are available in explicit form; 

moreover, in many cases implicit equations can 

2



automatically be symbolically transformed into ex-

plicit form. 

A thorough investigation of the third approach, auto-
matic parallelization over the system, has been done in 
our recent work on automatic parallelization (fine-
grained task-scheduling) of a mathematical model [1] 
[11], Fig 3. 

 

Figure. 3. Speedup on Linux cluster with SCI intercon-
nect. 

In this work we aim at extending our previous ap-
proach to inlined solvers, integrated in a framework 
exploiting several levels of parallelism. 

3.2 Coarse-Grained Explicit Parallelization Us-

ing Computational Components 

Automatic parallelization methods have their limits. A 
natural idea for improved performance is to structure 
the application into computational components using 
strongly-typed communication interfaces. 

This involves generalization of the architectural lan-
guage properties of Modelica, currently supporting 
components and strongly typed connectors, to distrib-
uted components and connectors. This will enable 
flexible configuration and connection of software com-
ponents on multiprocessors or on the GRID. This only 
involves a structured system of distributed solvers/ or 
solver components.  

3.3 Explicit Parallel Programming  

The third approach is providing general easy-to-use 
explicit parallel programming constructs within the al-
gorithmic part of the modeling language. We have pre-
viously explored this approach with the NestStep-
Modelica language [7, 12]. NestStep is a parallel pro-
gramming language based on the BSP (Bulk-
Synchronous Parallel) model which is an abstraction of 
a restricted message passing architecture and charges 
cost for communication. It is defined as a set of lan-
guage extensions which in the case of NestStepMode-
lica is added to the algorithmic part of Modelica. The 
added constructs provide shared variables and process 
coordination. NestStepModelica processes run, in gen-

eral, on different machines that are coupled by the 
NestStepModelica language extensions and runtime 
system to a virtual parallel computer. 

4. Combining Parallelization at Sev-

eral Levels 

Models described in object oriented equation-based 
languages like Modelica give rise to large differential 
algebraic equation systems that can be solved using 
numerical DAE or ODE-solvers. Many scientific and 
engineering problems require a lot of computational re-
sources, particularly if the system is large or if the right 
hand side is complicated and expensive to evaluate. 
Obviously, the ability to parallelize such models is im-
portant, if such problems are to be solved in a reason-
able amount of time. 

As mentioned in Section 3, parallelization of object 
oriented equation based simulation code can be done at 
several different levels. In this paper we explore the 
combination of the following two parallelization ap-
proaches 

• Parallelization across the method, e.g., where the 

stage vectors of a Runge-Kutta solver can be evalu-

ated in parallel within a single time step. 

• • Fine grained parallelization across the system 

where the evaluation of the right hand side of the 

system equations is parallelized. 

The nature of the model dictates to a high degree what 
parallelization techniques that can be successfully ex-
ploited. 

We suggest that it is often desirable to apply paralleli-
zation at more than one level simultaneously. In a 
model where two parts are loosely coupled it can, e.g., 
be beneficial to split the model using transmission line 
modeling [8] and use automatic equation paralleliza-
tion across each sub model. In this paper, however, we 
investigate the possibility of doing automatic paralleli-
zation across the equation system and the solver simul-
taneously. In previous work [1] automatic paralleliza-
tion across the system has been done by building a task 
graph containing all the operations involved in evaluat-
ing the equations of the system DAE. In order to make 
the cost of evaluating each task large enough compared 
to the communication cost between the parallel proces-
sors that approach uses a graph rewriting system which 
merges tasks together in such a way that the total cost 
of computing and communicating is minimized. In that 
approach the solver is centralized and runs on one 
processor. Each time the right hand side is to be evalu-
ated, data needed by tasks on other processors is sent 
and the result of all tasks is collected in the first proc-
ess before returning to the solver. As a continuation of 
this work we now inline an entire Runge-Kutta solver 
in the task graph before scheduling of the tasks. A 

2 4 6 8 10 12 16

Processors

1.2

1.4

1.6

1.8

2

2.2

Speedup
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similar paper to this was recently published at the Eu-
rosim 2007 conference in Ljubljana. In this paper we 
add some analysis of the test results gained so far. 

Many simulation problems give rise to a DAE system 
consisting of a very large number of equations but 
where each equation only depends on a relatively small 
number of other equations. 

Let f = (f1,…,fn) be the right hand side of such a simu-
lation problem and let fi contain equations only de-
pending on equations of components of indices in a 
range near i. This makes it possible to pipeline the 
computations of the resulting task graph, since evaluat-
ing fi for stage s of the Runge-Kutta solver depend only 
on fj of stage s for j close to i and on fi of stage s-1. The 
largest distance between i and j defines the access dis-
tance of the system.  

Systems that usually lead to short access distances in-
clude discretizations of different kinds. Examples of 
such systems are systems of partial differential equa-
tions, models of compressible fluids in pipes, or me-
chanical systems with flexible parts.  

A task graph of a system where the right hand side can 
be divided into three parts, denoted by the functions f1, 

f2 and f3 where fi only depend on fi-1, inlined in a two 
stage Runge-Kutta solver is shown in figure 4. In the 
figure n_k represent the state after the previous time 
step. We call the function fi the blocks of the system. If 
we schedule each block to a different processor, let us 
say fi is scheduled to pi, then p1 can continue calculat-
ing the second stage of the solver as p2 starts calculat-
ing the first stage of f2. The communication between p1 
and p2 can be non-blocking so that if many stages are 
used communication can be carried out simultaneous to 
the calculations. In a shared memory system we only 
have to set a flag that the data is ready for the next 
process and no data transfer needs to take place.  

The pipelining technique is described in [10]. Here we 
aim at automatically detecting pipelining possibilities 
in the total task graph containing both the solver stages 
and the right hand side of the system, and automati-
cally generating parallelized code optimized for the 
specific latency and bandwidth parameters of the target 
machine. 

It the earlier approach with task merging including task 
duplication the resulting task graph usually ends up 
with one task per processor and communication takes 
place at two points in each simulation step; initially 
when distributing the previous step result from the 
processor running the solver to all other processors and 
at the end collecting the results back to the solver. 

When inlining a multi-stage solver in the task graph 
each processor only needs to communicate with its 
neighbor. In this approach however we cannot merge 
tasks as much since the neighbors of a processor de-

pends on initial results to be able to start their tasks. 
Thus, instead of communicating a lot at the beginning 
and at the end, smaller portions are communicated 
throughout the calculation of the simulation step. 

If the task graph of a system mostly has the property of 
having a narrow access distance, which is required for 
the pipelining, but only on a small number of places 
access components in more distant parts of the graph. 
The rewriting system could also make suggestions to 
the user about places in the model which would benefit 
from a decoupling using transmission line modeling if 
it can be done without loosing the physical correctness 
of the model. 

The task rewriting system is build into the OpenMode-
lica compiler previously mentioned. 

5. Pipelining the task graph 

Since communication between processors is going to 
be more frequent with this approach we want to make 
sure that the communication interferes as little as pos-
sible with the computation. Therefore, we schedule the 
tasks in such a way that communication taking place 
inside the simulation step is always directed in one di-
rection. The used direction is of no importance, we 
chose to direct the communication from processors 
with lower rank to higher ranked processors. Each 
processor is given a rank from 0 to p-1, where p is the 
number of processors used. In this way the lower 
ranked processor is always able to carry on with calcu-
lations even if the receiving processor temporarily falls 
behind. At the end of the simulation step there is a 
phase where values required for the next simulation 
step are transferred back to lower ranked processors, 
but this is only needed once per simulation step instead 
of once for each evaluation of the right hand side. Fur-
thermore this communication takes place between 
neighbors and not to a single master process which 
otherwise can get overloaded with communication 
when the number of processors becomes large. 

6. Sorting Equations for Short Access 

Distance 

One part of translating an acausal equation-based 
model into simulation code involves sorting the equa-
tions into data dependency order. This is done using 
Tarjan’s algorithm [14] which also finds any strongly 
connected components in the system graph, i.e., a 
group of equations that must be solved simultaneously. 
We assign a sequence number to each variable, or set 
of variables in case of a strongly connected component, 
and use this to help the scheduler assign tasks that 
communicate much within the same processor. When 
the task graph is generated each task is marked with 
sequence number of the variable it calculates. When a 
system with n variables is to be scheduled onto p proc-
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essors, tasks marked 1 through n/p is assigned to the 
first processor and so on. 

Even though Tarjan’s algorithm assures that the equa-
tions are evaluated in a correct order we cannot be sure 
that there is not a different ordering where the access 
distance is smaller. If for example two parts of the sys-
tem is largely independent they can become interleaved 
in the sequence of equations making the access dis-
tance unnecessarily large. Therefore we apply an extra 
sorting step after Tarjan’s algorithm which moves 
equations with direct dependencies closer together. 
This reduces the risk of two tasks with a direct depend-
ency getting assigned to different processors. 

As input to the extra sorting step we have a list of 
components and a matching defining which variable is 
solved by which equation. On component represent a 
set of equations that must be solved simultaneously. A 
component often includes only one equation. The extra 
sorting step works by popping a component from the 
head of the component list and placing them in the re-
sulting sorted list as near the head of the sorted list as 
possible without placing it before a component on 
which it depends. See pseudo-code for the algorithm 
below. 

The following data structures are used in the code: 

matching A map from variables to the equations 
that solve them. 

componentList The initial list of components. 

sortedList The resulting sorted list of compo-
nents. 
 
set sortedList to an empty set of components 

while componentList not empty 

 set comp to  componentList.PopHead() 

 set varSet to the set of all variables 

  accessed in any equation of comp 

 set eqSet to an empty set of equations 

 for each variable v in varSet 

  eqSet.insert(matching[v]) 

 end for 

 

 Devide sortedList into left and right so 

 that right is the largest suffix of 

 sortedList where Intersection(right,eqSet) 

 is empty. 

 

 set sortedList to the concatenation of 

  left, comp and right 

end while 

7. Scheduling 

In this section we describe the scheduling process. We 
want all communication occurring inside the simula-
tion step to be one-way only, from processors with 
lower rank to processors with higher rank. To achieve 
this we make use of information stored with each task 
telling us from which equation it originates and thus 
which variable’s evaluation it is part of.  We do this by 

assigning the tasks to the processors in the order ob-
tained after the sorting step described in section 6.  

Tasks with variable number 0 through n1 are scheduled 
to the first processor, n1+1 through n2 to the second 
and so on. The values of ni are chosen so that they are 
always the variable number representing a state vari-
able.  

If we generate code for a single stage solver, e.g., 
Euler, this would be enough to ensure that backward 
communication only takes place between simulation 
steps, since the tasks are sorted to ensure no backward 
dependencies. This is not, however, the case when we 
generate code for multi-stage solvers. When sorting the 
equations in data-dependency order, variables consid-
ered known, like the state of the previous step are not 
considered, but in a later stage of the solver those val-
ues might have been calculated by an equation that 
comes later in the data-dependency sorting. This kind 
of dependency is represented by the dotted lines in fig-
ure 4. Luckily such references tend to have a short ac-
cess distance as well and we solve this by adding a 
second step to the scheduling process.  

For each processor p starting with the lowest ranked, 
find each task reachable from any leaf task scheduled 
to p by traversing the task graph with the edges re-
versed. Any task visited that was not already assigned 
to processor p is then moved to processor p. Tests 
show that the moved tasks do not influence the load 
balance of the schedule much. 

When generating code for the individual processors 
there might be internal dependencies that dictate the 
order in which the tasks are laid out, which do not cor-
respond to the order in which the results are needed by 
dependent tasks on other processors. 

Assume t1 and t2 are assigned to processor p1 and t3 and 
t4 are assigned to processor p2. Furthermore, assume 
that there are dependencies between the tasks as shown 
in figure 5. 

.  

Figure 5. Data dependency graph. 

In this case there is no sense in scheduling a send op-
eration from t1 until t2 is also done, since no other 

t2 

t1 

t3 

t4 
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processor can proceed with the result of t1 alone. 
Therefore all send operations are postponed until there 
is one that another processor actually might be waiting 
for. Then all queued up send operations are merged 
into a single message which reduces the communica-
tion overhead.  

8. Measurements 

In order to evaluate the gained speedup we have used a 
model of a flexible shaft using a one-dimensional dis-
cretization scheme. The shaft is modeled using a series 
of n rotational spring-damper components connected in 
a sequence. In order to make the simulation task com-
putationally expensive enough, to make parallelization 
worth while, we use a non-linear spring-damper model. 
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Figure 6. Relative speedup on PC-cluster 

In these tests we use a shaft consisting of 100 spring-
damper elements connected together. The same model 
has bee used when the task merging approach was 
evaluated in [1], which makes it possible to compare 
the results of this work to what was previously 
achieved. 

The measurements were carried out on a 30-node PC 
cluster where each computation node is equipped with 
two 1.8 GHz AMD Athlon MP 2200+ and 2GB of 
RAM. Gigabit Ethernet is used for communication. 

Figure 6 shows the results of the tests carried out so 
far. As can be seen the speedup for two processors is 
almost linear, but when the number of processors in-
crease the speedup does not follow. 

These preliminary results show very good speedup for 
two processors, but the increased speedup when using 
more processors is very modest. The maximum 
speedup, though, is slightly better compared to the task 
merging approach, at least for this test case.  

We measured the time spent by the different processors 
sending messages as well as waiting for and receiving 
messages. And we can conclude that even though the 
amount of communication taking place between any 
two processors is largely invariant to the number of 
processors used, more time was spent in the send func-

tions when the number of processors increased. This 
problem should be significantly reduced if the simula-
tion were to run on a shared memory architecture using 
threads. 

The second problem is that so far we have not consid-
ered how the tasks are scheduled within a processor. 
We are working on a scheduling algorithm to order the 
task internally in a way such that tasks depended upon 
by tasks on other processors are prioritized over other 
tasks.    

It is also worth noting that for these kinds of models 
the communication need is invariant of the size of the 
problem. Doubling the number of spring dampers in 
the test model would not increase the need for commu-
nication, but the computation work would double, thus 
improving the computation to communication ratio.  

9. Conclusion 

To conclude we can se that for two processors the tests 
were very promising, but those promises were not ful-
filled when the number of processors increased. If we 
compare to the previous results obtained with task 
merging in [1], though, we do not suffer from slow-
down in the same way (see figure 3). Most likely this 
has to do with the fact that the communication cost for 
the master process running the solver increases linearly 
with the number of processors whereas in our new ap-
proach this communication is distributed more evenly 
among all processors.  

10. Future work 

In the nearest future we will profile the generated code 
to see were the bottlenecks are when ran on more than 
two processors and see if the scheduling algorithm can 
be tuned to avoid them. Also, tests must be carried out 
on different simulation problems to see if the results 
are general or if it differs much depending on the prob-
lem. 

We also intend to port the runtime to run on threads in 
a shared memory setup. Since the trend is for CPU 
manufacturers to add more and more cores to the 
CPUs, it is becoming more and more relevant to ex-
plore parallelism in such an environment. 

A runtime for the Cell BE processor is also planed. 
This processor has eight, so called, Synergistic Proc-
essing Elements (SPE) which do not actually share 
memory. Instead each SPE has its own local memory. 
Transfers to and from those local memories can be car-
ried out using DMA without using any computation re-
sources, so it should be possible to hide the communi-
cation latency during computation. 
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Abstract: 
 
Today many long trips are made because of a 
need to meet physically. This is especially the 
case for business travels. If it would be 
possible to have a long distance contact where 
it felt like the counterpart was sitting next to 
you, the need for the actual travel would 
decrease significantly. This would save both 
time and energy. In this paper a discussion 
about technical possibilities to do this is 
discussed. A review is made over previous 
research related to the subject. Also ideas are 
presented on how this could be performed 
using a simulator model that drives a 
“mechanical, elastic head” from the 
information received on-line from a photo 
taken continuously by the counterpart. 
 
Key words: long distance communication, 
remote, 3 D, animation, real time 
 
Introduction:  
 
The most energy consuming part of our lives 
may be energy for heating and cooling, but the 
fastest growing increase in energy usage today 
is for transportations. Many of these are 
concerning travels to see other people and 
different nice environments in other countries. 
These travels may be needed for sales purpose, 
or for other business communications. But 
many trips are for pure amusement. It is not 
enough to just communicate by telephone to 
replace a travel. To see a small “photo” of the 
one you talk to is better but not enough. What 
you want is to really feel like the person you 
talk to is sitting next to you, so that you can see 
all the movements in the eyes, the mouth, the 
hands and head. In this paper a possibility to 
use simulation models to move an artefact 
looking like your speaking partner as you 
speak to him or her.  
 

 
 
Back ground: 
 
There are some fantastic examples of what 
could be done on “remote communication”. In 
Hong-Kong there is a restaurant, where one 
wall is made out of glass, and “through” this 
glass wall you can communicate with persons 
sitting in a similar restaurant at Stanford 
University in San Francisco. It is almost like 
you were in the same room, at least if you use 
your imagination. 
 
Many of us have been to IMAX theatres, and 
here we can see 3-D movies, that really make 
you feel like you were “in the middle of it”. 
The movie with the “crazy professor” is one 
example that many of us may have seen, where 
a hammer comes towards the audience, and 
everyone is moving towards the floor to really 
avoid it. This is a level of quality you would 
like to see. The question then is – how do we 
do it, and can we do it interactively? 
 
A number of research groups have been 
working on “holography”, where photos are 
made out-of stereo photography. Examples of 
this can be seen in Leuski et al [2006] where 
an installation is made with a “hologram like” 
full scale human (“a robot”), that you 
communicate with. Here the focus is on 
making “the robot” communicating with you in 
an automatic way within a limited subject area, 
but still – it is a step towards “virtual humans”.  
 
Zhang et al [1996] have studied 
“photomotion”. This means to produce 3-D 
pictures by varying from where the light 
comes, instead of having a “3-D camera”. By 
measuring the blackness strength in the same 
spot as the light source is moved, stereo effects 
can be achieved. This was further developed 
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by e.g. Aaron Hertzman and Steven Seitz 
[2005]. They used a two light source system to 
produce the stereo photographs, but still 
moving the light sources. 
 
For our purpose, to make a telephone call 
where you feel like talking to your friend in the 
same room, face animation is important. Most 
of the communication we perform except the 
direct words is produced by the face. Curio et 
al [2006] has developed a system for 
decomposition of facial motion to capture data 
using the Facial Action Coding System. The 
captured dynamic data are retargeted onto a 3-
D face model. This gives movements that are 
very realistic. Subtle facial movements can be 
captured but still collecting sparse 
measurements. Vlasic et al [2005] has made an 
algorithm that handles especially the small 
facial movements. Blanz et al [1999] made a 
“morphable” model of facial movements in 3-
D. Allen et al[2002] scanned bodies and made 
models of movements of the whole body from 
that. Kähler et al [2002] made anatomical head 
animations. Marschner et al [2000] made a 
procedure for how to make realistic facial 
animations, primarily for use in movies. Praun 
et al [2001] made a parameterization for facial 
animation. 
Guenter et al [ 2004] made animation of facial 
movements by taking series of photos of 
persons who made different facial characters. 
They used six cameras. The characters were 
mapped with rubber markers, to get spots to 
link to. From this they could do general 
animations. Chang et al [ 2004] made facial 
recognition by used both visible and thermal 
images. Gotsman [2003] has presented a model 
of how to do spherically parameterized 3-D 
images. 
 
Blanz [2006] showed how animation can be 
made of human faces in an automatic way 
from photos. Golovinskiy et al [2006] made a 
statistical modelling approach for detailed 
facial geometry. Sifakis [2006] simulated 
speech with a physical based facial muscle 
model.  
Allen et al [2006] also have modelled in real 
time, which is of special interest with respect 
to our goal. Deng et al [2006] have done 
development for how to animate in interactive 
games, which is of the same complexity as 
what we want to do, although without a real 
human to interact with. 

 
Givens et al [2003] and Min et al [2003] both 
have been working on face recognition. Givens 
has been using a PCA-method, Min a method 
with multiple gallery and probe images per 
person. In a survey made by Bowyer et al 
[2006] recognition is performed by matching 
models of the three dimensional shape of the 
face, either alone or in combination with 
matching corresponding two-dimensional 
intensity images. 
 
A conclusion from all this is that there has 
been a lot of work on how to animate faces, 
production of 3-D images and similar, but most 
of it has been focused on putting this on a flat 
screen, and to use 3-D glasses to get the 3-D 
effect. Some of the methods have been 
focusing on getting data reductions, so that it 
could be possible to operate in real-time. 
 
Still not much has been done on trying to 
project the figure on a screen that is shaped 
like a head, as we would like to do! I actually 
have not been able to find any reference on 
that. 
 
Basic idea for the communication: 
 
If we make a picture of a person in 3-D and 
analyse a number of key indices with respect to 
distances between eye centres, chin to nose to 
mouth, width of mouth etc, we can use this to 
produce a master from an elastic material 
formed like a head. This is attached to a body 
as well. By adapting the model description to a 
program with moveable arms inside the head, 
we can create a shape of the head that is 
similar to the actual persons head. 
 
Now we use one camera or two coordinated 
cameras to film record the person you want to 
talk to. Also you are film recorded in the same 
way. The data representing changes in the 
physical geometry of the face are sent to the 
receiver. Now the camera image for both 
cameras are projected on the face of the 
“master”, and coordinated to small movements 
of the arms to follow the movement of the lips 
(if these are not moved mechanically), the eyes 
and possibly some other parts of the face like 
eyebrows.  
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With respect to the arms and head the position 
of these can also be analysed and moved in the 
same way, to emphasise the body language.  
 
The mouth is moving as a function of the 
words told, as the words are translated into 

physical movements. This is taught once for all 
for a certain language. This has already been 
shown by e.g. Sifakis et al [2006]. By doing 
this, the need to project the film exactly at the 
right position of the “face” may not be needed. 
 

 

 
Figure 1. Photo is taken and projected on a 
body screen 
 
A simulation model may be built in e.g. 
Modellica to give the set points and 
character of how to move the “arms” inside 

the “head” to position the tips of it at the 
right position. This includes using pulses 
and a number of servo motors. There is a 
known movement when moving the motors 
as a function of the number of pulses 

 
 

 
Figure 2. The elastic surface is formed by 
“muscles” made by servo motors to show 
facial movements 
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Body 
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Background 
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A couple of position meters are included to 
keep control of the distances, to avoid 
successive deviation of the arm positions. 
 

in relation to the wanted position. 
Adjustments are made when the deviation 
exceeds a certain level.

How to use simulation models to 
produce set points for “mechanical 
muscles” for face and body: 
 
The very quick movements are not adjusted 
inside the head, as it is enough to see the 
projected figures giving the movements. There 
is one positioning system inside the head, 
while there is another system for the 
movement of the actual head in different 
directions.  
 
The simulation program is including the 
movements of the different actions – lips, eyes, 
head. The input is given from each photo and 
an image analysis that detects the differences 
from the first picture to the second, and 
calculates the step of movements. A filter 
function depresses some fast movements. The 
from the simulation model determined 
movements are transferred into actions of the 
servo motors. The different time constants of 
the different movements are adjusted by 
looking at the film and adjusting different 
constants in the equations. 
 
The transfer of the signals can be performed 
with a good speed if broad band is used. By a 
suitable filter the signal noise can be reduced. 
The movements “inside the head” are a bit 
slower than the projected pictures at the 
outside. The movements of the arms are 
reduced by a factor compared to the “real”, to 
avoid “jumpiness” in the movements. 
 
The idea has been tested with a “pet animal” 
and servo-motors. The arm movements are 
principally similar to those performed by an 
industrial robot, where a model exist in 
Modellica ( an ABB robot). 
 
The head, or the “3-D screen”, should have a 
“skin-type” surface and be elastic, so that the 
muscles can drag parts of the skin with internal 
“muscles” made with servo motors. It is 
spanned by plates attached at the top of the 
arms. The plates have skull/face-like 
characteristics. The skull can be widened as 
well as the chins… 
 

In the simplest version we have only one 
camera and one projector, and the 3-D effect is 
produced only by the “3-D screen”. As the film 
is projected at a “face screen” we can get depth 
also without two cameras. 
 
The CPU is centred in the body below the 
“head”, and cables attached to the servo motors 
and the position meters. The camera(s) is (are) 
attached in a position fixed to the face. Quick 
movements of the head are filtered away. The 
focus of the cameras is projected towards a 
fixed position inside the nose. 
 
The Modellica program is getting the input 
from the broad band data from the image 
pattern analysis of the face that should be 
modelled and performs a simulation for each 
time step, which gives input to the face 
“muscles” – the servo drives - to move. This 
will give a slight delay, but not more than can 
be acceptable. 
 
For the spoken language a fixed algorithm may 
as an alternative be produced as an ANN, 
where each word is having a certain 
characteristic series of movements of the 
mouth. A pattern recognition algorithm is 
learning to identify a series of movements as 
one of a limited number of alternatives. This is 
then implemented as a series of fixed 
movements. The same goes for body language. 
If you move forward, this is identified and 
implemented “in the other end”. In this way 
you can get an idea of the body language, 
although it may not be exactly the same.  
 
Discussion and conclusions: 
 
It would be interesting to combine a simulation 
model trained “by experience” and a physical 
model of “muscles” with moveable arms that 
are forced to move.  Input to the model is data 
from images or photos sent to your recieving 
system after analysis in an image pattern 
system. This reduces the need for signals to be 
communicated to a reasonable level, for on-
line applications. This can give a possibility to 
feel like communicating with someone almost 
“alive” close to you also at a far distance. This 
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can give a possibility to replace travels, and 
thus save time and money, as well as energy. 
 
We have not been implementing this yet, but 
have made a “facial robot” which is part of it. 
The intention is to proceed and build a “real set 
up” for testing the possibilities with the aim to 
have a fully interacting system sometime in the 
not too far off future. 
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Abstract 
Modeling and simulation often require different tools 
for specialized purposes, which increase the motivation 
to use co-simulation. Since physical models often are 
describing enterprises' primary know-how, there is a 
need for a sound approach to securely perform model-
ing and simulation. This paper discusses different pos-
sibilities from a security perspective, with focus on se-
cure distributed co-simulation over wide area networks 
(WANs), using transmission line modeling (TLM). An 
approach is outlined and performance is evaluated 
both in a simulated WAN environment, and for a real 
encrypted co-simulation between Sweden and Austra-
lia. It is concluded that several parameters affect the 
total simulation time, where especially the network de-
lay (latency) has a significant impact.  

Keywords: Modeling, Co-Simulation, Transmission 
Line Modeling, Security, Data communication. 

1. Introduction 
The interest for modeling and simulation of complex 
physical systems, such as aircrafts and trains, has dra-
matically increased during the last decades. There exist 
both commercial modeling and simulation environ-
ments for specific domains, such as Adams [9] for me-
chanical systems, and specialized environments for 
certain application areas, e.g., SKF's BEAST [14,15] 
dedicated for bearing simulations. Moreover, new 
standardized acausal modeling languages for mixed-
domains, e.g., Modelica [8] and VHDL-AMS [4], are 
gaining popularity in various applications, leading to a 
wide variety of models and specialized tool environ-
ments within an enterprise.  These models and compo-
nents are often dependent on each other and commonly 
need to be simulated together.  

One technique that has proven to be both stable 
and efficient for simulating existing models is co-
simulation, where sub-models are coupled together us-
ing transmission line modeling (TLM) [3,5,6,10]. The 
technique makes use of physically motivated time de-

lays, enabling both numerically robust simulations and 
better performance using parallel processing.  

Since modeling and simulation is becoming a 
common activity within enterprises, large amount of 
money and knowledge are invested into such models. 
Hence, models are becoming critical business assets 
describing primary know-how.  

Within larger enterprises, different departments 
can be spread out over of the world, have special mod-
eling competences, and model different parts of sys-
tems. Usually, there are defined confidentiality levels 
within an organization, requiring models to be pro-
tected against unauthorized disclosure. Furthermore, 
models need to be protected from modification by mis-
take and still being available for large scale reuse. Even 
if confidentiality issues with sub-contractors are today 
normally regulated by contracts, the need to protect 
and keep control of critical business assets is still vital.  

Hence, in a co-simulation environment, it is impor-
tant to have a sound approach for secure modeling and 
simulation, i.e., to create, modify, distribute, and simu-
late models in an acceptable manner according to the 
enterprise's security policy.  

1.1 Approaches to Secure Modeling and Simu-
lation 

Information security can be divided into three aspects1:  

• Confidentiality: protection against unauthor-
ized disclosure of information. 

• Integrity: protection against unauthorized crea-
tion, modification, or deletion of information. 

• Availability: the assurance that authorized en-
tities have access to correct information when 
needed.  

                                                      
1 Even if most practitioners in the field of information se-
curity recognize these three aspects as fundamental, there 
is no exact border between e.g., robustness and availabil-
ity. Here we treat robustness of the system as being part 
of the availability of simulation and model information. 
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The importance of these three areas for secure model-
ing and simulation will be outlined in the following 
section. 

The obvious first phase in modeling and co-
simulation is the modeling phase, which can be divided 
into three steps, each requiring different expertise 
[10,12]:  

• Modeling of sub-models in specialized envi-
ronments, e.g., Adams and BEAST models. 

• Encapsulate sub-models and define interfaces. 

• Design a meta-model, where the different sub-
models are integrated and connected to each 
other. 

It is of great importance to perform these steps in a se-
cure manner. However, in this paper we have chosen to 
focus on how the models are securely distributed and 
simulated, leaving secure modeling as future research.  

We have identified two general possible approach-
es for secure distribution and simulation: 

• Centralized simulation with secure model ex-
change. The models are centralized and simu-
lated at one location. The models must be en-
crypted to avoid unauthorized disclosure of 
the model content. 

• Secure distributed co-simulation. The models 
are kept within their departments/companies 
and simulated locally. Simulation data is ex-
changed between the locations during simula-
tion, making use of co-simulation technolo-
gies. 

Both these approaches raise several questions regard-
ing security aspects of confidentiality, integrity and 
availability, as well as practical simulation feasibility.  

The former centralized approach uses traditional 
simulation techniques, where all models are locally 
available. To provide confidentiality and avoid disclo-
sure of model content, the models need to be en-
crypted. This sounds initially as a sound approach, but 
even if the model was encrypted when sent to the other 
locations, it still needs to be decrypted at the central-
ized location. This means that the simulation environ-
ment needs to know the encryption key. Hence, the in-
formation is only practically confidential, i.e., it might 
be hard to get the model in clear text, but not theoreti-
cally impossible2.  

A second alternative to model encryption can be 
model obfuscating, i.e., to rearrange the models struc-
ture making it unreadable, without changing the 

                                                      
2 In cryptography, it is never impossible to decrypt data 
without a key, but it can be computationally very hard. 
E.g., using a brute-force approach, it might take hundreds 
of years to decrypt a specific model. 

model's behavior. Another variant is to distribute the 
models in another format, e.g., as binary executables.  

A certain level of integrity protection, e.g., to 
achieve need-to-know access (least privilege), can be 
used by applying message authentication codes (MAC) 
on the models. However, the same problematic issues 
regarding keys are unfortunately applicable here as 
well. Moreover, the centralized approach cannot con-
trol the number of times a model is used or that it is not 
illegally redistributed. 

 
Figure 1. A scenario of secure distributed co-simulation 
distributed over long distances. 

Figure 1 outlines a scenario of the second approach of 
distributed co-simulation, where a car model is simu-
lated at a location in the USA and the bearing model is 
simulated in Sweden. To make this scenario possible, a 
co-simulation technique such as the one based on 
Transmission Line Modeling (TLM) can be used. 
Models are not sent between the different locations. In-
stead data describing states of the models' interfaces 
are exchanged between the locations during simulation, 
using a wide area network (WAN), e.g., the Internet. 
This scenario leads to several security observations: 

• Confidentiality: The models are never ex-
changed between the parties and are therefore 
never exposed to the other party, i.e., confi-
dentiality is kept using a black-box view of the 
model. If the TLM data sent between the 
simulation nodes is encrypted, unauthorized 
disclosure of the traffic is avoided from third 
parties. Furthermore, the permission to reuse 
models for simulation can be controlled, since 
the models never leave the original location. 

• Integrity: Unauthorized modification or 
changes by mistake of models are avoided due 
to the fact that models are never sent between 
the locations. Note however that the meta-
model needs to be defined and maintained at 
one location. Integrity protection of simulation 
traffic can be protected using standard MAC 
technique.  
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• Availability. Co-simulation using TLM has 
been shown to provide numerically robust re-
sults. However, if the data communication link 
is not robust or is too slow, and data is not de-
livered in time, the simulation can be slowed 
down or terminated. Hence, performance, ro-
bustness, and total simulation time are critical 
factors concerning distributed co-simulation. 

 
Both approaches have pros and cons. A centralized ap-
proach raises several problematic issues regarding true 
confidentiality and integrity of models. On the other 
hand, centralization can guarantee better communica-
tion networks and may therefore result in better per-
formance. 

The distributed approach is appealing due to the 
fact that the black-box characteristics give both better 
integrity and confidentiality properties of models. In 
this approach, computational resources from different 
locations can also be shared and used in a distributed 
manner. However, the extra overhead needed for pro-
tection of data sent during simulation and the cost of 
transmitting data traffic over large distances can natu-
rally affect performance of the total simulation time.  

 

1.2 Challenges and Contributions 

We have chosen to focus on the second approach of se-
cure distributed co-simulation, due to its promising 
properties of confidentiality and integrity. Hence, this 
paper will primarily deal with aspects of performance 
and robustness, with the following questions: 

 
• Is it even practically possible to co-simulate 

stiff-bearing models in Sweden together 
with other mechanical models, which are 
simulated as far away as the USA or Austra-
lia? 

• If it is possible, how much longer time does 
it take to simulate? 

• Which parameters and factors affect the to-
tal simulation time? Which dependencies 
exist between these parameters? Are they 
linear or are there certain breakpoints? 

The main contribution of this work is the described ap-
proach of secure distributed co-simulation together 
with conclusion draw from analysis of an experimental 
simulation test.  

 

 

 

1.3 Paper Outline 

The paper is structured as follows. Section 2 introduces 
the fundamental theory of Transmission Line Modeling 
(TLM) for co-simulation and the basic concepts of data 
communication. Parameters and factors that may affect 
the total simulation time are discussed. Section 3 out-
lines the experimental setup used for generating simu-
lation data from a model reflecting the scenario de-
scribed in the introduction. The physical model, simu-
lation framework, deployment structure, and simula-
tion tools are described.  Section 4 presents the results 
from the experiment followed by analysis of how dif-
ferent parameters affect the duration of the total simu-
lation time. Finally, section 5 states conclusions of the 
work. 

2. Parameters Affecting the Total 
Simulation Time 

In a distributed co-simulation environment, several pa-
rameters and factors can affect the total simulation 
time. First, we will consider the equations stating 
transmission line modeling. Second, different factors 
of the data communication link will be discussed. 

2.1 Transmission Line Modeling  

The theory of transmission line modeling (TLM) has 
evolved from the telegraph equations, which concern 
transmission of electrical signals over long wires.  

The TLM method can also be used in other do-
mains, such as mechanical systems where force and ve-
locity are affecting a system. The main motivation to 
use TLM in such a system is that it describes physi-
cally relevant time delays. These delays allow different 
parts of the system, which are separated by TLM inter-
faces, to be simulated independently of each other's 
time steps. Hence, this technique enables the subsys-
tems to be simulated in parallel. Moreover, since ex-
change of data is needed only between well-defined in-
terfaces, it is also possible to co-simulate between dif-
ferent simulation environments and tools. The latter 
fact is used in SKF's co-simulation framework 
[10,12,13]. 

 
Figure 2. Delay line with wave variables c1, c2, velocity 
v1, v2, and reaction forces F1, F2.  

Figure 2 outlines the main variables involved in a 
transmission line in a mechanical context. The velocity 
and reaction forces on each side of the line affect the 
wave variables c1 and c2.  
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The equations involved in the TLM connection are as 
follows [5,10]: 
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Here c1 and c2 denote the force waves, F1 and F2 reac-
tion forces and v1 and v2 velocities. There are two pa-
rameters specified in the model: TTLM indicating the de-
lay time through the line and Zc that is the characteris-
tic impedance. These parameters must be assigned val-
ues, which are within physically acceptable boundaries. 
See [5,6,10] for a more detailed discussions about the 
physical aspects of the model.  

From the equations above, we can clearly see that 
only old values of F2 is needed to calculate F1, and 
only old values of F1 is needed to calculate F2. The al-
lowed length of this delay depends on the parameter 
TTLM. Larger values of TTLM, will allow the simulations 
to take larger time steps, which may result in shorter 
simulation time. Hence, TTLM is an important parameter 
affecting the total simulation time. 

2.2 Data communication  

During the co-simulation a continuous flow of data 
packages containing TLM information are transmitted 
between the computation nodes. Before the data is 
transmitted over the WAN, it is being encrypted and 
message authentication codes (MAC) are created for 
integrity checks. When the data packet is received at 
the other node, it is being decrypted and forwarded to 
the simulation software. 

There are two fundamental measurable characteris-
tics of network performance [11]. 

 
• Bandwidth - the number of bits that can be 

transmitted over the network during a specific 
period of time. Normal measurement is in 
Bits/s. 

• Delay (or latency) - the time period it takes for 
a very small message to be sent over the net-
work. Delay is measured strictly in time, e.g., 
number of milliseconds. 

A network always has these two characteristics, even 
though they can change over time, depending on rout-
ing and traffic load. This variation can lead to another 
important phenomenon called jitter, which is the varia-
tion of the delay for different network packets in a data 
stream. In the rest of the paper BWAN denotes the band-
width for the simulation environment and TWAN the de-
lay between the nodes.  

Note that in this paper we will discuss two differ-
ent time scales. The first one is the simulated time cor-
responding to the modeled physical process. Integra-

tion time steps, time stamps sent within the TLM 
framework, and the TTLM parameter correspond to this 
time scale. The second time scale belongs to the real-
time of the computation of the simulation result. The 
total simulation time and delays in the network, i.e., 
TWAN belong to this scale. 

When measuring delays in a system, the time is of-
ten referred to as the round-trip-time (RTT), which is 
the time it takes for the packet to travel to the destina-
tion and back. The delay of the system can be ap-
proximated to RTT/2. 

 
Figure 3.  The delay × bandwidth product P. 

Another central concept is the delay × bandwidth pro-
duct, depicted in Figure 3.  The formula is as follows: 

WANWAN TBP *=  

The bandwidth can be seen as the diameter of a pipe, 
and the delay as the length of the pipe. Hence, the P 
represents the maximal natural queue of data located in 
the network.  

Besides the TLM equations and the delay / band-
width discussion above, there are of course several 
other factors that can affect the outcome. One such im-
portant factor is the load and balanced computation 
power among the nodes. Another factor is the integra-
tion step size / tolerance level used on the simulation 
nodes. Other potential requirements, such as encryp-
tion protocols and algorithms used, can both affect 
TWAN and BWAN. If the bandwidth is critical, lossless 
data compression techniques can be used to increase 
the bandwidth [1]. However, note that delay cannot be 
improved by data compression. 

3. Experimental Setup 
This section provides a detailed description of the 
environments surrounding the experiment, the simu-
lation framework, and software used in the experi-
ment. 

3.1 Meta-Models and Components 

A component is a model instance created in a special-
ized modeling and simulation tool (e.g., Adams or 
BEAST). A meta-model defines the interconnections 
between two or more components.  

The objective of the experiment is to measure how 
secure communication over large distances will affect 
the meta-model simulation in terms of total simulation 
time. To model the scenario described in Figure 1, a 
highly simplified model is used instead of a real car 
model. We are interested in how the data communica-
tion factors, TWAN (the delay) and BWAN (the band-
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width), together with the TLM delay TTLM affect the 
simulation time. 

The meta-model used in the experiment is a double 
pendulum. As shown in Figure 4, the pendulum is con-
structed from three different components, two shafts, 
which both have TLM connection to a bearing. 

 
Figure 4. The bearing-shaft model to be simulated.  

In terms of simulation time and resources, the two 
shaft components represent the less demanding com-
ponents in our meta-model. 

3.2 Simulation Framework 

To conduct the experiment, we have used a centralized 
TLM co-simulation application referred to as the TLM 
manager. Figure 5 presents an overview of the TLM 
co-simulation framework.  
 

 
Figure 5. SKF's TLM system framework. 

The TLM manager reads a meta-model specification 
defining the simulation components and the TLM in-
terfaces in the meta-model.  

The simulation components are simulated in a spe-
cialized simulation environment, such as Adams, 
BEAST, or Modelica. In order to make the framework 
functional, the specialized simulation environments 
need to be incorporated into the framework. The TLM 
manager and the specialized environment communicate 
through TLM plug-in's, as depicted in Figure 5. 

During simulation, the simulated components in-
teract by sending time-stamped data and delayed posi-
tion and orientation data. The TLM data is transmitted 
to relevant node via the TLM manager. For a more de-
tailed description of the framework, see [10]. 

3.3 Deployment Structure 

The static deployment structure is depicted in Figure 6.  

Linux Workstation 1

WAN Simulator

Secure 
Tunnel

Linux Workstation 2

Shaft1 
Component

Shaft2 
Component

TLM Manager

Secure 
Tunnel

Cluster

Simulated WAN
Environment

Master Node

Compute 
Node1

Compute 
Node3

Compute 
Node2

Bearing Component

 
Figure 6. The deployment structure of the static structure 
of the system. 

Two Linux workstations and a computer cluster are 
used for simulation of the components. The simulation 
is started from the workstation labeled Linux Work-
station 1; this is also where the TLM-Manager and 
WAN simulator are instantiated.  

In order to evaluate what impact delay and band-
width in the WAN environment have on the simulation 
it is desirable to have full control of these parameters. 
This control is obtained through the WAN simulator. 
The WAN simulator is a software service that inter-
cepts all data sent between the cluster and Linux 
Workstation 1. It will then apply the desired data 
communication factors and pass on the data to the cor-
rect destination. A more detailed overview of the WAN 
simulator will be given in the end of this section. 

The shaft components are simulated using BEAST. 
These simulations are run on the workstation labeled 
Linux Workstation 2. The bearing component is simu-
lated on the cluster using BEAST as well. The two 
tunnels are ensuring secure communication between 
the TLM manager and Linux Workstation 2 and be-
tween the TLM manager and the cluster. In the ex-
perimental setup SSH version 2 (SSHv2)[7] is used to 
create the secure tunnels. Another strategy would be to 
incorporate the security layer within the application. 
With such an approach TLS [2] may be a sound alter-
ative. 

 

18



TLM Manager BEAST Shaft1 BEAST BearingBEAST Shaft2

RegisterComponent

RegisterComponent

RegisterComponent

checkModel

checkModel

checkModel

readyToSimulate

readyToSimulate

readyToSimulate

SendMessage(TLMData)

SendData(TLMData)

SendMessage(TLMData)

SendMessage(TLMData)

SendData(TLMData)

SendData(TLMData)

SendMessage(TLMData)

WAN Simulator

RegisterComponent

checkModel

readyToSimulate

SendMessage(TLMData)

SendData(TLMData)

SendMessage(TLMData)

startSimulation(Model)
startSimulation(Model)

startSimulation(Model)start

1.

2.

3.

4.

5.

 
Figure 7. Sequence diagram showing basic information flow in the co-simulation environment. 

3.4 Dynamic System Behavior 

This section describes the interaction between the 
simulation components and the TLM manager. The 
sequence diagram in Figure 7 can be described as 
follows: 

1. There are five different objects involved in the in-
teraction during the simulation. To the right, there 
are the three simulation components, BEAST Shaft1, 
BEAST Shaft2, and BEAST bearing. The TLM man-
ager is handling the data exchange between the 
components. Finally, the WAN simulator is inter-
cepting and forwarding all calls between the bearing 
simulation component and the TLM manager. 

2. The meta-model simulation is initiated by a script. 
The script will start the TLM manager on the local 
machine. It will also start the specialized simulation 
environments of all the simulation components.   

3. Each simulation component has to register itself 
to the TLM manager. The component will also reg-
ister all of its TLM interfaces. Once this has been 
accepted by the manager the simulation component 
will send a check model request to the manager. 
This is a request asking if the entire meta-model is 
ready to be simulated. 

4. Once all simulation components and TLM inter-
faces are accounted for, the manager will reply to 
the simulation components that the meta-model is 
ready to be simulated. At this point the actual simu-
lation will begin. 

5. The simulation components will regularly send 
data for its TLM interfaces to the manager. The 
manager will then pass the data to the appropriate 
destinations. At the bottom of the diagram we can 
see how the bearing component through the TLM 
manager sends some TLM data directed to the shaft1 
component. The WAN simulator intercepts this data, 
holds it for a while, and then forwards it to the TLM 
manager. The manager forwards the data to the 
shaft1 component that after some simulation time 
sends new data to the manager. This communication 
is not intercepted by the WAN simulator since the 
data is not passing through our simulated WAN en-
vironment. The manager will receive the new data 
from shaft1 and forward it to the bearing compo-
nent. This message, from the manager to the bear-
ing, will once again be intercepted by the WAN 
simulator, and then forwarded to the bearing com-
ponent. This type of data exchange will continue un-
til the simulation has finished. 

For a more detailed specification of the interac-
tion in the communication protocol, see [10]. 
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3.5 WAN Simulator 

The WAN simulator is a specific application de-
signed for this experiment with the purpose of con-
trolling the data communication (TWAN and BWAN) be-
tween the bearing simulation component and the 
TLM manager. The simulator captures all data sent 
between the TLM manager and the bearing compo-
nent. The simulator consists of two queues, as de-
picted in Figure 8. One queue holds the data sent 
from the simulation component to the manager and 
one queue holds the data sent from the manager to 
the simulation component. The WAN simulator 
reads and writes data in the queues concurrently. 

 Delay
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Figure 8. Conceptual outline of the WAN simulator. 
To control the delay, the WAN simulator will, 

when capturing a data message, put a timestamp on 
it, before it is added to the queue. This data message 
will not be released from the queue until it has been 
held for the entire duration of the delay time.  

For example, the simulation component sends 
some data to the TLM manager. The WAN simula-
tor captures it and stamps it with the time of the cap-
ture. The message together with the timestamp is 
added to the last position in the queue of data wait-
ing to be forwarded to the TLM manager. When the 
data reaches the first position in the queue it is next 
in line to be forwarded to the manager. The WAN 
simulator will then perform a check of the time-
stamp on the data.  If the condition 

 
)( timestampecurrentTimTWAN −≤  

is true, the data will be released from the queue and 
forwarded to the TLM manager. Else, the data will 
be held until enough time has passed to fulfill the 
condition. The second queue is working in the same 
way, but in the opposite direction. 

Bandwidth may be controlled with the aid of the 
delay × bandwidth product, P, described in Section 
2. The queues may hold up to P bits of data at any 
given time without risk of exceeding the desired 
bandwidth restrictions in respective communication 
direction. When a queue is filled, further data that 
wish to pass the WAN simulator will be delayed un-
til data has been released from the queue and space 
has been made available. 

4. Experiment Results and Analysis 
In the following section we will present the experi-
mental results produced by performing several test 
simulations in the experimental setup. The result is 
followed up by discussions and analysis of how dif-
ferent parameters affect the overall simulation time. 

4.1 Experiment Results 

The experiment was divided into two parts, where 
the first part used the experimental setup with WAN 
simulator according to Section 3. In the second part, 
co-simulation was performed over the Internet be-
tween Sweden and Australia. 

Part 1 of the experiment was implemented by 
performing four different test sequences, where the 
data communication delay TWAN was varied for each 
sequence. Figure 9 shows the four sequences for dif-
ferent values of TTLM. 
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TTLM = 2.5e-6, 3N

TTLM = 5e-6, 3N

TTLM = 10e-6, 3N

TTLM = 10e-6, 2N

Figure 9. Plot of total simulation time in relation to the 
network delay TWAN.  

In the first three sequences, 3 computation nodes in 
the cluster (see Figure 6) were used, while the fourth 
sequence used only 2 nodes (denoted 3N and 2N in 
the figure). In addition to the values shown in this 
diagram, simulations were performed for TWAN = 500 
ms and TWAN = 1000 ms for some of the sequences. 
These values are not shown in the diagram due to il-
lustration reasons, but will be used in the analysis in 
the next section. 

Part 2 of the experiment was performed without 
the WAN simulator, i.e., the same setup as depicted 
in Figure 6 was used, except that the TLM manager 
communicates directly to the cluster via an en-
crypted tunnel. Three computation nodes were used 
in the cluster for these experiments. The results are 
given in Table 1. 
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Type of simulation 

 

TTLM = 
2.5e-6 

TTLM = 
5e-6 

TTLM = 
10e-6 

LAN, No Encryption 120 min 62 min 31 min 

LAN, Encryption 160 min 82 min 41 min 

Increased time due to encryption 33 % 32 % 32 % 
Round-trip simulation to Univer-
sity of Queensland, Australia 495 min 277 min 133 min 
Increased time due to delays to 
Australia (round-trip) 312 % 344 % 332 % 

Table 1. Simulation time when executed at the local 
area network (LAN) in Sweden, both with and without 
SSH tunnel encryption enabled. Round-trip simulation 
to and from Australia, including SSH encryption. 

The table shows the increased time needed in per-
cent using an encryption tunnel (SSH) compared to 
performing the simulation without it.  

When executing the simulation via Australia, 
both the shafts and the bearing were simulated in 
Sweden, but the traffic between the cluster and the 
TLM manager was transmitted via a tunnel from 
Sweden to Australia and then back again. Hence, the 
experiment is actually performed for a distance 
twice as long as Australia-Sweden. Note also that 
the simulation time for just one way cannot be cal-
culated simply by dividing in half. 

While performing the simulations, the data thro-
ughput in the WAN simulator was being monitored 
and measured. Since the WAN simulator captures all 
data between the TLM manager and the bearing si-
mulation component, it was measured that the data 
throughput did not normally exceed 35 Kbit/s during 
the TLM data exchange. However, when the simula-
tions were initiated, a small peak in throughput of 
about 140 Kbit/s was noticed. 

In the simulations performed in this experiment, 
no major robustness problems were discovered and 
all started simulation jobs were finished without un-
expected termination. 

All in all, the simulation experiment results pre-
sented in this section required approximately 250 
hours of simulation time.  

4.2 Discussion and Analysis 

The main purpose of this work is to investigate if it 
is possible to co-simulate over long distances and 
which parameters that affect the total simulation 
time. In Table 1 it was shown that the simulation 
was indeed possible to perform, even for very long 
distances. We will now analyze and discuss the af-
fected parameters and then finally compare the ex-
perimental data obtained using the WAN simulator 
with the simulation times resulting from the simula-
tion via Australia. 

 

Recall the diagram given in Figure 9 in the previous 
section. For small values of TWAN, a non-linear be-
havior can be seen, while for larger values the 
curves have a more linear characteristic.  

Consider Figure 10, where the values are plotted 
for TTLM = 5e-6 and TTLM = 10e-6, where TWAN  ≤ 250 
ms .  
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Figure 10. Simulation time with linear regression es-
timations. TTLM = 5e-6 (the upper curve). TTLM = 10e-6 
(the lower curve). Both sequences are using 3 cluster 
nodes. 

Linear regression using the least square method is 
used to adjust a line for TWAN ≥ 80ms. Both meas-
ured values and the adjusted curves are plotted in the 
diagram. Note that all measured values above 80ms 
are used for finding the curve, including measure-
ments 500 ms and 1000 ms. 

In both curves, we can imagine a smooth break-
point somewhere around 75ms, where the derivative 
becomes fixed. What can cause this breakpoint? One 
reasonable cause is that to the right of the break-
point, one of the computation nodes is idle for some 
time while waiting on TLM data input, i.e., the delay 
causes the bottleneck of the system to be switched 
from one of the computation nodes to the delay 
value in the communication link. For this reason, we 
call this breakpoint the bottleneck breakpoint, de-
noted TBBP. Hence, from the data shown so far, we 
clearly see that TWAN, affects the simulation time 
significantly, especially above TBBP. The approxi-
mated formulas for all experiment sequences are 
given in Figure 11: 
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Figure 11. Linear approximations after using the least 
square method on measured simulation data. f(t) states 
simulation time in seconds and t represents TWAN in ms.  
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All formulas in Figure 11 were approximated for 
TWAN larger or equal to 80ms, except for the last case 
where TWAN ≥ 110ms, since the linear characteristic 
started at larger values. One interesting observation 
is that changing the computational power for the 
bearing calculation changes the total simulation 
time, but not the derivative for the linear part of the 
curve (15,7 ≈ 15,9).  

Another important parameter in data communi-
cation is the bandwidth in the communication link. 
Does the limitations of the bandwidth affect the total 
simulation time? The WAN simulator tool has the 
capability to simulate a smaller bandwidth. How-
ever, for this model, we noted that only a small 
bandwidth of about 35Kbit/s was needed. Since 
leased lines normally have the capacity of several 
MBit/s, this throughput requirement can be negligi-
ble. However, for larger models with many TLM-
interfaces, the bandwidth factor may be important. 
To draw any further conclusions about how larger 
models affect the bandwidth, more experiments 
must be conducted, which is suggested as future re-
search. 

There are of course several other factors that 
may affect the total simulation time, which we have 
not measured in this experiment. One such parame-
ter is the time step or tolerance level of the numeri-
cal integration routine for the simulation.  

In the experiments, SSH was used to protect the 
TLM data between the nodes. The encryption and 
hash computations do indeed affect the delay in the 
system. As we can see in Table 1, the effect is not 
negligible (around 32% increased simulation time). 
We have not made any comparisons in this experi-
ment what the effect would be when applying differ-
ent encryption algorithms, even if there could be ex-
pected to be differences. Note however that if the 
co-simulation is performed on a trusted WAN, e.g., 
leased private lines, it might be acceptable to disable 
data encryption to improve performance. 

To be able to compare the simulated delays of 
TWAN with delays in real world networks, a number 
of measurements were performed over the Internet 
using the standard ping application. The tests were 
performed both using a connection at Linköping 
University (LIU), and a best effort connection from 
Stockholm, Sweden. Since we know that the simula-
tion time grows linear to TWAN, we can approximate 
the simulation time for different cities. The meas-
ured delays and estimated simulation times are pre-
sented in Table 2. 

For values below TBBP ≈ 75ms, estimations are 
taken from measured data and not the linear ap-
proximation. However, can we really expect that 
these approximations correspond to real distributed 
simulation? Since the experiments with the WAN 

simulator were made in an idealized environment, it 
can be expected that these results are optimistic. 

 

University, Location 
TWAN 
(ms) 
Lkp 

TWAN 
(ms)  

Stock
holm 

Simula-
tion 
time 
(min) 

University of Trier, Germany 21 20 85 

University of Cambridge, UK 19 19 85 

MIT, Massachusetts, USA 57 56 96  

Stanford, California, USA 96 87 108 

University of Tokyo, Japan 142 143 134 

University of Queensland, Australia 170 178 149 
 

Table 2. Measured communication delays between 
Sweden and different locations all over the world. The 
optimistic approximated simulation times, using for-
mula (2) in Figure 11, are given for TTLM = 5e-6. 

In the second part of the experiment, as given in Ta-
ble 1, a real simulation via Australia was performed. 
A comparison between measured and approximated 
results is depicted in Table 3. 
 

 TWAN 
TTLM = 
2.5e-6 

TTLM = 
5e-6 

TTLM = 
10e-6 

Ping RTT 348 ms 404 min 236 min 122 min 

Max, RTT, SSH  470 ms 499 min 297 min 154 min 

Min, RTT, SSH  340 ms 398 min 232 min 120 min 

Mean, RTT, SSH  405 ms 473 min 265 min 137 min 

Measured, Australia  - 495 min 277 min 133 min 
Difference Measured 
to Ping RTT - -18,3 % -14,7 % -8,4% 

Difference Measured 
to Mean, RTT, SSH - -4,5% -4,4 % 2,8% 

 

Table 3. A comparison between approximated simula-
tion time and real measured simulation time. 

Note that all times are round-trip-times and not one-
way delays. Simulation times given in italic indicate 
an approximated value, using (1)-(4) in Figure 11. 
Row 5 corresponds to the experiment in Table 1.  

It was discovered that the actual delay during the 
simulation varied from 340 ms to 470 ms (row 2 and 
3), indicating a certain jitter in the communication3.  

In the table we can see that the ping RTT gives 
an optimistic value, resulting in an 18% to 8% too 
short simulation time. However, if we calculate the 
mean (row 4), a closer approximation is achieved.  

Using formula (2) in Figure 11, together with 
the measured simulation time of the round-trip simu-
lation in Table 1, we can compute the total simula-
tion time it would take to simulate the shafts in Aus-
tralia and the bearing in Sweden, i.e., use the delay 

                                                      
3 Note that these delays show the RTT for the TCP 
packets of the SSH tunnel, which does not include the 
delay of the actual encryption/decryption. 
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instead of the RTT. For TWAN = 5e-6, an approxi-
mated simulation time is ≈ 170 min; a 174% in-
crease in time compared to an unencrypted local 
simulation that took 62 minutes.  

5. Conclusions 
We have in this paper discussed different aspects of 
secure modeling and simulation. Focus was put on 
secure distribution and simulation and both a cen-
tralized and a decentralized approach were discussed 
and compared from a security perspective. The de-
centralized approach was argued to have benefits re-
garding confidentiality and integrity, while giving 
open questions about performance and robustness. 

An experiment was performed where a simple 
double pendulum with a bearing was co-simulated 
between Sweden and Australia. No robustness issue 
was discovered during simulation, and the simula-
tion time was increased from approximately 62 min 
to 170 min (≈ 174% time increase), compared to a 
local simulation without encryption of data traffic. 

To investigate which parameters that affect the 
total simulation-time, four series of tests were per-
formed using a simulated environment of the wide 
area network (WAN). The main findings can be 
summarized as follows: 

• The network bandwidth between simulation 
nodes has little effect, since throughput of 
TLM data is small.  

• The network delay (latency) between simu-
lation nodes has great impact on the total 
simulation time. The growth is linear after a 
certain breakpoint. Consideration must be 
taken to jitter (delay variations over time). 

• The TLM delay of the model affects the 
simulation time significantly. Larger delay 
gives shorter simulation time, since the 
solver is allowed to take longer time steps. 

Finally, we would like to conclude that secure co-
simulation over long distances seems to be both a 
practical and possible solution for secure distribution 
and simulation of models within, and potentially be-
tween, enterprises.  
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Abstract 

Connectivity, i.e., connecting different types of 

simulation tools, becomes increasingly important. The 

objective is to be able to do cost effective simulations 

of a large system by utilizing existing tools together. 

The TLM (Transmission Line Modelling) co-simulation 

technique is stable, does not have numerical problems, 

and is proven. It has potential for being a co-

simulation technique of general usage. The aim of the 

paper is an evaluation of TLM technique for rolling 

bearing applications via a study of a grinding spindle 

model. The conclusion is that the results of TLM and 

non-TLM simulations are similar for a realistic 

application with rolling bearings and applicable for 

engineering purposes. The numerical stability and 

performance are satisfactory for the considered 

application. 

Keywords: Co-simulation, TLM, bearing simulations, 
multi-body dynamics 

1. Introduction 

In the area of modelling and simulation of mechanical 
systems one can identify many different classes of 
models and corresponding tools. The specialization 
leads to different focus for different tools. For instance, 
consider the differences in focus for the equation-based 
multi-physics Modelica models [1], general multibody 
models in MSC.ADAMS [2], models with detailed 
contact definitions in SKF’s BEAST (BEAring 
Simulation Tool) [3, 4], flexible components as 
modeled in FE tools [5, 6], etc. 

There is no single universal tool that can be used to 
analyze all kind of problems with maximum efficiency 
and accuracy. One might say that every tool is 
optimized for a certain kind of tasks. This has lead to 
the creation of a large number of different specialized 
simulation frameworks. Large industrial models often 
use some special features of the particular framework. 
This makes the translation of models between different 
frameworks very complicated and costly. 

The need to bring different components into a 
complete more tightly coupled simulation is therefore 

justified. This allows higher accuracy and preserves the 
investments in the components. 

Co-simulation is one of the possible techniques of 
joining existing sub-models into a more complete 
model. The joining technique is very different 
depending on the particular application area (see, e.g., 
surveys in [7, 8, 9]). One method that was earlier used 
to enable closer interaction between such sub-models 
in a coupled simulation is transmission lines modelling 
(TLM). The TLM uses physically motivated time 
delays to separate the components in time and enable 
efficient co-simulation. The technique has proven to be 
stable and was implemented for coupling of different 
sub-systems [10, 11, 12, 13]. TLM is further described 
in Section 3.1. Therefore, it has a potential for being a 
co-simulation technique of general usage. The aim here 
was to investigate its suitability for rolling bearing 
applications. The evaluation was performed within the 
context of SKF BEAST. 

2. Application cases 

Several different application cases have been studied in 
order to evaluate the TLM. In the first two examples, 
two BEAST models were connected to each other 
through TLM. 

2.1 Two bodies 

This model was used for fundamental tests in order to 
investigate the basics of the concept. Two bodies are 
connected to each other as visualised in Figure 1. 

Body 2

Body 1

F(t)

Body 2

Body 1

F(t)

Spring-damper-
connection

TLM-connection

 
Figure 1. Two bodies connected to each other. 
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A spring and a damper connect Body 1 to the 
ground. The connection between the bodies was also 
initially represented by a spring and a damper, see 
Figure 1. Both constant and time-dependent forces 
were applied to Body 2. This complete model was 
compared to a model where the spring and the damper 
between the bodies were replaced by a TLM 
connection; see Figure 1. Same load conditions were 
applied in the two cases. 

Static load cases give identical results. Differences 
in the dynamic cases were as expected. Since this 
model was used for fundamental tests only, no further 
results are presented in this paper. 

2.2 Grinding spindle application 

A more complex model compared to the previous one 
is the Grinding spindle application; see Figure 2-Figure 
3. The shaft is supported in a housing by two bearings. 
A detailed model of a DGBB was used for one bearing. 
A simplified stateless model referred as "SPB" 
(Simplified Parametric Bearing) was used for the other 
bearing. The grinding wheel is attached to a hub that is 
mounted close to the end of the shaft. A circular mass 
represents a possible balancing unit. A pulley attached 
to the opposite end of the shaft drives the shaft. The 
DGBB-model consists of an inner ring, an outer ring, a 
cage and 11 balls. Figure 4-Figure 6 show all parts of 
the model separately. Altogether, the grinding spindle 
model consists of 20 bodies of which 14 represent the 
DGBB. 

The stiffness of the SPB supporting the shaft was 
kept similar to the DGBB stiffness. The gravity was 
included. 

 

Figure 2. The grinding spindle application, view 1. 

 

Figure 3. The grinding spindle application, view 2. 

   

Figure 4. The balancing unit (a), the hub (b), and 
the grinding wheel (c). 

   

Figure 5. The DGBB (a) and the shaft (b). 

    

Figure 6. The pulley (a) and the housing (b). 

2.2.1 Load conditions 

In the studied load cases, the rotational speed of the 
shaft was 5000 rpm created via rotating "belt-forces" 
acting on the pulley. The bearings were pre-loaded 
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axially with 100 N. A radial force of 1000 N was 
applied to the grinding wheel in order to simulate the 
grinding force. The loads and the speed were ramped 
up using a smooth step.  

2.2.2 TLM-connections 

To study the TLM-concept, some of the connections 
between the bodies in the original model were replaced 
by TLM-connections. A schematic view of the models 
is presented in Figure 7-Figure 8. In this case, both 
parts on each side of a TLM-connection were modelled 
with BEAST. However, there are no theoretical 
restrictions to the choice of software. The bearing 
model may be analysed with BEAST, and the 
surrounding parts like the shaft and the housing may be 
modelled in another multi-body simulation software 
like MSC.ADAMS. The parameters of the TLM-
connections and the stiffness in the non-TLM 
connections had realistic physical properties. The 
results from the analyses of the Grinding spindle 
application are as previously mentioned, presented in 
Section 4. 

DGBB

Housing

PulleyShaftHub

SPB

Grinding
wheel

Balancing
unit

 

Figure 7. Schematic view of the original model. 

DGBB

Housing

PulleyShaftHub

SPB

Grinding
wheel

Balancing
unit

TLM-connection

TLM-connection

 

Figure 8. Schematic view of the model with TLM-
connections. 

3. Co-simulation techniques 

Different kinds of co-simulation techniques exist, both 
the ordinary co-simulation techniques with exchange of 
state variables, and the Transmission Line Modelling 
co-simulation. The solution chosen for implementation 
in this study is the TLM concept. In the long term, the 
aim is to handle connections between simulation 
processes in different systems, such as between 
BEAST and some other multi-body software, by using 
TLM-technique. In the present investigations, 
BEAST/BEAST TLM connections were studied. 

3.1 Transmission Line Modelling (TLM) 

Transmission line modelling (TLM) has been used to 
model multibody and pneumatic systems with success, 
see references [11, 14, 15]. Since the TLM technique 
utilizes distributed simulators it can also be seen as a 
way to introduce co-simulation in a systematic way. 

3.1.1 TLM Basics 

Consider the system of two connected masses, see 
Figure 9. 

m1 m2

f1

v1

f2

v2

TLM

element

 

Figure 9. The TLM element communicates the 
forces and velocities between the masses as energy 
waves. The direction of the arrows shows the 
positive direction for energy pulses action on the 
TLM-element. 

The TLM element is a mathematical method to 
decouple a system into two parts. In the case above, the 

two mass systems m1 and m2 have been decoupled and 

the TLM element will serve as the communication 
between these two systems. Some reasoning around 
how a real physical TLM element would work can 
motivate the mathematics of the TLM element. 

Suppose the TLM element consisted of some 
elastic medium, of length L. A force impulse 1f  on the 

end of the medium will create a wave in the medium 
that propagates through the medium and reaches the 
other end. The time for this wave to reach the other end 
is the TLM delay time TLMT . The main principle of the 

TLM element is that any action in one system will be 
propagated with a certain delay. Therefore, no direct 
impact (at the same time instance) between the two 
systems is possible. This decouples the simulation of 
the two systems. 

Apart from the time delay the TLM element must 
propagate the correct information about the behaviour 
of the systems at the ends. By examining the PDE of 
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the wave propagation assuming no energy loss in the 
TLM element, the TLM interaction can be formulated 
using the force and velocity at each end, and to form 
equations for how they interact. These equations turns 
out to be fairly simple since the details inside the TLM 
is not important just the "interface" at the ends. 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 2 2 1

2 1 1 2

f t f t T Z t T Z t

f t f t T Z t T Z t

ν ν

ν ν

= − + − +

= − + − +
 (1) 

The most important property with the transmission 
line is the modelling of the time delay of the signals 
that enters a TLM element. This time delay can be used 
to separate the simulation into several parts that can be 
distributed over several different computers. In this 
way, it is possible to simulate the parts separately and 
communicate between the simulations at 
communication points. Using transmission line 
elements no numerical error is introduced, as opposed 
to the multi-rate integration scheme. The errors 
introduced are due to the separation of the model 
comes from modelling error instead. The TLM element 
is symmetric in regard to both separated simulations 
and no regard needs to be taken to which side is the 
fastest. The TLM element properties can be determined 
based on physical considerations only. 

In the example above, an elastic medium was used 
to describe a time delay, but this can of course be 
anything that provides some reasonable time delay 
compared to the typical time constants in the 
simulations. Steel can therefore also be considered as a 
medium if the simulation time steps are in the same 
order as the time required for a sound wave to 
propagate through the steel material. 

3.1.2 Benefits of TLM-element 

The most obvious reason for using TLM is that it 
provides a structured way to connect to simulators in a 
co-simulation set-up. The TLM element does not 
introduce any numerical problems for the solvers. The 
price to pay is that a new component has to be 
introduced in the model. This component behaves as a 
medium for the communicating "wave" between the 
simulated processes. This therefore add a model error, 
but that error is always explicit and well defined 
compared to errors introduced "under the hood" due to 
numerical issues in the simulations. 

In order to avoid the impact of the model error 
from the TLM-element it is always important to let the 
TLM-part represent a natural elasticity in the total 
system. Then the TLM-element can be tuned to adapt 
(or model) that elasticity as much as possible, making 
the model error as small as possible. 

3.1.3 TLM-element formulas 

Since the TLM element is a continuum, oscillation 
frequencies can be introduced into the simulation. 

 
TLM2i

i
f

T
=  (2) 

where TLMT  is the time delay factor, and i a positive 

integer. If this cause problems, a damping term can be 
added in the TLM formulation. 

For a simple model of a steel beam, the spring 
constant of a TLM element can be computed as 

 
0

EA
k

L
=  (3) 

where E is Young's modulus, A is the cross section area 
and 0L  the length of the beam. The impedance FZ  

also has a relation to the spring constant k, 

F TLMZ k T= ⋅ . The impedance factor can then be 

formulated as a function of the area and length of the 
beam according to 

 TLM
F

0

EAT
Z

L
=  (4) 

It can be shown that the TLM element also introduces a 
mass (parasitic mass) that can be viewed to be outside 
the simulated system. The total mass for the combined 
systems must therefore also include the parasitic mass 
of the TLM element in order to make, e.g., the energy 
conservation formulas correct. This mass depends on 
the impedance factor and the time delay factor 

 p F TLMm Z T= ⋅  (5) 

This implies that if the impedance factor FZ  is 

increased, the parasitic mass will increase if the 

synchronization delay TLMT  is not decreased. 

3.1.4 TLM-parameters 

The TLM-parameters for the application case, i.e., 
grinding spindle (see section 2.2), were determined 
from real physical properties of a chosen connection 
volume, i.e. the part of the model that will be 
represented by a TLM-element and applying the 
formulas above. The chosen shape of the modelled 
volume depends on application. If a cube with a 

specific length, 0L , is assumed, then for the volume 

gives the stiffness according to Eq. (3) is: 

 
2
0

0
0

EL
k EL

L
= =  (6) 

For rotation stiffness, one way is to assume two springs 

of stiffness /2k  spaced with distance 0L . The time 
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constant TLMT  is computed from the specific length 

and the speed of sound in the material 

 0
TLM

L
T

v
=  (7) 

Using steel as the connection medium gives 
112.1 10 PaE = ⋅ , 5180 m/sv = , and 

3 37.8 10 kg/mρ = ⋅ . 

Calculations like these give approximate values of 
the stiffness and the time delay of the TLM element. 
This gives a foundation for choosing these parameters. 
In the reference case for the analysis of the grinding 
spindle, the stiffness and time delay parameters were 

chosen to 101 10 N/mk = ⋅  and 5
TLM 1 10 sT −= ⋅ . 

Two other cases were analysed where the time delay 
was halved and doubled respectively, compared to the 
reference case, see Table 1. 

Table 1. Examples of TLM-parameters used in the 
grinding spindle case. The stiffness was 

101 10 N/mk = ⋅ . 

Case [ ]p kgm  [ ]F Ns/mZ  [ ]TLM sT  

Ref. 1.0 51.0 10⋅  51.0 10−⋅  

Low 

TLMT  
0.25 50.5 10⋅  50.5 10−⋅  

High 

TLMT  
4.0 52.0 10⋅  52.0 10−⋅  

 

Decreasing the stiffness is one way to decrease the 
parasitic mass. However, before this is done, the 
stiffness of the surrounding, serially connected, parts 
must be estimated in order to avoid decreasing the 
stiffness of the TLM-connection too much. Another 
action is to change the delay time. Increasing the delay 
time makes it possible for the solver to take larger time 
steps and thus decrease the execution time. However, 
the parasitic mass is a second order function of the 
delay time, which has a negative influence on the 
simulation results. A positive effect is that an increase 
of the delay time counteracts a decrease of the 
stiffness. 

3.2 Related work 

So far, co-simulations gained most acceptance for the 
mechatronic applications. Developers of control 
systems routinely utilize co-simulations to test the 
control algorithms. The most common environment 
that serves as a coupling framework is SimuLink [16]. 
Simulation systems that support multibody dynamics 
simulations like MSC.ADAMS [2] or Dymola [17] 

provide special modules for running such co-
simulations. Other competitive environments like 
CosiMate [18] are also available. The central issue in 
such simulations is often real-time performance since 
the models are eventually used for the hardware-in-the-
loop simulations. High Level Architecture (HLA) 
standard [19] is designed with the vision of distributed 
simulations in mind. The goal here is to simulate a 
complete environment with many different actors and 
tools. The main concerns are not simulation methods 
but instead protocols that allow individual actors to 
communicate with the environment. The focus of this 
paper is different. The intention is to couple transient 
simulation of mechanical components. The main issues 
in this case are stability and accuracy of the coupling 
method. Let us provide a brief survey of the methods 
used for coupling of dynamics simulations. The 
intention is to further motivate the choice of the TLM 
technique for the framework. Otherwise a wider recent 
survey can be found in [8]. The same paper provides a 
classification of some of the co-simulation strategies 
depending on the interface variables exchanged 
between the sub-models and the co-simulation 
coordinator. The problem with setting kinematic 
variables into an existing simulation codes is 
identified. This motivates the preference for the 
approaches that compute only reaction forces. The 
authors also classify the time stepping methods 
typically used in co-simulations. The parallel time 
stepping where the compatibility between the sub-
systems is achieved at every global time step is 
identified as the most attractive. Glue code [20, 21] is a 
co-simulation framework developed for connecting 
MSC.ADAMS to other codes with discrete or 
continuous time stepping. It uses quadratic 
interpolation to pass information about ADAMS model 
to the other code and quadratic extrapolation for the 
force coming into the ADAMS model. The latter 
article introduces a concept of interface mass. The 
interface mass is simulated in the both coupled codes 
and gets different reaction forces in different 
simulations. The reaction forces are communicated 
between the tools. The coupling framework was 
successfully used in coupling an ADAMS model to a 
flight simulator. The problem with this coupling 
approach is the lack of study on the numerical stability 
of the method. That leads to the necessity for 
additional ’tweaking’ for each particular case. The 
paper [22] is mostly focused on fluid-structure 
interaction problems but the results can be applied for 
other kinds of co-simulations as well. The paper 
analyses different numerical coupling methods and a 
new block-Newton method is proposed. The discussion 
here is focused on global solution of implicitly coupled 
differential equations. The introduction of the global 
iterative solver requires a close interaction with the 
numerical solvers in the sub-models and may be hard 
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to implement for existing simulation codes. A similar 
problem arises for the gluing algorithm presented in 
[8]. The algorithm relies on the information available 
at the subsystem interfaces but it requires a special 
evaluation of the coupling matrices. This, again, may 
be hard to implement in an existing environment. In 
[23] a control block, called Boundary Condition 
Coordinator, is used to minimize the difference in the 
coupled variables. The mismatch in the conditions does 
not have any physical meaning and should be seen as a 
numerical artifact. Additionally the paper does not 
address the problems related to the use of multi-step 
implicit solvers for the sub-systems. The TLM 
technique combines the following attractive properties: 

• Very clear and small interface to the sub-
models where kinematic data is only read and 
the response is introduced via an external 
reaction force and torque. 

• Proven unconditional stability of the coupling 
method. 

• Coupling parameters are physically motivated 
and no additional numerical error is 
introduced. 

The outlined combination of characteristics makes the 
technique an attractive candidate for a co-simulation. 

3.2.1 Example: Co-simulation of a bouncing ball 

To illustrate the problem of co-simulation, a co-
simulation of a system with two masses according to 
Figure 10 is carried out. The set-up is a ball (1 kg), 
bouncing on a floor with mass 100 kg suspended with 
a spring 1000 N/m. The bounce of the ball is modelled 
by a Hertz contact, i.e. the acting force on the body 

when hitting the floor is ( )3/21010 −∆ , where ∆  is the 

geometrical intersection. 
Figure 11 shows the plots of the simulation where 

each body is simulated with a separate simulator that is 
connected using a simple co-simulation technique. The 

integrator that has integrated the shortest time period 
will take a step and extrapolate the motion from the 
other body. The extrapolation uses a Hermite 
interpolation scheme, i.e. a third order formula 
interpolating the position and the derivate of the other 
body in the two previous integration points. The co-
simulation was run with two different tolerances 
(absolute and relative tolerance of the solution vector) 
of the solver. The topmost plot in Figure 11 represents 

a tolerance of 610−  and the lower plot represents a 

tolerance of 810− . The behaviour of the lower plot 
emerges because the simulation process for the floor 
extrapolates the ball position too far, computes the 
reaction force and moves the floor downwards. When 
the simulation process for the ball reaches the place 
where the floor should be, a little time after the 
extrapolated time that the floor computed, the floor has 
already started to move downwards. The ball process 
extrapolates the movement of the floor, and finds that 
it will not hit the floor this time and continues to fall. 
The floor process will then extrapolate the position of 
the ball again and will react too much. At some point 
the ball will hit the floor and continue to hit the floor 
several times on the way upwards. This behaviour is 
very hard to predict, since it did not occur with a lower 
tolerance, thus rendering this type of co-simulation 
useless for our purpose. 

1 kg

100 kg

 

Figure 10. A ball with mass 1 kg is bouncing on a 
floor (mass of 100 kg) suspended with a spring 
1000 N/m. Only the ball is exposed to gravity. 
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Figure 11. Co-simulation of the two bodies in Figure 17, which are interacting with a Hertz contact between 
them. The plots show the vertical position of the bodies where the small body (ball) is bouncing with highest 

altitude for tolerances 610−  and 610−  respectively. 

4. Results from grinding spindle 

application case 

A number of different parametric studies have been 
done for the grinding spindle case, described in section 
2.2, and some results are presented here. Different 
combinations of TLM delay time, stiffness and 
damping parameters were used. The aim of the studies 
was a comparison between analyses with and without 
the TLM-connections. Note, that TLM elements are 
used in place of springs and dampers. The assumption 
that exactly the same results should be calculated in 
both models is misleading. Differences are caused by 
the presence of parasitic mass, see Eq. (5). However, 
this may actually be a more relevant description of the 
physical system, than mass less springs. 

In Figure 12-Figure 14 views of the normal force 
between the inner ring and one of the balls are shown. 
This force is a fundamental parameter in rolling 
bearing analysis. The three diagrams represent 
different TLM-times, each compared with the non-
TLM case. The normal forces are varying as the balls 
are passing through the loaded and unloaded zones. 
The variation of these zones is solely determined by 
the rotation of the shaft, which is a motion dominating 
the vibration of the different bodies in the model. 
Therefore, no significant difference between the cases 
could be identified. 

The difference between the TLM-time affects as 
well the size of the time-steps the solver can take. Each 
TLM case is compared to a non-TLM case where the 
same time intervals have been used for the maximum 
time step. 
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Figure 12. The normal force in the contact between the inner ring and a ball for 5
TLM 1 10 sT −= ⋅ . 
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Figure 13. The normal force in the contact between the inner ring and a ball for 5
TLM 0.5 10 sT −= ⋅ . 
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Figure 14. The normal force in the contact between the inner ring and a ball for 5
TLM 2 10 sT −= ⋅ . 

Another set of simulations was performed in order to 
find out how to choose the TLM parameters and how 
they influence the results compared to non-TLM 
simulations. Different combinations of the TLM delay 

time ( TLMT ), the stiffness, and the damping were used. 

The damping parameter was only used for the non-
TLM simulations since no corresponding parameter 
exist in a TLM-connection. The stiffness values were 

91 10 N/mk = ⋅  and 101 10 N/mk = ⋅ . The TLM 

delay times were 5
TLM 1 10 sT −= ⋅  and 

5
TLM 2 10 sT −= ⋅ . Finally, the relative damping 

coefficients used in the non-TLM simulations were 
1c = , 0.1c =  and 0.01c = . Here 1c =  

corresponds to the critical damping for an oscillating 
system with a mass of 1 kg. In these tests, the non-

dimensional tolerance was 710− , which is a typical 
value for rolling bearing applications. The parasitic 
mass varies from 0.1 kg to 4.0 kg for the four different 
TLM cases. 

Here, some diagrams are presented showing the 
results in terms of the positions of the shaft and the 
cage, with four graphs shown in the same diagram. The 
four graphs represent, for a certain combination of 
TLM delay time and stiffness, three non-TLM 
simulations (one for each damping coefficient) and one 

TLM simulation. The legends denoted c1, c01 and 

c001 represent the relative damping coefficients 

1c = , 0.1c =  and 0.01c =  respectively. 
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Figure 15. The position of the shaft in the horizontal (y) direction in the upper graph. The lower graph shows the 

vertical position of the cage. The load case were 91 10 N/mk = ⋅  and 5
TLM 1 10 sT −= ⋅ . 
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Figure 16. The position of the shaft in the horizontal (y) direction in the upper graph. The lower graph shows the 

vertical position of the cage. The load case were 101 10 N/mk = ⋅  and 5
TLM 1 10 sT −= ⋅ . 
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Figure 17. The position of the shaft in the horizontal (y) direction in the upper graph. The lower graph shows the 

vertical position of the cage. The load case were 91 10 N/mk = ⋅  and 5
TLM 2 10 sT −= ⋅ . 
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Figure 18. The position of the shaft in the horizontal (y) direction in the upper graph. The lower graph shows the 

vertical position of the cage. The load case were 101 10 N/mk = ⋅  and 5
TLM 2 10 sT −= ⋅ . 
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The case with a stiffness of 101 10 N/mk = ⋅  and a 

TLM delay time of 5
TLM 1 10 sT −= ⋅  is referred to as 

the reference case. Here the results are almost 
independent of the damping as clearly seen in Figure 
16. The agreement between the non-TLM and the TLM 
analyses is good. If the stiffness is decreased, the 
agreement is still acceptable, at least if low damping is 
used. It is also natural that the oscillations increase if 
the stiffness of the system is decreased. An increased 
TLM delay time causes larger difference between the 
TLM analysis and the non-TLM analyses, which is 
especially visualised in the top diagram in Figure 18. 
However, this may again be explained with that it is 
two different systems from a physical point of view. A 
larger TLM delay time makes the parasitic mass larger 
and thus increases the difference between the two 
systems. It might be of some interest to increase the 
TLM delay time since the solver may then take longer 
steps and consequently decreases the calculation time. 
It is then possible to limit the negative influence on the 
results by decreasing the stiffness since this parameter 
counteracts the effect of an increased TLM delay time. 

5. Numerical performance and 

stability 

In this section the performance and stability of the 
grinding spindle test case will be analysed in detail. 

In any study like this where there is a large number 
of parameters that might influence the results and a 
very large number of combinations, one can for 
practical reasons only investigate a subset of such 
combinations. A large number of simulations have 
been done, and below only a few of the most relevant 
ones are presented. 

For practical reasons, all the simulations have been 
done in serial mode. Running serial instead of parallel 
BEAST calculations does not affect the analysis. All 
the necessary measurements that were carried out to 
approximately predict the behaviour in parallel model, 
led to this conclusion. For this application, a speedup 
of a factor 7-11 is expected. 

When the whole application or system is simulated 
not using TLM, it is denoted “BRG+HS”. Using TLM 

means that two simulation processes communicate. 
One is the bearing sub-system denoted “BRG TLM” 
and the other the rest of the grinding spindle sub-
system denoted “HS TLM”. 

The parasitic mass of the TLM connection, given 
in the table captions, can be compared with the mass of 
the spindle shaft 27.8 kg, the housing 48.0 kg, the 
bearing outer ring 0.51 kg, and the bearing inner ring 
0.33 kg. 

The solver non-dimensional tolerance on state is 
71.0 10−⋅ , which gives dimensional values of 

108.334 10−⋅  [m], 71.0 10−⋅  [Euler parameters], 
51.0 10−⋅  [m/s], and 31.2 10−⋅  [rad/s]. The tolerance 

is typical for a rolling bearing analysis. 
Looking at the numerical performance for these 

TLM cases, the general conclusion is that the 
performance of the solver is similar for all cases, i.e., 
the maximum difference in number of RHS calls for 
the cases was less than 10 %. The case with a stiffness 

of 101 10 N/mk = ⋅  and a TLM delay time of 

5
TLM 2 10 sT −= ⋅  was the fastest. Consequently, the 

solver is relative unhindered to do its job. A further 

increase in maxT  will give some performance increase 

in the order of 10 %. 
For the non-TLM cases it is seen that the influence 

of a double maxT  is in the order of 1-15 % fewer RHS 

calls and thus the solver is also here relative 
unrestricted and this is the least sensitive parameter. 
The most sensitive parameter is the damping; for the 
high stiffness the increase of RHS calls was about 90 
% from critical (1.0) to low damping (0.01). 
Corresponding increase for the low stiffness was about 
20 % from critical (1.0) to low damping (0.01). 

Comparing the number of RHS calls for the TLM 
cases with the non-TLM cases, shows that the variation 
is much larger for the non-TLM cases that have values 
both lower and higher than the TLM cases. Compared 
to a typical TLM case, it is from minus 26 % to plus 42 
%. It is the difference in physical properties of the 
models that give these results. 

In Table 2-Table 3, two examples of TLM 
simulations compared with the medium non-TLM 
damping (0.1) are given. It serves as examples that the 
numerical performance and stability is good. 
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Table 2. Case with a stiffness of 101 10 N/mk = ⋅ , a damping ratio of 0.1, with 5
TLM 1.0 10 sT −= ⋅ , 

max TLM /2.01T T= , sync TLM /2T T= , and write TLMT T= . Parasitic mass is 1.0 kg. 

Description BRG+HS BRG TLM HS TLM 

Number of steps 71042 72436 40205 

Number of RHS calls 88321 88479 40347 

Number of Jacobian calls 1253 1270 671 

Failed convergence 4 7 0 

Failed error test 3725 3175 1 

Unsuccessful RHS calls/step % 10.1 8.51 0.005 

Jacobian calls/step % 1.76 1.75 1.67 

Time in solver % 0.42 0.0569 0.0122 

Time in writing (with extra RHS) % 23.3 43.8 0.466 

Time in RHS % 71.0 50.6 3.28 

Time in Jacobian % 5.18 3.64 0.00374 

Time in TLM com. % 0 1.75 99.45 

Mean solver order 3.39 3.17 1.99 

 

Table 3. Case with a stiffness of 91 10 N/mk = ⋅ , a damping ratio of 0.1, with 5
TLM 2.0 10 sT −= ⋅ , 

max TLM /2.01T T= , sync TLM /2T T= , and write TLMT T= . Parasitic mass is 0.4 kg. 

Description BRG+HS BRG TLM HS TLM 

Number of steps 56995 68570 20129 

Number of RHS calls 75217 88086 20234 

Number of Jacobian calls 1028 1214 336 

Failed convergence 6 6 0 

Failed error test 3884 3930 2 

Unsuccessful RHS calls/step % 13.2 11.1 0.02 

Jacobian calls / step % 1.80 1.77 1.67 

Time in solver % 0.481 0.0643 0.007 

Time in writing (with extra RHS) % 17.2 42.6 0.21 

Time in RHS % 76.6 52.7 0.02 

Time in Jacobian % 5.71 3.78 0.002 

Time in TLM com. % 0 0.837 99.7 

Mean solver order 3.49 3.09 3.89 

 

6. Discussion 

The TLM delay time computed from physical 
properties is of the magnitude that it can influence 
the simulation performance. That means that the 
TLM input parameters needs to be selected with 
care, to avoid an increased simulation time. 
However, an increase can be compensated by that a 
TLM co-simulation is in fact a parallel computation. 

The overall conclusion is that the performance of 
TLM and non-TLM simulations are similar for the 
grinding spindle application, and that the numerical 
stability and performance is very good. 

7. Conclusions 

Two test cases have been created, one simple two-
body model used for debugging and fundamental 
testing, and one grinding spindle application used for 
evaluation of the TLM technique for rolling bearing 
applications. 

The conclusion is that the results of TLM and 
non-TLM simulations are similar for a realistic 
application with rolling bearings and applicable for 
engineering purposes. The numerical stability and 
performance is good. 
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Abstract

A time-discrete formulation of the variational principle
of mechanics is used to construct a novel first order,
fixed time step integration method for multibody sys-
tems subject to mixed constraints. The new stepper,
coined Spook, includes physics motivated constraint
regularization and stabilization terms. The stepper is
proved to be stable for the case of linear constraints,
for non-zero regularization and stabilization parame-
ters. For fixed stabilization value, the regularization
can be made arbitrarily small, corresponding to arbi-
trarily stiff penalty forces. The “relaxed” constraint
formulation permits a separation of time scales so that
stiff forces are treated as relaxed constraints. Con-
straint stabilization makes the stiff forces modeled this
way strictly dissipative, and thus, the stepper essen-
tially filters out the high oscillations, but is rigorously
symplectic for the rest of the motion. Spook solves
a single linear system per time step and is insensitive
to constraint degeneracies for non-zero regularization.
In addition, it keeps the constraint violations within
bounds of O(h2), where h is the time step. Because it
is derived from the discrete variational principle, the
stepping scheme globally preserves the symmetries of
the physical system. The combination of these features
make Spook a very good choice for interactive simu-
lations. Numerical experiments on simple multibody
systems are presented to demonstrate the performance
and stability properties.

1. Introduction

Integration methods that preserve the qualitative as-
pects of given sets of differential equations have cap-
tured the interest of numerical analysts over the last
decade [13]. This investigative effort has shed much
light on the mystery of surprisingly well behaved low
order formulae widely used in the physical sciences,
such as the Verlet [25], Shake, and Rattle methods
of molecular dynamics [20], or the Newmark method
in structural dynamics, to name just a few.

The recently developed theory of the discrete least
action principle [22] provides an explanation for this
good behavior. Indeed, all the aforementioned inte-
gration methods can be derived from the discrete least
action principle. In turn, this means that they are
guaranteed to be symplectic and to uniformly preserve
all physical invariants withing bounds related to the
time step. It is one thing to preserve energy, say, lo-
cally within O(hp), for step of size h and a method
of order p, so that |Ek+1 − Ek| = O(hp) at each step
k. But it is yet more reassuring to have the global
bound |Ek − E(0)| = O(hp) for all steps k = 1, 2, . . .,
where E(0) is the known energy of the system. For the
simplistic looking Verlet stepping scheme for instance,
momentum is exactly preserved at machine precision,
as long as the local stability requirements are met, irre-
spective of the time step. In addition, for closed phys-
ical systems with fixed energy, preservation of symme-
tries implies a shadowing property, meaning that com-
puted trajectories intersect the analytical solution once
per step [11, 15]. Therefore, the discrete samples of the
trajectory might not be very accurate but they never
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deviate far from the exact motion, another good prop-
erty. If one takes the view that the most fundamen-
tal aspects of physical motion are the symmetries, the
discrete least action principle is the appropriate tech-
nique to use for constructing new integration schemes
for physical systems.

Particularly in the context of real-time interactive
applications, such as simulator training systems for in-
stance, the time constraints on computations are uni-
formly stringent. In addition, inputs signals are not
known in advance and the system configuration can be
changed at arbitrary times. In consequence, low order,
single step, strongly stable, fixed step size integration
methods are best suited, and the discrete least action
principle is the best tool to construct them.

This is the route followed in the present article in
which a novel stepping scheme is constructed for con-
strained mechanical systems. In particular, the issues
of constraint stabilization, constraint degeneracy, time
scale separation are addressed directly. The same ideas
were also applied to dry frictional contact problems in
my PhD thesis [18] but due to space limitations, this
is not covered in the present article.

Mechanical integrators are constructed directly from
a discretization of a time integral of the Lagrangian,
expressed in terms of discrete time samples of the sys-
tems generalized coordinates. For the low order meth-
ods, the stepping equation are three-terms recurrence
relations which are in fact the necessary stationarity
conditions dictated by the least action principle for
conservative systems, or the Fourier-d’Alembert princi-
ple of vanishing virtual work for non-conservative ones.
The latter principle expresses the equations of mo-
tion in weak form. In turn, the weak form provides
a straight forward strategy for discretizing discontinu-
ous phenomena such as frictional impacts and contacts,
though this is not done here.

The rest of the paper is organized as follows. In
§ 2, the discrete least action principle is introduced
and applied to mechanical systems with finite degrees
of freedom. Both conservative and non conservative
systems are covered, as well as both holonomic and
nonholonomic kinematic constraints. In § 3, the novel
physics based constraint regularization and stabiliza-
tion scheme is presented. This is then linearized in § 4
to produce the Spook stepping scheme. The linear
stability is investigated in § 5. The results of numeri-
cal experiments are presented in § 6. Conclusions and
summary remarks are collected in § 7.

2. Discrete mechanics

Consider a finite-dimensional mechanical system with
configuration space Q, generalized coordinates q : R 7→
Q, and generalized velocities q : R 7→ TQ, where TQ
is the tangent bundle of Q. Introduce the mass matrix

M(q) so the kinetic energy T : TQ 7→ R is a posi-
tive definite quadratic form T (q, q̇) = 1

2 q̇
TM(q)q̇, and

is positive definite. Finally, introduce the continuously
differentiable potential energy V : Q 7→ R. The La-
grangian is then

L(q, q̇) = T (q, q̇) − V (q) =
1

2
q̇M(q)q̇ − V (q), (1)

and the action of a given trajectory (q(t), q̇(t)), t ∈
[t0, t1] is the functional

S[q] =

∫ t1

t0

dsL(q(s), q̇(s)). (2)

The principle of least action [19] then states that for
any infinitesimal variation δq satisfying all the con-
straints on the system and such that δq(t0) = δq(t1) =
0, then, δS[q] = 0. This means that S[q] is stationary
for the physical trajectory q(t).

For a system subject to non-conservative or poly-
genic forces f(q, q̇, t), the Fourier-d’Alembert principle
of virtual work applies, namely

δS[q] +

∫ t1

t0

dsfT δq(s) ≤ 0, (3)

where the inequality holds in case Q is closed and
bounded and q(t) touches the boundary for t ∈ [t0, t1].
A particularly important form of polygenic forces can
be written as

f(q, q̇) = −
∂R(q, q̇)

∂q̇
, (4)

where R : Q× TQ 7→ R is a generalized Rayleigh dis-
sipation function. A simple example of that is the
viscous drag force f = −γDq̇ where D is a constant
square, symmetric, positive semi-definite real matrix.
This corresponds to R = γ

2 q̇
TDq̇ ≥ 0.

The general least action principle leads to the Euler-
Lagrange equations of motion

d

dt

∂L

∂q̇T
−

∂L

∂qT
= f(q, q̇, t), (5)

which is a set of nonlinear second order differential
equations which can be solved with general methods.
Observe here that (3) is a weak form of the equations
of motion which can be used to analyze nonsmooth
phenomena.

Instead of using a standard numerical method on (3),
it is possible to discretize the action directly in terms
of discrete samples along the trajectory, namely, qk =
q(kh), k = 0, 1, . . . , N , where h > 0 is the fixed time
step. Introduce the discrete Lagrangian

L d(q0, q1, h) =

∫ h

0

dsL(q(s), q̇(s)), (6)
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and the discrete action

Sd(q0, . . . , qN , h) =
N−1
∑

k=0

L d(qk, qk+1, h). (7)

The discrete action is then a multivariate function
Sd(q0, . . . , qN , h) : ⊗N+1Q 7→ R. For a conserva-
tive, a stationary point over the discrete trajectory
(q0, q1, . . . , qN ) must have vanishing partial derivatives
with respect to each of the discrete sample points qk,
which means

∂Sd(q0, . . . , qN , h)

∂qk

=
L d(qk−1, qk, h)

∂qk
+

L d(qk, qk+1, h)

∂qk

= D1L d(qk−, qk, h) +D2L d(qk, qk+1, h) = 0, (8)

where Dk is the operator yielding the partial derivative
with respect to the kth argument. For a system subject
to polygenic forces, first write

∫ tk+1

tk

dsfT δq =

δqT
k f

(+)(k, k + 1) + δqT
k+1f

(−)(k, k + 1). (9)

Then, the discrete Fourier-d’Alembert principle is

(

∂Sd(q0, . . . , qN , h)

∂qk
+

f (+)(k − 1, k)T + f (−)(k, k + 1)T

)

δqk = 0, (10)

and after transposing, this reads

DT
1 L d(qk, qk+1, h) +DT

2 L d(qk−1, qk, h)

+ f (+)(k − 1, k) + f (−)(k, k + 1) = 0. (11)

Observe now that either (8) or (11) are discrete step-
ping equations defining a map Φ : Q×Q 7→ Q×Q so
that (qk, qk+1) = Φ(qk−1, qk). The map Φ is called a
either a variational or a discrete mechanical integra-
tor [22]. The main benefit of this integration strat-
egy is that the discrete trajectory is in fact symplectic.
In addition, a discrete form of Noether’s theorem ap-
plies to the discrete variational principle which means
that physical symmetries are preserved by the discrete
trajectories. For fixed time integration step, energy
is not preserved exactly but oscillates within bounds
of O(h2) of the energy of the continuous system. Be-
cause global invariants are preserved by the discrete
integrators, the trajectory produced are more faithful
to the physics, even at low integration order, than gen-
eral methods with higher local accuracy but without
global error bounds, such as standard Runge-Kutta or
multistep methods [13].

There are several choices for defining L d(qk, qk+1, h)
and f (±) but for the present paper, the following
choices are made when there is a need to be specific

q = q0, q̇ =
1

h
(q1 − q0) = v1,

L d(q0, q1, h) =
1

2h
(q1 − q0)

TM(q0)(q1 − q0) − hV (q0)

f (+)(0, 1) = 0

f (−)(0, 1) = hf(q1,
1

h
(q1 − q0), 0). (12)

Adding holonomic and nonholonomic constraints to
this analysis is straight forward [22, 8]. Given holo-
nomic constraints of the form g(q) = 0 and Pfaffian-
form nonholonomic constraints a(q, q̇) = A(q)q̇ = 0,
the extensions read

DT
1 L d(qk, qk+1, h) +DT

2 L d(qk−1, qk, h)+

hGT
k λ+ hAT

k α+ f (+)(k − 1, k) + f (−)(k, k + 1) = 0

g(qk+1) = 0

Ak+1(qk+1 − qk) = 0. (13)

This result is easily understood as an application of the
theory of constrained multivariate extrema.

Stepping formulae directly or closely related to (13)
include Shake [24] and Rattle [1]. These are in fact
extensions of the Verlet [25] stepping scheme which is
common in molecular dynamics [20]. Such schemes
have been all but common in multibody dynamics ex-
cept for some recent applications in computer graph-
ics [12].

The constrained stepping equations (13) form a non-
linear system of equations which has to be solved to
yield the updated kinematic state (qk+1, qk), as well
as the constraint forces, λ, α. Questions remain as to
how much numerical precision is needed in solving (13)
to preserve stability and the qualitative aspects of me-
chanical integrators. This is addressed to some extent
in the next section.

3. Constraint regularization and

stabilization

It is well-known that kinematic constraints of the
form g(q) = 0 are in fact the limit of strong penalty
terms of the form Uǫ = 1

2ǫ
gT g, as ǫ → 0. Like-

wise, non-holonomic constraints can be understood as
the limit of Rayleigh dissipation terms of the form
1
2γ
q̇TAT (q)A(q)q̇, as γ → 0. The theory behind this

fact is called constraint realization[23, 16, 17, 6, 7].
What is also well known is that introducing penalty
forces without taking appropriate precaution against
high frequency, low amplitude oscillations, leads to nu-
merical catastrophe. For holonomic constraints, de-
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tailed analysis [23] demonstrates that though the tra-
jectories (qǫ, q̇ǫ) of the penalized system do converge
uniformly to the trajectories of the constrained sys-
tem, (q, q̇), say, but the penalized constraint forces λǫ

can fail to converge to the constraint forces λ.
The remedy to these problems is to use implicit time

integration for the constraint forces and to introduce
sufficient damping to guarantee stability. The result
is a “relaxed” constrained system for which accuracy
requirements on the solution of the nonlinear stepping
equations (13) is dramatically reduced.

Consider first the case of holonomic constraints
g(q) = 0 with Jacobian G = ∂g/∂q. Introduce the
Lagrangian term

Lǫ(q, q̇, λ, λ̇) =
ǫ

2
‖λ‖2 + λT g(q). (14)

Considering λ as a dynamical variable, the Euler-
Lagrange equations of motion of the augmented system
L(q, q̇) + Lǫ(q, q̇, λ, λ̇) are

d

dt

∂L

∂q̇T
−

∂L

∂qT
−GTλ = 0

ǫλ+ g(q) = 0,

(15)

and the standard constrained equations are recovered
in the limit where ǫ→ 0. To discretize this, put

∫ h

0

ds
(

ǫλ2 + λT g(q)
)

=

hǫ

8
‖λ0 + λ1‖

2 +
h

4
(λ0 + λ1)

T (g0 + g1), (16)

where gk = g(qk). In the variational integration frame-
work, this discretization corresponds to the implicit
midpoint rule. After applying the discrete principle of
least action and relabelling λ = 1

4 (λk+1 + 2λk +λk−1),
the discrete Euler-Lagrange equations read

DT
1 L d(qk, qk+1, h) +DT

2 L d(qk−1, qk, h)

+ hGT
k λ = 0

ǫλ+
1

4
(gk+1 + 2gk + gk−1) = 0. (17)

In the limit where ǫ → 0, provided g0 = g1 = 0, the
standard variational constrained equations are recov-
ered. As shown further below however, this stepping
scheme is at least linearly stable for ǫ > 0. The λ vari-
ables are now regarded as the coordinates of a ghost
point particle with zero mass. A short analysis reveals
that if they did have finite mass, it would have to be
negative to preserve physical stability, hence the term
“ghost”.

For nonholonomic constraints a(q, q̇) = A(q)q̇ = 0,
introduce the Rayleigh function

R a(q, q̇, α, α̇) = −

(

γ

2
‖α̇‖2 + α̇T a(q, q̇)

)

, (18)

producing the force terms

fq = −
R

∂q̇T
= −AT α̇,

fα = −
R

∂α̇T
= γα̇+A(q)q̇.

(19)

This form of Rayleigh dissipation function has not been
found in the literature. The reason for using α̇ instead
of α itself, is that α can be treated like a ghost variable,
subjected to the dissipative force fα = −∂R/∂α̇T .

With the choices

f (−)
q (0, 1) = A0(α1 − α0), (20)

f (+)
q (0, 1) = 0, (21)

f (−)
α (0, 1) = γ(α1 − α0) +A1(q1 − q0), (22)

f (+)
α (0, 1) = 0, (23)

the discrete Euler-Lagrange equations become

DT
1 L d(qk, qk+1, h) +DT

2 L d(qk−1, qk, h) +AT
k α = 0

γα+Ak+1(qk+1 − qk) = 0,

(24)

after defining α = αk+1−αk, and the previously known
variational stepping nonholonomic stepping scheme [8]
is recovered in the limit where γ → 0.

Combining these two results, holonomic constraints
g(q) = 0 can be stabilized by introducing the dissipa-
tion term

Rg(q, q̇, λ, λ̇) = −τ

(

ǫ

2
‖λ̇‖2 + λ̇G(q)q̇

)

. (25)

Reusing the definitions provided in (20–23), the result-
ing discrete Euler-Lagrange equations are now

DT
1 L d(qk, qk+1, h) +DT

2 L d(qk−1, qk, h) + hGT
k λ = 0

ǫλ+
1

4
(gk+1 + 2gk + gk−1) +

τ

h
Gk+1(qk+1 − qk) = 0,

(26)

with the definition λ = 1
4 (λk+1+2λk+λk−1)+

τ
h
(λk+1−

λk). The reason for this labelling is that λk itself is not
necessary to step the system forward and the aggregate
variable is more convenient.

4. The Spook stepper

Consider a systems with constant mass matrix M(q) =
M with n degrees of freedom so q, q̇ ∈ R

n. Add smooth,
slowly varying potential energy V (q). Subject this sys-
tem to a combination of mh holonomic constraints of
the form gi(q) = 0, i = 1, . . . ,mh with mh × n Jaco-
bians G = ∂g/∂q, and mn nonholonomic constraints
ai(q), i = 1, . . . ,mn so a(q) = A(q)q̇ − w(t) = 0, where
A(q) is a smooth mn × n matrix, and w : R 7→ R

mn
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is a smooth driving term. Add smooth non-potential
forces discretized so that f (−)(k, k + 1) = 0 in (9).
Then, choose a time step h > 0, as well as mh pairs of
positive scalars ǫi, τi > 0, i = 1, . . . ,mn, and a further
set of mn of positive scalars γi > 0, i = 1, . . . ,mn. As-
semble these scalars in the following diagonal matrices

Γ =
1

h
diag(γ1, γ2, . . . , γmn

),

Σ =
4

h2
diag(

ǫ1
1 + 4 τ1

h

,
ǫ2

1 + 4 τ2

h

, . . . ,
ǫmh

1 + 4
τm

h

h

),

Υ = diag(
1

1 + 4 τ1

h

,
1

1 + 4 τ2

h

, . . . ,
1

1 + 4
τm

h

h

),

(27)

Starting from the discretization provided in (12), and
using the linear approximation of the constraints

1

4
(gk+1 + 2gk + gk−1) ≈

gk +
h

4
Gkvk+1 −

h

4
Gkvk, (28)

the stepping equations become







M −AT
k −GT

k

Ak Γ 0
Gk 0 Σ











vk+1

α
λ



 =





r
s
t



 ,

where





r
s
t



 =







Mvk − h∇Vk + hf (+)(k − 1, k)
wk

− 4
h
Υgk + ΥGkvk






.

(29)

Note that with suitably chosen perturbation parame-
ters, the system matrix is never singular which means
that for this formulation, constraint degeneracy is not
an issue. In addition, it is now possible to model all
stiff forces as“relaxed”constraints. In that respect, po-
tential forces lead naturally to relaxed holonomic con-
straints, and polygenic forces lead to relaxed nonholo-
nomic constraints.

The case of three dimensional rigid bodies is special
since then, the mass matrix M(q) is configuration de-
pendent. It is possible to produce corrections to the
main Spook stepper defined in (29) using the varia-
tional formulations. When this is done, matrix M is
replaced by a time dependent M̃k = Mk + O(h2), and
the forcing terms are also modified to account for the
gyroscopic forces. This is discussed further in my the-
sis [18] and a complete specification is part of future
work.

The matrix appearing on the left hand side of (29) is
positive definite but non-symmetric, and it can easily
be transformed to a symmetric but indefinite matrix
of the type processed efficiently by well-known sparse
matrix packages, such as Umfpack [9], for instance.
Experience shows that it is a better idea to use Umf-

pack directly on the large matrix instead of forming

the symmetric, positive definite Schur complement ma-
trix

[

A G
]

M−1

[

AT

GT

]

+

[

Γ 0
0 Σ

]

, (30)

since the latter can get quite dense in comparison to
the original matrix.

5. Linear stability

Several schemes have been suggested for constraint sta-
bilization in mechanical systems [5, 3, 2]. In addition
to these, there are regularization schemes for treat-
ing the differential-algebraic equations of constrained
multibody systems [14]. Though the simplest and most
common stabilization scheme [5] does work in some
cases, there is no optimal choice of stabilization pa-
rameters [2]. Other stabilization schemes [3, 2] are
stable but are not motivated from physics and re-
quire additional processing. The standard regulariza-
tion method for differential algebraic equations [14]
amounts to replacing constraint equations g(q) = 0
with ǫλ̇ + g(q) = 0, which is non physical, or replac-
ing (14) with −ǫ/2‖λ̇‖2+λT g(q), leading to ǫλ̈+g(q) =
0, and thus adding unnecessary second order dynamics
to the system. This is clearly not justified from the
point of view of constraint realization theory.

The regularization and stabilization scheme of § 3
is motivated by physics however and does reduce to
known methods in the limit where the parameters ǫ
and τ vanish. It remains to show that the new stepping
scheme is indeed stable.

To this end, consider a mechanical system with con-
stant, real, symmetric, and positive definite mass ma-
trix M , of dimension n×n. Set the potential to V (q) =
0. Add constant linear homogeneous holonomic con-
straints of the form g(q) = Gq = 0, where G is an
m × n real matrix. In reference to (26), redefine λ to
absorb one factor of h, and introduce the nonnegative
parameters θ = τ/h, ψ = 1/(1+4θ), and σ = (4/h2)ψǫ.
Discretizing the basic Lagrangian as in (12), and intro-
ducing the discrete velocity pk = (1/h)(qk − qk−1), the
equations of motion now read

qk+1 − hpk+1 = qk

Mpk+1 −GTλ = Mpk

h

4
ψ−1σλ+

1

4
G(qk+1 + 2qk + qk−1)

+ hθGpk+1 = 0. (31)

After defining xk = Gqk, yk = hGpk, S = GM−1GT

and Sσ = S + σI, where I is the identity matrix of
suitable dimension, eliminating λ from the system (31)
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yields the reduced stepping equations

xk+1 − yk+1 = xk

yk+1 = −4ψSS−1
σ xk + (I − 4θψSS−1

σ )yk.

(32)

Now, it is possible to use the polar decomposition
to produce a factorization G = URPT so that
U is an m × m orthonormal matrix, P is a n ×
n permutation matrix, and R is a m × n matrix
with the same rank as G. With this factorization,
(UTGq)T = (u1, u2, . . . , ur, 0, . . . , 0). In addition, since
S = GM−1GT is symmetric and positive semidefinite,
then, so is S̃ = UTSU and so, there is an orthonor-
mal matrix V , with V V T = I, such that V S̃V T =
diag(λ1, λ2, . . . , λr, 0, 0, . . .). Finally, since matrices S
and Sσ differ by a scalar multiple of the identity, they
commute with each other and are simultaneously di-
agonalized by the orthogonal transform UV . Thus,
changing variables in (32) to u = UV x and v = UV y,
the stepping equations become

Bzk+1 = Azk, z =

[

u
v

]

=

[

UV 0
0 UV

]

B =

[

I −I
I 0

]

, A =

[

I 0
−4ψΓ (I − 4θψΓ)

]

Γ = diag(
λ1

λ1 + σ
,

λ2

λ2 + σ
, . . . ,

λr

λr + σ
, 0, . . . , 0). (33)

The stationary recurrence defined in (33) can be writ-
ten as zk+1 = B−1Azk and this is stable provided all
the eigenvalues of the matrix B−1A are within the unit
circle in the complex plane. Because of the block diag-
onal structure of matrices A and B, the 2m eigenvalues

of B−1A come in pairs, µ
(i)
± , i = 1, 2, . . . ,m. Straight-

forward computations yield

µ
(i)
± = 1−2γ (i)ψ(θ+1)±2

√

(γ (i)ψ(1 + θ))2 − γ (i)ψ),

for i = 1, 2, . . . , r, and

µ
(i)
± = 1, for i = r + 1, . . . ,m. (34)

Simple analysis yields

|µ
(i)
± | < 1, when i < r, , and

µ
(i)
± = 1, when i > r, ǫ > 0, and θ > 0. (35)

With the choice of coordinates, u
(i)
k = v

(i)
k = 0 for i > r

and k = 0, 1, 2, . . .. Therefore, ‖xk‖ = ‖Gqk‖ → 0 and
‖yk‖ = ‖hGpk‖ → 0 as k → ∞ and so the linear
homogeneous system is stable. We have thus proved
the following.

Theorem 5.1. For a discrete mechanical system with
configuration space Q = R

n, constant n× n mass ma-
trix M that is real, symmetric and positive definite,

u

x

l

Figure 1: A two dimensional rigid rod.

subjected to m-dimensional linear homogeneous con-
straints g(q) = Gq, where matrix G is an m×n matrix
of rank r ≤ m, the regularized and stabilized stepping
scheme of (26) is stable provided ǫ > 0 and τ > 0.

Theorem 5.1 means in particular that the linearized
stepping scheme can process degenerate constraints.
There is strong numerical evidence that linear sta-
bility is preserved when the perturbation parameters
ǫ and τ in (26) take different values for each indi-
vidual constraint. However, analysis has not yielded
strong enough bounds on the spectrum of the corre-
sponding stepping matrix B−1A of (33) yet. Likewise,
there are numerical indications that nonlinear stability
is not guaranteed for cases where the constraint Ja-
cobian varies quickly, i.e., when the curvature of the
constraints is high.

6. Numerical experiments

The framework described above requires additional ele-
ments to correctly process three dimensional rigid bod-
ies with non-homogeneous inertia tensors. To avoid
these issues for the moment, consider the motion of
a rigid rod as shown in Fig. 1. The coordinates for
this consist of Cartesian coordinates for the center of
mass x ∈ R

n, and a unit vector u ∈ R
n, with the con-

straint that ‖u‖ = 1. If the rod has length l and mass
m, the inertia tensor is diagonal with value m for the
first n entries, and l2/12 for the remaining ones. In-
terconnected systems of these rods can be easily con-
structed in a scripting language such as Octave [10] or
MatlabTM, making it easy to use Umfpack to process
the linear algebra efficiently. The example considered
here is that of a ladder of which one corner is attached
to the origin, as shown in Fig. 2. This configuration
has appeared in the literature previously [4] to test a
strategy for constraint stabilization. This is provides
an interesting test case for Spook. With the labelling
provided in Fig. 2, the connections between the rods is
as follows. Rods 1 and 2 have their tails fixed at the
origin. Then, rod j is connected by its tail to the head
of rod j−3 when mod (j, 3) = 2, and to rod j−2 oth-
erwise. Finally, rod j is connected head to head with
rod j + 1 for j = 3k, k = 1, 2, . . . , N . If the total num-
ber of links is N , there are n = 4+ 3(N − 1) rigid rods
in the system, 4N + 1 connection constraints between
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Figure 2: A square chain of rigid rods.

pairs of rods or between a rod and the origin, and n
unit constraints to keep ‖ui‖ = 1. Among the 4N + 1
constraints, the number of closed kinematic loops is N .
For the illustrations that follow, all links have mass 10
and length 1. Other runs were performed with variable
masses and link lengths and the stability results were
similar to what is reported here, as long as the mass
ratios are less than 1000, approximately. Beyond that
point, stability problems do surface. The target time
step is kept at h = 1/60 in most cases, except when
analyzing error convergence as in Fig. 6. This is be-
cause interactive applications that drive 3D graphics
display are often tuned to that frequency. The stepper
was found to be stable on this problem for h as large
as h = 1/20 for N = 20.

The other parameters chosen here for the simula-
tions are regularization ǫ = 10−8, and constraint sta-
bilization τ/h = 2. Experience with Spook stepper
indicates that these parameters are good defaults for a
wide range of problems, and rarely need to be tuned.
Of course, when masses become very large and their in-
verses become comparable to ǫ, the regularization pa-
rameter must be reduced. A few steps of a simulation
are shown in Fig. 3 where N = 20. This is a moderate
problem size involving 427 variables in two dimensions.

An interesting aspect of the present problem is that
as the ladder falls, whiplash develops at the end links
after a few oscillations and some velocities become very
large. Other fixed time step integration strategies such
as Runge-Kutta fourth order with Baumgarte stabi-
lization or plain Shake break down completely when
whiplash occurs. As explained before, variable time-
step is not convenient for real-time simulations and ro-
bustness against short burst of high velocity is therefore
desirable. In fact, the plain linear version of Spook

using (29) works best. Performing Newton-Raphson
iterations does not improve the solution significantly
in most cases, and when the velocities are too big, e.g.,
during whiplash, the “refined” solution was found to be
worse than the linear approximation. This was evident
from a sudden, large increase in energy.

The idea of using the ladder problem is to check that
Spook can process this problem at fixed step, using a
relatively large time step, but without loosing stabil-
ity, even though local errors might be significant. In
addition, many methods for handling loop closures in
mechanical systems have complexity O(m2) where m

time = 1.65time = 0.82

time = 2.48

time = 3.32

Figure 3: Animation of a rod with N = 20.

is the number of loops. This is in fact what was re-
ported of Mexxax [21] in previous work [4]. In that
last article, the regularization technique was found to
have linear complexity in both the total number of con-
straints and in the number of closed loop constraints.
The same result is achieved here as seen from Fig. 7, in
which the time taken by linear system solver is plotted
as a function of system size. Thanks to the quality of
Umfpack, this is linear as it should.

The energy does dissipate in this problem as seen in
Fig. 4 for a chain of N = 10 links and another with
N = 100 links. The reason for that is that constraint
violations are damped. This damping is most severe
when the chain passes the vertical position and gravity
forces stretches all vertical links. However, constraint
violation is kept within tight bounds as shown in Fig. 5,
even for large system. It is true that for the ladder
problem, with the formulation given above, most con-
straints are in fact linear, except for the unit length
ones. On problems with predominantly nonlinear con-
straints, such as the simple pendulum for instance, the
errors can be significantly larger.

Overall, the quality of the solution delivered by
Spook is comparable to what was observed with other
integrators. The numerical cost is less, however, since
only one linear system is solved at each step. Stabil-
ity is also good enough to use large constant step size.
The error made on the constraint violation appears to
be O(h2) as seen from Fig. 6.

7. Conclusion

The discrete variational principle provides excellent nu-
merical integrator formulae for physical systems which
globally preserve the fundamental symmetries. In ad-
dition, the technique for constructing new integration
formulae is straight forward and additive, making it
possible to mix and match different discretizations for
different terms. In particular, separating fast oscilla-
tory forces and strong damping forces from the rest of
the physics is easy to achieve as described in § 3.
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Figure 4: The energy as a function of time for N = 10
and N = 100.

Constraint violation profile for N = 10 and N = 100
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Figure 5: The root mean square norm of constraint vi-
olations for N = 10 and N = 100.
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Figure 7: Overall performance of the stepper as a func-
tion of N . Average CPU time per step, in
ms.

This is exactly what was done in the construction of
Spook and it is very satisfying to see that indeed, it
can integrate constrained mechanical systems reliably
with very little tuning, as illustrated in § 6. This is
not a general result for differential algebraic equations,
however, since the constraint regularization technique
presented here is limited strictly to the algebraic con-
ditions appearing in mechanical systems.

At this time, Spook has not been implemented
within a generic multibody dynamics library and it re-
mains to be seen how robust it is on problems with
strongly nonlinear constraints. Also not included in the
present article are the subtle modifications required to
treat the gyroscopic forces of generic three dimensional
rigid bodies. Future work will address these issues.
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Numerical integration is considered for second order differential equations on the form

q̈ =A(q, q̇, t )+B(q, q̇, t ) ,

where A is significantly more expensive to evaluate than B , and B is stiff (highly oscillatory)
in comparison with A. Examples of such problem are multibody problem with contact
forces acting between bodies, and constraints formulated as penalty forces.

Based on the splitting A+B of the acceleration field, a numerical integration algorithm,
which is explicit in the A–part and implicit in the B–part, is suggested. Consistency and
linear stability analysis of the proposed method is carried out.

Numerical examples with the proposed method is carried out for two simple test prob-
lems, and for a complex multibody model of a rotating ball bearing. Comparison with
conventional implicit methods is given for each example. The results indicate that the
proposed method is more efficient, in terms of number of evaluations of A, at the same
accuracy level.
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1. Introduction

We are interested in the numerical time integration of dynamic multibody systems. In particular,
problems where bodies frequently come in contact with each other, which is modelled by complex
force laws. The application we have in mind is simulation of rolling bearings, where contacts between
bodies are present. Our aim is to design a numerical integrator that is particularly efficient for such
problems.

In Section 2, a characterization of the governing equations is given. The objective is twofold: (i) to
pin-point where the computational cost is high; (ii) to estimate typical frequencies in the solution. The
specific character of the governing equations is then used as a basis in Section 3 in order to design a more
efficient integrator. Further, in Section 4 the proposed integrator is analyzed in terms of consistency
and linear stability. In Section 5 we discuss issues concerned with adaptive time-stepping. Lastly, in
Section 6, we give numerical test examples, both for simple test problems and for a fully complex
rolling bearing problem.

2. Characterization of the governing equations

In this section we give an overview of the formulation, and a characterization, of the governing differ-
ential equations that are to be numerically integrated. There are, of course, a number of choices on how
to formulate the equations of motion for multibody systems. Primarily, the so called “floating frame
of reference” is what we have in mind. In particular, the formulation used in the multibody simulation
software BEAST, which is a tool for detailed transient analysis of rolling bearings and other machine
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2. Characterization of the governing equations

elements, developed and maintained by SKF (www.skf.com). For a full specification of the govern-
ing equations, see [Nak06]. In this paper we consider only issues that are essential for the proposed
integrator.

Let Q = Rd be the configuration space of the multibody system. Further, let q ∈ Q denote the
position coordinates. For rigid systems these are the centre of mass and the orientation of each body,
relative to a fixed global coordinate system in Euclidean 3–space. In the case of elasiticity, generalized
coordinates describing the deflection field of each body are also included in q. The governing equations
are on the form

M (q, q̇)q̈ = F (q, q̇, t ) , q(0) = q0 , q̇(0) = q̇0 , (1)

where the mass matrix M (q, q̇) is a symmetric positive definite d × d–matrix, and the force field
F (q, q̇, t ) is a vector valued map corresponding to the forces acting on the system. Time is denoted t .
Notice that (1) is a second order ordinary differential equation (ODE).

Constraints are taken into account by penalty force laws. Thus, we do not utilize the standard
Lagrangian multiplier formulation, which is typically used for constrained mechanical systems. Notice
that the penalty formulation implies that (1) is highly stiff. Thus, an implicit numerical integrator must
be used.

Remark. The integrator suggested in this paper could easily be extended to governing equations formu-
lated as a differential algebraic system using Lagrangian multipliers.

2.1. Computational costs

Solving (1) numerically with a standard ODE solver basically involves the following computations in
order to evaluate the vector field:

• Compute the inverse of the mass matrix. This is a cheap operation, as the mass matrix is block
diagonal (one block per body).

• Compute the constraint forces, which is also cheap.

• Compute “simple” non-stiff forces such as gravity and Coriolis forces.

• Compute contact forces. This task is heavily dominating the computational cost. Evaluation
of each contact involves searching for intersecting surfaces. In the case of rolling bearings, the
surface geometries of the bodies are highly complex. Further, for very detailed contact models
(as in BEAST), tribological issues, such as oil film thickness in the contact, are also taken into
account. See [SF01] for details on advanced contact modelling.

In order to be able to separate the computationally intensive force evaluations from less costly evalua-
tions, we rewrite (1) as

M (q, q̇)q̈ = F A(q, q̇, t )+ F B (q, q̇, t ) , (2)

where F A are the contact forces plus “simple” non-stiff forces (from now on we refer to F A as contact
forces), and F B are the constraint penalty forces. Multiplying from the left with the inverse of the mass
matrix we get a second order ODE written on standard form

q̈ =A(q, q̇, t )+B(q, q̇, t ) or shorter q̈ =C (q, q̇, t ) . (3)

The maps A and B correspond to accelerations due to contact forces and constraint forces respectively.
C = A+ B is the total acceleration field. The field A is much more expensive to compute than B .
This “splitting formulation” of the governing equations will be utilized by the integrator algorithm
described in Section 3.
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2. Characterization of the governing equations

Figure 1: A common ball bearing. To the right in exploded view. The bodies in the model are: (1) an
outer ring; (2) a cage; (3) nine balls; (4) an inner ring. All elements are steel, except the cage
which is plastic.

Notice that (3) is a non-autonomous differential equation, i.e., the right hand side depends explicitly
on time t . From now on we rewrite the governing equations as an autonomous first order system,
evolving on the extended phase space P = T Q×R = R2d+1, equiped with coordinates z = (q, q̇, t ).
That is, we write (3) as

d

dt







q
q̇
t






=







q̇
A(q, q̇, t )+B(q, q̇, t )
1






or shorter ż =X (z ) . (4)

The phase flow corresponding to (4) is denoted ϕh . That is, ϕh is a map P →P , depending on the
time step length h, such that ϕh (q(t ), q̇(t ), t ) = (q(t + h), q̇(t + h), t + h).

2.2. Estimated frequencies

Our next objective is to estimate the frequencies, or time scales, in the system due to A and B . In order
to do so we consider a simplified model of a ball bearing, see Figure 1.

We begin with typical frequencies due to contact forces, i.e., due to A. The stiffness in a steel–
steel contact (e.g. between a ball and the outer ring) is typically about k = 108 N/m. The damping
and friction forces are small, so we neglect them in this simple analysis. The mass of a ball is about
m = 0.01kg. Thus, a typical translational frequency is about (

p

k/m)/(2π)≈ 1.6·104 Hz. The smallest
moment of inertia of the outer ring is about J = 3 · 10−5 kg ·m2 and its radius about 3 · 10−2 m. This
gives a typical rotational frequency of about 5 · 104 Hz. From experience with the BEAST software,
using a standard implicit ODE solver, it is known that the time step length, for bearings like in Figure 1,
typically is about 10−6 s. This time step is small enough to fully capture the dynamics of A.

In order to get an accurate result, the stiffness (and damping) of the constraint forces must be set
much higher than the stiffness of the “real physical” forces. From our point of view, it means that the
time scales of B must be much smaller than those of A. For the bearing case described it is suitable to
choose the stiffness and damping of the penalty forces so that the frequencies of B are about 107 Hz.
As the time step 10−6 s is not small enough to resolve such frequencies, it is essential to use an implicit
integrator.
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3. Integrator algorithm

From the previous section it is clear that the governing equations are stiff due to constraint forces, so for
the time step lengths we have in mind an implicit integrator is needed in order to achieve stability. From
an efficiency point of view, an implicit integrator is, per time step, more expensive than an explicit dito,
because at each step a non–linear root finding problem needs to be solved iteratively. In particular, this
implies that A and B are evaluated several times per time step. Furthermore, the Jacobian needs to be
computed for an implicit method (which is severely expensive for A in our case), as it is used by the
root finding algorithm (typically some variant of Newton’s method).

The frequency analysis of the previous section indicates that the dynamics of A can be resolved
accuratelly with an explicit integrator for the time step lengths we have in mind. However, it is not so
for B . One possibility is of course to choose a much smaller time step, but that would be inefficient, as
to many time steps are needed.

Our approach is to treat A explicitly and B implicitly. The notion is that B is “responsible” for the
stiff character of the system, so in order to have stability for long time steps it is enough if only this
part is handled implicitly. The idea is that the number of evaluations of A should be on par with that
of explicit methods, whereas B can be evaluted more frequently without any significant increase in the
computational cost.

An obvious possibility is to use so called splitting methods (see [MQ02]). That is, to consider an
explicit method ΦA

h
for the equation q̈ = A(q, q̇, t ) and an implicit method ΦB

h for q̈ = B(q, q̇, t ), and
then utilized a composition of the two methods, e.g. ΦA

h
◦ΦB

h or ΦB
h/2◦Φ

A
h
◦ΦB

h/2. However, this approach

is not so good in our case. Indeed, asΦA
h

does not take constraint forces into account, the solution would
at each step drift away a little from the constraint manifold, and then be “forced back” towards it by ΦB

h .
As ΦB

h does not exactly project onto the constraint manifold, high frequency O(h) oscillations would
thus appear in the solution.

We suggest the following discretization of the governing equations (4)

qn+1 = qn + h q̇n +
h2

2

�

An+α+Bn+β

�

q̇n+1 = q̇n + h
�

An+α+Bn+β

�

tn+1 = tn + h ,

(5)

where α,β ∈ [0,1] are method parameters and

An+α =A(qn + hαq̇n , q̇n , tn +αh)

Bn+β = B
�

(1−β)z n +βz n+1
�

, z n = (qn , q̇n , tn) .

Notice that An+α is independent of qn+1 and q̇n+1 for all α. Thus, it only needs to be evaluated once
per time step, and the Jacobian of A is not needed. This is what we mean by “treating A explicitly”.

The method (5) is a blend of the Störmer–Verlet method, the explicit Euler method, and the implicit
midpoint rule. The correspondence is as follows.

Condition Method

B = 0, α= 1/2, and A independent of q̇ Störmer–Verlet
B = 0 and A independent of q explicit Euler (for the q̇ part)
A= 0 and β= 1/2 implicit midpoint rule
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4. Consistency and linear stability analysis

In this section we analyse the order of consistency and the linear stability of the proposed method (5).
We begin with the consistency analysis. Next, the stability analysis, which is split into two parts. First
the explicit component of the algorithm is analysed separately, i.e. the case B = 0. Based on these
results, stability of the full algorithm, with constraint forces present, is thereafter analysed.

4.1. Order of consistency

Let Φh : P→P be the numerical flow of (5), i.e., the map defined by

Φh (qn , q̇n , tn) = (qn+1, q̇n+1, tn+1) .

The local error map is given by Eh = Φh − ϕh . Consistency of Φh with respect to ϕh means that
Eh (z ) =O(h2) as h→ 0 for all z ∈P . Concering the principle term of Eh we have the following result:

Lemma 1. The q , q̇ and t components of the local error map Eh fulfills

Eh (z ) =











1
6 h3
�

(3α− 1)
�

∂qA(z )q̇ + ∂t A(z )
�

− ∂q̇A(z )C (z )+ (3β− 1)∂z B(z )X (z )
�

+O(h4)
1
2 h2
�

(2α− 1)
�

∂qA(z )q̇ + ∂t A(z )
�

− ∂q̇A(z )C (z )+ (2β− 1)∂z B(z )X (z )
�

+O(h3)
0











.

Proof. Compare Taylor expansions in h of Φh (z ) and ϕh (z ).

Using the lemma we immediatelly obtain the following result:

Theorem 2. The method Φh , defined by (5), has the following order of consistency properties.

• It is consistent for all α,β.

• It is second order accurate in position variables q for all α,β.

• If α=β= 1/2 and A is independent of q̇ , then it is second order accurate in all variables.

Remark. In our application, the friction and damping in the contacts are very small in comparison to
the stiffness. That is, ‖∂q̇A(z )‖ is small in comparison to ‖∂qA(z )‖. Thus, we have “almost” second
order accuracy for α=β= 1/2.

4.2. Stability analysis when B = 0

In absence of constraint forces, i.e., when B = 0, the method Φh is fully explicit. Thus, it has a bounded
stability region in terms of the step size h. We carry out a linear stability analysis for the scalar test
equation given by

q̈ =A(q , q̇) =−kq − c q̇ , k , c ∈R . (6)

Recall that stability of the method Φh means that limn→∞Φ
n
h
(z ) is bounded. The result is as follows.

Theorem 3. The stability region of the method (5) applied to (6) (with B = 0) is given by

Ω=
n

(hc , h2k) ∈R2 \ {(0,0), (2− 4α, 4)} ; h2k ≥ 0, hc ≤ 2−αh2k , hc ≥ (1/2−α)h2k
o

. (7)

See Figure 2 for an illustration.
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Proof. The numerical flow map Φh is linear for the test equation (6), i.e., it can be written

Φh (q , q̇) = R
�

q
q̇

�

, with R= R(h, k , c) ∈R2×2 . (8)

Thus, limn→∞Φ
n
h
(q , q̇) = limn→∞Rn

�

q
q̇

�

. This expression is bounded for all (q , q̇) if and only if the

eigenvalues of R satisfy the root condition, i.e., they lie on or within the unit circle and if on the unit
circle they are simple. Written out, the characteristic equation det(R− Idλ) = 0 is

1− hc +
1

2
h2k(1− 2α)−
�

2− hc −
1

2
h2k(1+ 2α)
�

λ+λ2 = 0 . (9)

The solutions, i.e., the two eigenvalues, are

λ± = 1−
hc

2
−

h2k(1+ 2α)

4
±

1

4

r

�

2hc + h2k(1+ 2α)
�2
− 16h2k . (10)

The eigenvalues are equal (non-simple) and lie on the unit circle for (hc , h2k)⊂ {(0,0), (2−4α, 4)}. They
are unequal (simple) and and one of them lie on the unit circle at ∂ Ω\{(0,0), (2−4α, 4)}. Furthermore,
inside Ω the are both strictly inside the unit circle, and outside Ω at least one of them is strictly outside
the unit circle.

From (10) in the proof of Theorem 3 we get the following result, which is a discrete analog to what
is known as critical damping.

Corollary 4. The numerical solution is oscillatory in

Ωosc =
n

(hc , h2k) ∈Ω ; hc < 2h
p

k −
1

2
h2k(1+ 2α)
o

and non-oscillatory in Ω \Ωosc. See Figure 2 for an illustration.

Remark. The oscillation condition (critical damping) for the exact flow ϕh of (6) is given by

ωosc =
n

(hc , h2k) ; hc < 2h
p

k
o

.

Notice that for α >−1/2 we always haveΩosc ⊂ωosc. This means that critical damping in the numerical
flow is “reached too fast” as c is increased from zero. Curiously, the choice α =−1/2 gives exactly the
correct critical damping.

4.3. Full stability analysis

We now extend the analysis to the linear test equation

q̈ =A(q , q̇)+B(q , q̇) =−kAq − cAq̇ − kB q − cB q̇ , (11)

with A(q , q̇) = −kAq − cAq̇ and B(q , q̇) = −kB q − cB q̇ . This test equation is then discretized by the
proposed scheme (5). Again, the numerical flow map is linear, i.e.,

Φh (q , q̇) = S
�

q
q̇

�

, with S = S(h, kA, cA, kB , cB ) ∈R
2×2 . (12)

Hence, our objective is to study the magnitude of the eigenvalues of the matrix S. The following result
connects the stability analysis carried out in the previous section (the case B = 0) to the current case.
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0.0 0.5 1.0 1.5 2.0

0

1

2

3

4

hc

h2k

(0,0)

(2− 4α, 4)

(2,0)

Figure 2: Stability region of the method (5) applied to (6) illustrated in the (hc , h2k)–plane. The region
is triangular, with corners marked. The full drawn curve within the region gives the “critical
damping” condition, i.e., to the left of this curve the numerical solution is oscillatory and to
the right it is non–oscillatory. The dashed curve gives the critical damping condition of the
exact flow.
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Lemma 5. The transformation

hc ←→
2h(cA+ cB )

2+ 2βhcB +βh2kB

(13a)

h2k ←→
2h2(kA+ kB )

2+ 2βhcB +βh2kB

(13b)

α ←→
αh2kA+βh2kB

h2kA+ h2kB

(13c)

takes the characteristic equation (9) into the characteristic equation det(S − Idλ) = 0.

Proof. Substitute (hc , h2k ,α) in (9) by the transformation (13). The resulting equation coincides with
the characteristic equation det(S − Idλ) = 0.

From Theorem 3 we know for which (hc , h2k ,α) the eigenvalues of R in (8) fulfill the root condition.
Thus, using Lemma 5, we can investigate the root condition for the eigenvalues of S in (12). The
following result, which asserts that the stability of the “explicit part” is not affected by the “implicit
part”, is then obtained:

Theorem 6. For β≥ 1/2 the method (5) applied to (11) is stable for all kB , cB ≥ 0 if (hcA, h2kA) ∈Ω.

Proof. From Theorem 3 it follows that the root condition is fulfilled for the roots of (9) if

(i) h2k ≥ 0 ,

(ii) hc +αh2k ≤ 2 ,

(iii) (1/2−α)h2k − hc ≤ 0 .

Using Lemma 5, the root condition for the roots of det(S − Idλ) = 0 are fulfilled if the conditions
obtained by substituting (13) in (i)–(iii) are fulfilled. Thus, our objective is to investigate (i)–(iii) after
the substitution (13).

(i) Trivial because (13b) is always non-negative, so the condition is always true.
(ii) After substitution the condition becomes

2hcA+ 2αh2kA+ 2hcB + 2βh2kB

2+ 2βhcA+βh2kB

≤ 2 .

For β ≥ 1/2 the left hand side is a decreasing function of both cB and kB . Thus, the left hand side is
maximal when cB = kB = 0, which corresponds to the case B = 0.

(iii) After substitution the condition becomes

h2kA(1− 2α)− 2hcA+ h2kB (1− 2β)− 2hcB

2+ 2βhcA+βh2kB

≤ 0 .

Again, for β ≥ 1/2 the left hand side is a decreasing function of both cB and kB , and the maximum
at cB = kB = 0 corresponds to the case B = 0.

Remark. The stability result in Theorem 6 is the best possible, because for B = 0 it replicates Theo-
rem 3, and for A= 0 it gives unconditional stability (cooresponding exactly to the classical θ–method
with θ=β).
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5. Adaptivity

In order to increase the efficiency of the integration process it is important to introduce adaptive time
stepping. There are various ways of doing this. It is out of scope of this paper to discuss any of them in
full detail, but we mention two techniques.

The classical approach is to estimate the local error l err at each time step, and then to consider the
control objective l err ≈ tol for some user specified tolerance level tol, see [Söd02, Söd03] for details.

Another approach, which is typically used in conjunction with geometric integration, is to introduce
a Sundman transformation of the governing equations, which is a dynamic time transformation. Let s
be a strictly positive real valued function on the phase space P , called a scaling function, and introduce
a new independent variable τ defined dynamically by d/dτ = s(z )d/dt . The governing equations (4)
then transform into

dz

dτ
= s(z )X (z ) . (14)

Solutions to (14) correspond to time stretched solutions of (4). Thus, equidistant steps ε in the τ–domain
correspond to variable steps h = h(z ) = s(z )ε in the physical time domain. The easiest way to use this
approach in conjunction with the proposed method (5) is to set h = s(z n)ε at each step n→ n+1. For
other, more intricate, techniques that also conserve the geometric properties of the flow (e.g. energy
for conservative systems), see [MF06, HS05, HLW06].

5.1. Choice of control objective

As mentioned above, in classical ODE solvers the local error is estimated at each time step and is used
as step size control objective. We suggest another choice based instead on the stability condition.

In Section 4 we found that for A only dependent on q and t (i.e. no damping), the linear stability
condition is h2σ(∂ A(z )/∂ q)≤ 4. Thus, if an estimate σ est ≈ σ(∂qA(z )) is available, then a feasible step
size control objective is h2σ est ≈ tol≤ 4.

For the proposed algorithm (5), an estimate of hα∂qA(z n)q̇ is given by An+α−An . Thus, the quantity

σ est =
‖An+α−An‖

hα‖q̇‖
(15)

gives an estimate of the stiffness in the direction of the flow. Notice that (15) is a function of z n , i.e.,
σ est = σ est(z ) is a function on the phase space P . Thus, the corresponding scaling function is given
by s(z ) = 1/
p

σ est(z ). Hence, the Sundman transformation technique (14) may be used in conjunction
with this control objective. Furthermore, from Lemma 1 it is evident that for α 6= 1/2 this choice
corresponds to keeping the principle relative local error term constant for velocity variables.

6. Numerical examples

In this section we present numerical examples of the proposed algorithm (5) applied to: (1) a simple
linear problem consisting of two harmonic oscillators; (2) a non-linear pendulum problem in Cartesian
coordinates; and (3) a complex multibody ball bearing problem. The last example is carried out in the
multibody environment BEAST, where the method has been implemented.

6.1. Harmonic oscillators

The problem describes two particles, both with mass 1, moving on the real line. Between the two
particles there is a linear spring with stiffness 103 and damping 102. One of the particles is attached to
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a spring with stiffness 1 and no damping. The governing equations are

q̈ =−
�

1 0
0 0

�

q − 103
�

1 −1
−1 1

�

q − 102
�

1 −1
−1 1

�

q̇ .

In terms of (3), we split the acceleration field so that the first term corresponds to A(z ), and the two
last terms to B(z ). Thus, A corresponds to the weak spring, and B to the stiff spring “constraining” the
two particles to stick together. We are interested in resolving the dynamics in A, but not that in B . The
frequencies in the system are 1/(4π) Hz (due to the weak spring) and (1/π) · 103 Hz (due to the stiff
spring). As initial data we choose q0 = (1.0,1.1) and q̇0 = (0,0).

Numerical simulation with the method (5) is carried out for the constant step size h = 1, and method
parameters α= 1/2 andβ= 0.8. A comparison is given with the classical θ–method, with θ= 1/2 and
θ = 0.8. This method is fully implicit in both A and B , and thus requires many more evaluations of A
(which we “pretend” to be expensive).

The results in Figure 3 show that, although the θ–method is more expensive per time step, it is less
accurate. This is due to the fact that α= 1/2 corresponds to a symplectic integrator for the A–part (the
explicit part), which is known to have superior accuracy for conservative systems. The θ–method with
θ = 1/2 (i.e. the implicit midpoint rule) is also symplectic, but with this choice the highly oscillatory
dynamics is not damped out correctly.

6.2. Non-linear pendulum

The problem is a pendulum expressed in Cartesian coordinates q = (q x , q y ). The length and mass of
the pendulum is 1. Thus, a constraint is given by ‖q‖2 − 1 = 0. This constraint is modeled by as stiff
spring. The governing equations are

q̈ = g − 104(‖q‖2− 1)q ,

where the gravity is given by g = (0,−1). We choose A as the first term and B as the second term.
Initial conditions are given by q0 = (1.01,0) and q̇0 = (0,0). Numerical simulation is carried out for

the constant step size h = 0.01, and method parameters α = 1/2 and β = 0.6. A comparison is given
with the θ–method, with θ= 1/2 and θ= 0.6.

The plots in Figure 4 show the error in the variable q x . It is small for the θ = 1/2 method, but
the solution there contains high oscillations due to the constraint forces, which are not damped out
correctly (as in the previous example). Figure 5 shows the constraint error, i.e., the quantity ‖q‖2− 1.
Furthermore, these small oscillations cause the Newton solver to require significantly more iterations,
which means more evaluations of A (which we pretend to be expensive).

6.3. Complex ball bearing

This example consists of the ball bearing model illustrated in Figure 1. The outer ring is held fixed, and
the inner ring is rotated with 104 revolutions per minute. Further, the inner ring is loaded axially with
a constant force of 103 N.

Simulations of the system is carried out within the software package BEAST with: (i) the proposed
integrator with α = 1/2, β = 0.8 and constant step size h = 10−6 s; (ii) a standard implicit BDF–solver
with adaptive time steps (CVODE, see [Hin]). The plots in Figure 6 show: the contact forces between
the first ball and the outer ring; between the first ball and the cage; and the angular velocity of the cage.
The results are nearly identical. Since these variables are highly sensitive (especially contact forces on
the cage) high similarity between the two simulations indicate that the accuracy is about the same.

Statistics from the two simulations are given in the table below.
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Exact solution
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Proposed integrator
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θ–method with θ= 1/2
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1

θ–method with θ= 0.8

0 5 10 15 20
-1

0

1

Figure 3: Numerical results for the test problem in Section 6.1. The full drawn curves are the position
variables q and the dashed curves are the velocity variables q̇. The upper graph shows the
exact solution. Notice that the θmethod gives a less accurate result than the proposed method
(both for θ= 1/2 and θ= 0.8), even though it is more expensive in terms of evaluations of A.
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Proposed integrator
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θ–method with θ= 1/2
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θ–method with θ= 0.6
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Figure 4: Numerical results for the test problem in Section 6.2. Global error in the q x variable. Notice
that, although the error is small for the θ= 1/2 method, the solution is highly oscillatory.
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Proposed integrator
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Figure 5: Numerical results for the test problem in Section 6.2. Error in the constraint ‖q‖− 1.
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7. Conclusions

mean h force evaluations

BDF–solver 6.8 · 10−7 s 15881

proposed method 1 · 10−6 s 600

Thus, we gain a factor of about 1588/600 ≈ 2.6 in efficiency. We estimate that the gain will increase
if the proposed solver is implemented with adaptive time steps. Further, for rigid models a Jacobian
evaluation is relatively cheap (12 force evaluations are needed). With flexible bodies it is much more
expensive (12+2n f force evaluations with n f number of flexible states), so the potential efficiency gain
for models with flexible bodies is promising.

7. Conclusions

A new numerical integrator specifically designed for problems of the type described in Section 2 (e.g.
multibody problems with contact forces between bodies) have been proposed. Contrary to standard
methods for such problems, the proposed integrator requires only one evaluation of the contact forces
per time step, and no contact Jacobians.

Consistency and stability analysis of the proposed integrator have been carried out, and a control
objective for adaptive step size implementations has been proposed, based on the stability condition.

Numerical examples show that the proposed integrator is more efficient (in terms of number of
contact force evaluations) in comparison with standard implicit integrators.

11288 force evaluations from iterations plus 25 Jacobian evaluations. Each Jacobian require 12 force evaluation, so in total
1288+ 25 · 12= 1588.
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7. Conclusions

BDF–solver Proposed integrator
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Figure 6: Numerical results for the test problem in Section 6.3. In the left column a standard adaptive
BDF–solver is used. In the right column the proposed method is used. The first row is the
contact force between one of the balls and the outer ring. The second row is the contact force
between one of the balls and the cage. The third row is the angular velocity of the cage.
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Abstract 

The presented work is currently focusing on the dy-
namic analysis of a worm gear drive mechanical 
system by multibody contact simulation of a force 
constraint problem and efficiency analysis. Such sys-
tems can be modelled by a Two-Sided Wedge Mecha-
nism (TSWM )as Translational Designed Dynamical 
Model where worm gearmesh friction contact is exhib-
ited on a plane by two slope active contact lines be-
tween conjugated wedge-like rigid inertial bodies via 
the presence of backlash. This model has been devel-
oped to simplify visualization of internal contact condi-
tions and force/reactions distributions resembling a 
screw-like worm gear mesh. The different dynamical 
regimes of motion (called as “tractive” and “inverse-
tractive”) are resulted with respect to the type of a 
Force Transfer Function between reduced dynamic re-
actions and appropriate force constraints. The transi-
tion from one regime to another physically means in-
stantaneous lose and re-establishing contact line due 
to the backlash which is resulted in discontinuous 
event at the force contour/flow level. The mathematical 
problem formulations have been resulted in the resid-
ual ODE form with unpredictable discontinuities in the 
right-hand side within the set of the Force Transfer 
Functions. An additional Switching function for control 
and numerical realization of motion in different re-
gimes has been included. The problem has been tested 
by MATLAB ODE solver with added switching condi-
tions that incorporated into continuous ODE system. 
The reduced model parameters of a real-life Motor 
Operated Valve with the worm gearbox are used in the 
numerical simulation.  

Keywords: Multibody contact systems, internal force 
contour, friction, force transfer function, switching 
function and logic, discontinuities.  

1. Introduction 

The Worm gear reducers are essential elements in the 
mechanical drive systems including vehicles, tracks, 

lifts, cranes, valves etc. The dynamically different re-
gimes of motion which dealing with qualitative level of 
internal force/power flow and efficiency is very actu-
ally for the worm gear drive design  relies on specific 
conditions of a sliding friction contact and backlash be-
tween gear components. By involves the multibody 
contact model approach and partitioning co-ordinate 
method [1], an assembly motion of a conjugated rigid 
and inertial bodies is acceptable for gear dynamics. 
Such design dynamical systems with structural-
variable properties on the force constraints level can be 
classified as discontinuous dynamical systems with re-
spect to unpredictable time events causing by system 
transitions from one dynamic regime of motion to an-
other. On theoretical level, the Discontinuous systems 
is well discussed in [2,3] and its numerical realization 
has been developed in [4]  by using switching logic 
approach based on incorporated monitoring tools into 
the ODE systems in the form of switching functions.  

The internal dynamic loads (reduced reactions) and ap-
propriate varying relationships at the Worm Gear Mesh 
are represented by compatible set of the Force Transfer 
Functions. Such force/load parameters are the main ob-
ject of simulation and qualitative system analysis for 
diagnostic as well. The corresponding Two-Sided 
Wedge Mechanism as dynamical translational ana-
logue model of the Worm Gear Drive has been devel-
oped which can satisfied all possible regimes of mo-
tion.  The computer–aided formulation of the mathe-
matical model with embedded switching conditions for 
numerical simulation of motion with discontinuous 
kernel is discussed. The discontinuities are treated 
separately on the force constraints level as time events 
and deals with jumps within the Force Transfer Func-
tions.   

2. Design Model   

2.1   Description and assumptions  

The Design Dynamical Model of the Worm Gear 
Drive system that modeled by a Two-Sided Wedge 
Mechanism (TSWM) shown in fig 1. The model can 
be classified as translational and dynamically struc-
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tural variable Multibody system with respect to the 
contact type and appropriate force constraints.  The 
worm gear mesh contact is exhibited on a plane 
model by two slope active lines (a-a) and (b-b) be-
tween conjugated wedge-like rigid and inertial bod-
ies via the presence backlash. This model has been 
developed to simplify visualization of variable inter-
nal force distributions according to the sliding fric-
tion contact conditions resembling a screw-like 
worm gear mesh and to separate motion into two dif-
ferent dynamical regimes called as “tractive” and 
“inverse-tractive” corresponds to relationships be-
tween internal force components (reactions) and 
contact conditions. 
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Figure 1. Two-Sided Wedge Mechanism. The Transla-
tional Multibody Model of the Worm Gear Drive System 

The assumptions have been accepted as follows. 

The inertial bodies 1m  and 2m are realized an assem-
bly motion in generalized rectangular co-ordinate 

21, xx with relative motion to each other via one of two 
slope contact surface-line (a-a) or (b-b) through pres-
ence of negligible clearance. The absolute bodies’ 
motion along co-ordinate directions are restricted by 
ideal support guides 3. The interconnected mass are 
divided on a driving mass 1m  and driven mass 2m re-
spectively. They can be derived by following reduced 

formulas: 2
222

2
111 /,/ RImRIm ∑∑ == , where 

1∑I  - summarized moment of inertia of a drive ele-

ments, which connected to the worm shaft, 2∑I  - 
summarized moment of inertia of the driven ele-
ments, which are  connected to the wheel shaft, 

21, RR  - radiuses on the pitch cylinders of the worm 
and worm wheel respectively.  

The negligible clearance between TSWMs bodies 
identifies the worm gear mesh backlash and instanta-
neous transitions during contact-case modifications. 

The contact conditions at the TSWM are subjected to 
the pure sliding friction law resembling to the worm 
gear contact. 

2.2 External forces  
The generalized forces 1F  and 2F (fig.1), which ap-

plied to the mass 21,mm  respectively and  acts 

along the coordinate directions 21 0,0 xx  are repre-
sented an external force contour components.  

 
Figure 2. AC motor torque/speed characteristics  
For the real-life Motor Operated Drive systems, the 
force 1F  can be expressed according to the start AC 
motor characteristic shown on fig.2 by nonlinear 
function  
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max0
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&
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−
−

+
−
−

==
ω

,        (1) 

where 100 RV ω= - synchronous linear velocity; 

1maxmax RV ω= - maximal linear velocity; 1x& - current 

linear velocity of driving body 1; 1maxmax / RMF =  -

maximal motor force; maxmax0 ,, Mωω - recom-

mended constant motor parameters; 1R - worm pitch 
radius. 

The external resistant force 2F
r

, which is applied to 
the driven body 2 in the opposite direction to the 
body motion and used as negative value ( 02 <F ), 
has to be constant over the observed period of time. 

2.3 Kinematic constraints  

In general, the contact at the wedge mechanism and 
appropriate worm gear mesh undergoes holonomic 
constraints with constant kinematic ratio. The con-
straint equation on position level 11 xx = (t), 

22 xx = (t) according to the contact geometry via 
slope surface between moving bodies can be written as 
follows: 

 ?  

Mmax Mnom 

? max 

? nom 
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γtgtxtx )()( 12 =  or  0)()( 12 =− γtgtxtx ,      (2) 

where γ - constant slope angle, which constitutes a  
geometrical parameter. 
Differentiating (2) gives joint velocities and accel-
erations of the moving parts as corresponding con-
straint equations  

γtgtxtx )()( 12
&& = ,                       (3) 

γtgtxtx )()( 12 &&&& = .                       (4) 

A sliding/relative velocity Vs acts along the slope 
contact line between the moving bodies is shown on 
the sketch Fig.3a resembling to the worm gear mesh 
velocity scheme shows in fig.3b and resulting in   

γγ sin
)(

cos
)( 2`1 txtx

Vs
&&

== ,                    (5) 

where 2211 )(,)( VtxVtx == &&  denotes linear veloci-
ties in the worm gear mesh.  

1̀x&  

Vs 

γ  

a) 
Vs 

γ  

V2 

b) 
V1 

2x&  

Figure 3. Sketch plane of the distribution of the linear 
velocities at the TSWM and the worm gear mesh 

2.4 Internal force contour and constraints 

The reduced reactions 1S
r

and 2S
r

in fig.1 acting at 
arbitrary contact point via the wedge slope between 
the conjugated bodies are represented the compo-
nents of an internal force contour of the TSWM and 
respectively modeled the tangential forces in the 
worm gear mesh. They are resulted from projections 
of internal reactions 12R and 21R  ( 2112 RR

rr
−= ) on 

appropriate coordinate directions of the moving 
wedge components. In the Fig.4a and Fig.4b have 
been summarized the graphical results of the force 
distribution according to the active contact line (a-a) 
and (b-b) respectively, which  based on kinetostatic 
analysis. We can make the following observations 
from the fig.4a,b. 
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fig.4a Force plane within (a-a) contact case 
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 Fig.4b Force plane within (b-b) contact line 

1). The internal reduced reactions 1S
r

and 2S
r

 repre-
sents the resultant dynamical loads in the TSWM 
and identifies relationships between tangential forces 

1tF  and 2tF  in the worm gearing.   

2).The values of reduced reactions 1S  and 2S  are 
unknown system’s parameters and can obtained 
through simulation. Nevertheless, the relationships 

between reduced forces 1S
r

and 2S
r

can be derived 
from the force planes shown on fig.4 (a,b)  and have 
established the force constraint equation in  the form   

)(),(

)2,1(,

21

21

ργψργψ

ψ

−−=+−=

==

tgtg

jSS j
,        (6) 

where indices 2,1=j  denote the corresponding type 
of a Force Transfer Function  for each of two quali-
tatively different regimes of motion associated with 
relationships between lead angle γ and friction angle 
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ρ . Hereby the following remarks needs for regimes 
treatment are introduced. 

The first regime of motion can be called as "trac-
tive" regime within active contact line (a-a) that un-
dergoes a direct internal force flow from body 1 to 
body 2 when 0,0 21 <> SS

rr
. The corresponding 

absolute value of the FTF (6) 1ψ  and the Force 

Amplification Factor (FAF) 

)(
11

1
1 ργψ

χ
+

=== tgj >1 (7) can be given for 

qualitative regime estimation and analysis.  
The second regime can be called as "inverse-
tractive" dynamical regime dealing with motion via 
the active contact line (b-b) when the reversed inter-
nal force flow from body 2 to body 1 undergoes fol-
lowing force conditions 0,0 21 >< SS

rr
 . The abso-

lute value )(2 ργψ −= tg  and corresponding 

Force Amplification Factor (FAF) 

)(
11

2
2 ργψ

χ
−

=== tgj >>1 (8) are given for re-

gime qualitative estimation. 
The "inverse-tractive" regime is unfavorable before 
the “tractive” regime of motion in the sense of effi-
ciency, wear, durability and contact strength, espe-
cially, for a bronze worm wheel with respect to steel 
hardness worm.  
The qualitative level of power losses can be 
evaluated for each regime by Efficiency factor 
written as: 
 for the "tractive" regime  

22

11

xS
xS
&
&

=η = 
)( ργ

γ
+tg

tg
,              (9) 

for the "inverse-tractive" regime  

11

22

xS
xS
&
&

=µ  = 
γ

ργ
tg

tg )( −
.            (10) 

2.5   Approximation of the Friction angle  

The sliding friction angle ρ  at a contact zone of 
the TSWM and appropriate worm gearmesh 
have been obtained from experimental meas-
urements as function against relative velocity sV  
and given by table form that reported in [5].  
These table data can be analytically defined by 
approximation formula and written as  

   ( ) 1
)(

−
+= caVV b

ssρ               (11)   

or by using one of model state variable 1x& for the 
driving mass 1, we can rewrite (11) as 

( )( )cxax b += γρ cos//1)( 11 &&  ,                          (12) 

where cba ,,  - constant coefficients of approxi-
mation. Those coefficients have been evaluated 
by Newton's approximation method [5] depends 
on contact gear materials, which are summa-
rized at the table 1 and used below for the simu-
lation test example. 
Table 1 

Group of 
contact 
materials  

Coefficients a,b,c (11)  

I* ?=0,256;b=0,591;c=0,151  
II* a=0,174;b=0,642;c=0,140  
III* a=0,161;b=0,535;c=0,088  

*Group I.Worm: hardened steel HRC>48. 
Wheel: Bronze (Sn 6-7%, Ni 1-2%) 
**Group II. Worm: hardened steel 48>HRC>32. 
Wheel: Bronze(Sn 6-10% 
***Group III.Worm: hardened steel HRC>48. 
Wheel: Bronze (Fe 1%)). 

  3.   Mathematical Model 
The dynamics equations of motion including active 
internal forces and complement constraint equations 
are resulted in DAEs form 

,
,

2222

1111

SFxm
SFxm

−=
−=

&&
&&

                                (13) 

).2,1(,

,

21

12

==

=

jSS

tgxx

jψ

γ&&&&
                       (13a)  

)(),( 11 ργψργψ −=+= tgtg All  
The mathematical problem formulation results in re-
sidual ODEs form with unpredictable discontinu-
ityes in the right-hand side within FTFs together 
with corresponding initial conditions and implemen-
tation of non-linear functions )( 1x&ρρ = (12) and 

)( 111 xFF &= (1) are constitutes a full mathematical 
model resulted in   
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This mathematical model (14) of the TSWM de-
scribes an assembly motion in different regimes 
within the space of independent state co-
ordinates 11, xx & . For numerical realization by a time-
stepping integration method (ODE solver) this prob-
lem needs an additional Switching Function 

)(tϕ that has been constructed on acceleration level 
and introduced into following control block 
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where 

1

11
1

)(
m

xF
xown &
&& = - is a so-called the “own” accelera-

tions of body 1; 

2

2
2 m

F
xown =&&  - “own” accelerations of body 2. 

The expressions of the “own” accelerations illustrate 
its dependence only from external active forces and 
reduced masses however its independence from in-
ternal reactions.  
The positive values of SF 0)( >tϕ  physically guar-

antee a direct internal force flow with FTF 1ψ  and  
assembly motions of TSWM in “tractive regime”. 
The negative values of the SF 0)( <tϕ  means as-
sembly motion in reversed internal force flow with 
FTF 2ψ  in the “inverse-tractive” regime.  

Jump discontinuities within { }21,ψψψ =j  can 
occurs at the time event τ=t when have been sat-
isfied zero equality 

γ
τττϕ

tg
xx ownown 1

)()()( 21 &&&& −= =0 and internal 

forces are equal zero 0)()( 21 == ττ SS . The time 
event τ  is called as a Switching Point [3] and physi-
cally deals with the instantaneous loose and re-
established contact at TSWM and consequently in 
the worm gear mesh. 

4. Simulation results 
The problem have been tested using resulted 
formulas for internal reduced forces )(1 tS , )(2 tS  
written as  

11111 )()( xmxFtS &&& −= , 2,1,/)()( 12 == jtStS jψ  

and FTFs in the time history according to de-
rived state variables )(),(),( 111 txtxtx &&& .  

In order to use one of MATLAB ODE solver, 
we need to convert the 2nd order ODE (14) into 
the 1st order ODEs by defining some new vari-
ables 1211 , xyxy &== . 

Using these new variables, our original mathe-
matical model with added switching function 
and control conditions are written as follows: 

  

),)cos/(/(1)(

)),(()),((

,0)(
,0)(

,

,

22

2221

2

1

21

21
2

21

cyay

ytgytg

tif
tif

tgmm

FF
y

yy

b

j
j

j

+=

−−=+−=




<
>

=
−

−
=

=

γρ

ργψργψ

ϕψ
ϕψ

ψ
γψ

ψ
&

&

 

   ( ) ( )max020 / VVyVV −−=  

( )
)2/(/)(

/1/2

211

max1

γϕ tgmFmFt
VVFF

⋅−=
+=

 

Implementation of the above model into Matlab 
function m-file named cpm1.m. is shown below. 
The function name must agree with the file name. 
Modal variables declared as global or constant. 
function dy=cpm1(t,y) 
global m1 m2 pk vc1 vk1 gam a b c 
F2  
V=(vc1-y(2))/(vc1-vk1); 
F1=2*pk/(V+1./V); 
fi=F1/m1-F2/m2/tan(gam); 
ro=1/(a*(y(2)/cos(gam))^b+c); 
ro=ro*atan(1)/45; 
if sign(fi)==1 
 lam=-(tan(gam+ro)); 
else lam=-(tan(gam-ro)); end 
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dy1=y(2); 
dy2=(F-lam*F2)/(m1-
m2*lam*tan(gam)); 
dy = [dy1;dy2]; 
Solving the equation of motion (14) by MATLAB 
solver ODE23s with zero initial conditions and inte-
gration time interval from 0 to o,14 s shown below 
in code as fragment of the script m. file 
y0=[0 0];% initial conditions in vector form   
t0=0;tfinal=0.14;% time interval 
[t,y]=ode23s('cpm1',time,y0,options
); 
The model parameters are put in the table 2, which 
are taken for the Motor Operated Valve with worm 
gear reducer.  The AC motor technical characteris-
tics: P=7,5 kW, n0=3000 rpm; nn=2900 rpm, 
Mmax/Mn=2,2 ,smax=17%;Ir= 0.0069 kgm2. Worm 
gear parameters:  reduction ratio u=40:1; diameter of 
worm d1=50 mm, Contact gear materials - group III. 
Table 2  

Model 
data 

Program 
code 

Value range 

1m  m1 11.8 kg 

2m  (var) m2 [100; 200,300]kg 

F2     (var) F2 [-5000;-10000;-15000] 
N 

γ  gam 4,76 grad 

maxF  pk 2178 N 

V0 vc1 7.85 m/s 
Vmax vk1 6.5 m/s 
a  a 0.161 

b  b 0.535 

c  c 0.088 
 
On fig.5,6,7,8 have been plotted the simulation re-
sults of  )(),( 21 tStS  versus time with denoted peak 

values mm SS 21 ,  for the driven mass  equal 2m =200 

kg and external resistant force 2F = -10000 N., 2F = 
-15000 N.  
In general, the dynamic response has to be deter-
mined by means of peak values mm SS 21 ,  with calcu-

lation of the dynamical factors 21 , dd KK according 
to the expressions  

111 / t
m

d FSK =  and 222 / t
m

d FSK =  , (15)                                               

where 21 , tt FF  are the values of tangential forces in 
??? worm gear mesh taken from static force analy-
sis.  
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Figure 5. Plot of )(1 tS  with peak value mS1 =1500 N 
for F2=-10000 N 
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Figure 6. Plot of )(2 tS , peak value mS2 =-12100 N for 
F2=-10000 N 
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Figure 7. Plot of )(1 tS  with peak value mS1 =2000 N for 
F2=-15000 N. 
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Figure 8. Plot of )(2 tS , negative peak value mS2 = -
16900 N for F2=-15000 N. 

The simulation results are summarized in Table 3 
Table 3 
Te
st 
cas
e 
 

Model 
variables 

2m [kg], 

2F [N] 

mS1 , 
[N] 

1dK
(15) 

mS2 , 

[N] 

2dK  

(15) 

1 100 kg; -
5000 N; 

800  0,81 -6300  0,76 

2 100 kg; -
10000 N; 

1400  1,4 -
11300  

1,37 

3 100 kg; -
15000 N; 

1800  1,84 -
16500  

2,0 

4 200 kg; -
5000 N; 

900  0,91 -7600  0,92 

5 200 kg; -
10000 N; 

1500  1,50 -
12100  

1,36 

6 200 kg; -
15000 N 

2000  2.01 -
16900  

2,0 

 
We can observed from the table 3 that an increase in 
the resistant force 2F  is claim increasing dynamical 

factor in the range dK = [0,76 ; 2,0]. The force 

2F has the more influence on dynamical coefficient 

then  increase in the driven mass 2m . 

The presented hereby results shows that the worm 
gear drive system of MOV for all parameter range is 
realized only “tractive” regime of motion when S1>0 
and 02 <S  that means dynamic behavior of system 
in direct transmitted energy and force flow. 
 

5. Conclusions 
New formulations for the simulation of dynamics of 
Worm gear drive systems have been described in 
this work. The developed TSWM and appropriate 
mathematical model as ODE with discontinuous 
right-hand side includes sliding friction contact, 
modeled by friction angle and the actual lead angle 
of worm geometry with the variation of the force 
constraints and efficiency. The variation of contact 
and Force Transfer Functions between moving parts 
of multibody system just requires to perform a dy-
namic simulation including two-dimensional switch-
ing logic and appropriate switching function on ac-
celeration level. The model allows implementation 
of motor drive characteristics as appropriate external 
force functions which depends from state velocity as 
well. 
These model help engineers to easily identify and ef-
fectively solve the root causes of an engineering 
problem within a worm gear  system. 
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Abstract 
A simplified combined cycle gas power plant and a 
MEA (monoethanol amine) based CO2 removal 
process have been simulated with the process simu-
lation tool Aspen HYSYS. The thermodynamic prop-
erties are calculated with the Peng Robinson and 
Amines Property Package models which are avail-
able in Aspen HYSYS. The adiabatic efficiencies in 
compressors, gas turbines and steam turbines have 
been fitted to achieve a total thermal efficiency of 58 
% in the natural gas based power plant without CO2 
removal. The efficiency is reduced to about 50 % 
with CO2 removal. The CO2 removal in % and the 
energy consumption in the CO2 removal plant are 
calculated as a function of amine circulation rate, 
absorption column height, absorption temperature   
and steam temperature. With CO2 removal of 85 %, 
heat consumption is calculated to 3.7 MJ/kg CO2 
removed, close to a literature value of 4.0 MJ/kg 
CO2. 

Keywords: Aspen HYSYS, CO2 removal, mono-
ethanol amine, absorption. 

1. Introduction 

 
Figure 1. Principle for CO2 removal process based on  
absorption in amine solution.  

 

The possibility of removing CO2 from fossil fuel 
based power plants has got increased interest due to 
environmental reasons.  The most actual method for 
CO2 removal is by absorption in an amine based sol-

vent followed by desorption.  The principle of the 
removal process is shown in figure 1.  The simplest 
and most used amine for CO2 removal is MEA 
(monoethanol amine). This removal process has a 
high consumption of thermal energy, and one of the 
main aims of improvement is to minimize this en-
ergy consumption.  In the case of CO2 removal from 
a combined cycle gas power plant, it is natural to 
cover the heat requirement for CO2 stripping with 
steam from the power plant.  A possible steam outlet 
from a typical combined cycle process is shown in 
figure 2.  

 
Figure 2. Principle of combicycle power plant 

 

Because testing at large scale is so expensive, it is 
natural to use process simulation to evaluate such 
processes.  There are however few literature refer-
ences on process simulation of CO2 removal from 
exhaust gases at atmospheric pressure.  There are 
some journal articles [1-4], and 3 of them have used 
the process simulation program Aspen Plus.  As-
penTech bought the program HYSYS from Hypro-
Tech in 2002, and in 2006 the program name was 
changed to Aspen HYSYS. The last reference [4] 
uses a Fortran code to simulate the  process.  An im-
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portant advantage with using a process simulation 
program for such calculations, is that the available 
models for thermodynamic properties can be used.  
Aspen Plus has an MEA property insert model [5] 
which was used in all the references [1-3].  Aspen 
HYSYS has an Amines Property Package [6].  
Within the Amines Property Package, one of the two 
models, Kent Eisenberg or Li-Mather, can be se-
lected.  Even though Aspen HYSYS is probably the 
most used process simulation program in the world, 
there has not been found any journal references on 
CO2 removal from atmospheric exhaust gas using 
this program.  There is however much literature on 
CO2 removal from natural gas at high pressure.  
Other process simulation programs containing amine 
packages, are ProVision and ProMax.   

At Telemark University College, Hysys has been 
used since 2000 to simulate CO2 removal from gas 
based power plants.  Most of this work has been 
Bachelor and Master student projects with the author 
of this paper as supervisor.  Major challenges in the 
simulation of CO2 absorption and desorption proc-
esses, are the description of thermodynamics and ab-
sorption efficiency, convergence and total energy or 
cost optimization. 

The purpose of this paper is to present and discuss 
the use of Aspen HYSYS for simulating CO2 re-
moval from atmospheric exhaust by amine absorp-
tion, and to simulate the total effect of efficiency re-
duction in a combined cycle gas power plant. 

 

2. Available models 

2.1 Absorption and reaction mechanisms 

The details of the mechanisms of CO2 absorption 
into an amine solution in an absorption column are 
quite complex.  There are many references about the 
chemistry involved in the process, and many refer-
ences and models comprising mass transfer mecha-
nisms and  chemical reaction kinetics.  Reviews are 
written by Danckwerts and Sharma [7] and Versteeg 
[8].   

First, CO2 has to be transported from the gas to the 
liquid surface, and then it is absorbed in the liquid 
solution.  The gas liquid interface area a (in m2/m3) 
and liquid holdup h (in m3/m3) are main parameters 
in describing such mechanisms. 

In the liquid, the CO2 may react chemically with 
other components. The following reactions are nor-
mally assumed to take place when CO2 reacts in a 
primary amine like MEA in an aqueous solution.  In 
the case of MEA (NH2C2H2OH), R is C2H2OH. 

  

  CO2 + NRH2 → RH2
+NCOO-          (1) 

  RH2
+NCOO- + NRH2 → RH2NCOO-NRH2

+   (2) 

According to equation (1) and (2), two moles of 
MEA are necessary to absorb one mole of CO2. 

A simple overall description of the combined ab-
sorption and reaction process is simply 

 CO2 (gas) → CO2 (absorbed)          (3) 

The removal of CO2 is not 100 %.  The % CO2 re-
moval is limited both by low absorption and reaction 
rates and by the equilibrium conditions. 

If the kinetics in the reactions should be calculated, 
more details about the intermediate reactions in 
equation (1) and (2) should be included.  This is 
done in the MEA property insert model in Aspen 
Plus.   

The simulation program Aspen HYSYS is mainly 
based on equilibrium calculations.  In that case, 
equation (3) is sufficient to calculate the absorption 
process.  

 

2.2 Equilibrium models 

The concentration of CO2 in the gas may be ex-
pressed by the partial pressure pCO2 (eg. in bar) and 
the concentration in the liquid may be expressed by 
CCO2 (eg. in mole/m3).  

The equilibrium between the concentrations of CO2 
in a gas and a liquid may be represented as a func-
tion 

 pCO2 = f(CCO2)        (4) 

This expression might be a function of temperature, 
pressure and concentrations of the components in the 
solution. There are many models available to de-
scribe this function. 

In Aspen HYSYS, gas/liquid equilibrium for a com-
ponent (i) is normally calculated using k-values de-
fined by the equation  

    Ki = yi/xi          (5) 

where yi and xi are the mole fractions of (i) in the 
gas and liquid phase.  For general purpose use, equa-
tion of state models like SRK (Soave Redlich 
Kwong) and PR (Peng Robinson) are often used.  
Aspen HYSYS recommends Peng Robinson [9]. 
Peng Robinson is regarded to be suitable to handle 
systems containing hydrocarbons, water, air and 
combustion gases, the typical components in a natu-
ral gas based power plant.    

Traditional equation of state models are not regarded 
to be suitable for non-ideal liquid systems.  An 
amine solution is an electrolytic system and also 
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comprises chemical reactions.  This is not expected 
to be well described with traditional equations of 
state.  

Within the Amines Property Package in Aspen HY-
SYS, one of the two models, Kent Eisenberg [10] or 
Li-Mather [11], can be selected.  The models are 
quite complex, but in principle they are models to 
describe the equilibrium of the CO2 concentrations 
in the gas and the liquid (equation 4).     

Aspen Plus has an electrolytic package to calculate 
liquid systems containing ions.  Different electrolyte 
equilibrium models can be used.  Using an MEA 
property insert model, equilibrium models can be 
combined with reaction kinetic models, including 
rate expressions of chemical reactions like equation 
(1) and (2).      

2.3 Column models in simulation programs 

A CO2 absorption column is a unit where gas flows 
up and liquid (eg. an amine solution) flows down.  
CO2 is transfered from the gas phase to the liquid 
phase where it reacts with the amine solution.  The 
gas and liquid phases are made to get in contact by 
the help of column plates or random or structured 
packing.  

The CO2 stripping column also has plates or pack-
ing, and this column also has a reboiler at the bottom 
to provide heating, and a condenser at the top to pro-
vide cooling. 

The traditional way to model such columns is by us-
ing equilibrium stages.  One plate can be calculated 
assuming equilibrium between the CO2 concentra-
tion in the gas and liquid leaving the plate.  In a 
packed column, a certain height of packing can be 
modeled as one equilibrium stage. 

The equilibrium stage model can be refined by in-
troducing a stage efficiency.  Murphree efficiency 
for stage number n is defined by 

 

EM = (y-yn-1) / (y*-yn-1)      (6) 

 

where y is the mole fraction of CO2 in the gas leav-
ing the stage, yn-1 is the mole fraction leaving the 
stage below, and y* is the mole fraction CO2 in equi-
librium with the liquid leaving the stage.  This is il-
lustrated in figure 3.    

 
Figure 3: Definition of Murphree efficiency 

 

Most process simulation programs have models for 
implementing Murphree efficiency in a column 
model.  The Amines property package in Aspen 
HYSYS has a special estimation method for predict-
ing this Murphree efficiency.  This is based on the 
work of Tomkej [12].  This model is based on ex-
perience with CO2 removal from high pressure natu-
ral gas.  In Aspen Plus it is also possible to specify 
these efficiencies explicitly in an absorption or dis-
tillation column model.     

Aspen Plus has a column model (RateFrac) which 
can include kinetic rate expressions in chemical re-
actions at each stage.  In the references [1-3] the 
MEA property insert model in Aspen Plus is used in 
a column model. 

2.4 Column convergence 

To converge a column model in a process simulation 
program, all the equations describing the equilibrium 
and gas and liquid flows must be solved for each 
calculation stage. Including rate expressions for 
chemical reactions complicates the calculations fur-
ther.  This often leads to convergence problems. 

The column model in Aspen HYSYS has a default 
set of convergence criterias, and a default set of cal-
culation parameters. Different calculation models 
are also available.  The Inside-Out algorithm is de-
fault, and a Modified Hysim Inside-Out algorithm is 
also available.  A damping parameter for the column 
iteration is adjustable, and the damping can be speci-
fied to be adaptive. 
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2.5 Flowsheet convergence 

All process simulation programs are based on mod-
ules for calculating different unit operations like heat 
exchangers, pumps, distillation columns etc. Process 
simulation programs are traditionally divided into ei-
ther sequential modular or equation based programs.  
In a sequential modular program, the in-streams of 
each calculation module must be known prior to the 
calculation, and the out-streams are the result of the 
module calculation.  The programs Aspen Plus and 
ProVision are sequential modular.  Equation based 
simulation programs can be able to calculate in-
streams based on out-streams.  Aspen HYSYS is an 
equation based simulation program. 

However, also in Aspen HYSYS, the column models 
are based on specified in-streams.  Because of this, 
flowsheets with columns in practice have to be cal-
culated in a modular sequential manner. 

In many cases, it is of interest to calculate in-streams 
also to columns.  This can be done by iteration 
methods.  In the case of recycle streams, the flow-
sheet can be solved including recycle blocks.  A re-
cycle block compares the in-stream to the block with 
the out-stream from the block in the former iteration.    

In the case of convergence problems in a column 
model, recycle iterations complicate the calculations 
further.  In some cases, a recycle block will not con-
verge due to parameters of minor interest.  An ex-
ample of such a parameter is the concentration of a 
trace component.  In such cases, a possibility is to it-
erate manually on the main parameter (eg. the CO2 
concentration) by replacement, and accept the errors 
in the parameters of minor importance.   

3. Calculations 

3.1 Power plant simulation  

Figure 2 shows the principle of a combined cycle 
power plant based on combustion of natural gas.  A 
real plant will be much more complex with many 
heat exchangers, recycle pipes and tanks to optimize 
the overall efficiency of the power plant.  However, 
a process as in figure 2 is practically realistic, but it 
will not have an optimum overall efficiency. 

The main purpose of the  power plant simulation is 
to make a simple but realistic model to  evaluate the 
influence of heat for CO2 removal on the overall 
power plant efficiency. 

A simplified combined cycle 400 MW gas based 
power plant has been simulated with Aspen HYSYS.  
Pure methane is used as natural gas, air is 79 % ni-
trogen and 21 % oksygen, 100 % combustion is as-
sumed, and traditional temperatures and pressures 
are used in the process.  The Peng Robinson model 
has been used for the thermodynamic properties in 
the power plant.  Specifications for the calculation 
are listed in table 1.  A flowsheet of the Aspen HY-
SYS model is presented in figure 4.  This model has 
been developed during the Master Thesis work of 
Kristin Vamraak [13] and Bjørn Moholt [14].  
Inlet air/gas temperatures   25 ºC 
Inlet natural gas pressure  30 bar(a) 
Combustion temperature  1500 ºC 
Steam high pressure  120 bar(a) 
Steam medium pressure  3.5 bar(a) 
Steam low pressure  0.07 bar(a) 
Pressure to stack   1.01 bar(a) 

Stack temperature  100 ºC 
Table 1: Specifications for Power Plant Simulation 

 
Figure 4. Aspen HYSYS model of simplified gas power plant. 
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To have a physically possible prosess, the flue gas 
temperature (680 ºC from gas turbine to exhaust at 
100 ºC) has to be higher than the steam temperature 
through all the steam heat exchanger.  This results in 
a maximum superheated steam temperature of 540 
ºC (at 120 bar).  The chosen pressure is not opti-
mized.   

The efficiencies in compressors, gas turbines and 
steam turbines have been fitted to achieve a total 
thermal efficiency of 58 % (which is traditional) in 
the gas based power plant.  The total efficiency is 
calculated as the turbine effects (minus compressor 
and pump) divided by the lower heating value of 
natural gas. The compressor efficiency (adiabatic) 
was adjusted to 90 %, the expander part of the gas 
turbine (expander) and the steam turbines were ad-
justed to 85 % (also adiabatically).  These values are 
high compared to actual efficiencies for such equip-
ment.  A real power plant would be more energy op-
timized, and have lower equipment efficiencies.        

In this part  of the power plant simulation, the steam 
delivery (for CO2 removal) is set to zero. 

3.2 Simulation of CO2 removal base case     

An absorption and desorption process for CO2 re-
moval with an aqueous MEA solution has been 
simulated.  The exhaust gas from the power plant 
model is used as the feed to this model.  The absorp-
tion column is specified with 10 stages each with a 
Murphree efficiency of 0.25.  (An estimated HETP 
(Height Equivalent to a Theoretical plate) of 4 me-
ter, is about equivalent to 0.25 efficiency for each 
meter of packing.)  Traditional concentrations, tem-
peratures and pressures are used in the base case 
simulation.  The thermodynamics for this mixture is 

described by an Amines Property Package available 
in Aspen HYSYS.  The Kent Eisenberg [10] model 
is selected in the Amines Property Package.     
Specifications for the calculation are listed in table 
2.  The Aspen HYSYS CO2 removal model is pre-
sented in figure 5.  Different versions of this model 
have been developed in several student projects.  
The version in figure 5 is based on a Master Project 
work by Trine Amundsen [15]. 
 
Inlet gas temperature   40 ºC 
Inlet gas pressure   1.1 bar(a) 
Inlet gas flow   85000 kmole/h 
CO2 in inlet gas   3.73 mole-% 
Water in inlet gas   6.71 mole-% 
Lean amine temperature  40 ºC 
Lean amine pressure  1.1 bar(a) 
Lean amine rate   120 000 kmole/h*) 
MEA content in lean amine 29 mass-% *)  
CO2 in lean amine  5.5 mass-% *) 
Number of stages in absorber 10 
Murphree efficiency in absorber 0.25 
Rich amine pump pressure  2 bar 
Heated rich amine temperature 104.5 ºC *) 
Number of stages in stripper 6 (3 + 3) 
Murphree efficiency in stripper 1.0 
Reflux ratio in stripper  0.3 
Reboiler temperature  120 ºC 
Lean amine pump pressure 2 bar 
Minimum deltaT in heat exch. 10 ºC 
*) In first iteration 
Table 2: Specifications for Base Case CO2 removal 

 
Figure 5. Aspen HYSYS model of CO2 removal. 
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85 % CO2 removal can be specified in the process.  
The Kent Eisenberg equilibrium model has been 
compared with the Li-Mather equilibrium model 
[11]. The CO2 removal calculated by Aspen HYSYS 
was reduced from 85 to 82 %, and the heat con-
sumption was reduced from 3.65 to 3.4 MJ/kg CO2. 

3.3 CO2 removal sensitivity calculations 

3.3.1 Variables held constant 

The model has been used to evaluate the effects of 
changing the most important parameters. 

In most of the calculations, the CO2 removal and the 
stripping heat consumption were calculated, while 
keeping all the other parameters in table 2 constant.  
From a calculation viewpoint, this is probably the 
simplest.  

Another possibility had been to keep the % CO2 re-
moval constant, and calculate the heat duty and the 
necessary column height.  This would give the pos-
sibility to optimize the trade-off between operation 
cost (due to heat consumption) and capital cost (due 
to column height). 

In the cases where the default Inside-Out algorithm 
did not converge, the Modified Hysim Inside-Out 
algorithm with adaptive damping was tried to obtain 
convergence.    

3.3.2 Circulation rate 

The effect of increased circulation rate, is that the 
removal grade increases. The results of the simula-
tions are shown in figure 6.  A minimum calculated 
steam consumption is calculated to 3.62 MJ/kg CO2 
removed.  

 
Figure 6: Circulation rate dependence 

3.3.3 Number of absorption stages   

The height of the absorption column is varied by 
changing the number of stages.  The Murphree stage 

efficiency for CO2 is kept constant at 0.25.  The 
height can also be changed by varying the stage effi-
ciency.  As expected, removal grade increases and 
heat requirement decreases with increased column 
height.  The result is shown in figure 7.  The calcula-
tion diverges using more than 12 stages in the col-
umn. 

Hysys has calculated estimated EM (equation 6) for a 
plate, and the resulting EM for a plate varied between 
0.08 and 0.13. 

 
Figure 7: Number of stages dependence 

     

3.3.4 Absorption temperature 

An increase in gas and liquid inlet temperature leads 
to reduced absorption at equilibrium. Simulation re-
sults based on a constant stage efficiency are shown 
in figure 8.  In practice, a higher temperature will 
give a higher absorption and reaction rate, but the 
equilibrium results will not show this effect.   

 
Figure 8: Absorber temperature dependence 
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3.3.5  Absorption pressure 

The absorption pressure is set to atmospheric pres-
sure at the outlet and atmospheric pressure plus pres-
sure drop at the inlet.  The pressure inlet in the base 
case was 1.1 bar.  In the case of a pressure drop of 
0.5 bar, the % CO2 removal increased to 87.1 % and 
the energy consumption was reduced to 3.59 MJ/kg 
CO2 removed. 

3.3.6 Reboiler temperature  

Increased reboiler temperature gives purer amine so-
lution and better CO2 removal efficiency.  However, 
amine degradation problems arise above 120 ºC.  
The temperature was varied between 118 and 121 
ºC.  It was difficult to get converged solutions out-
side this range.  At 121 ºC, an outside range warning 
was given.  The results up to 120 ºC are shown in 
figure 9.    

 
Figure 9: Reboiler temperature dependence 

3.3.7 Stripper pressure 

The stripper pressure was specified to 2 bar(a) in 
the calculation.  It was very difficult to get a con-
verged solution at other pressures.  A solution 
with a warning (outside range) was achieved with 
a pressure at 1.9 bar(a).  

3.3.8 Minimization of heat consumption 

There have been performed many Aspen HYSYS 
calculations at different conditions.  One aim is to 
reduce the heat duty as much as possible.  The low-
est heat consumption calculated was 3.39 MW/kg 
CO2 removed.  The CO2 removal efficiency was 
then 93.8 %.   This was obtained with gas tempera-
ture at 30 ºC, 16 absorption stages, stripper pressure 
2.0 bar and reboiler temperature at 200 ºC.  At lower 
temperatures or more absorption stages, the calcula-
tion did not converge.      

3.4 Power plant efficiency reduction due to 
CO2 removal  

The steam consumption in the CO2 removal process 
is delivered from the gas power plant as shown in 
figure 2, and the total thermal efficiency is reduced.  
Steam at 3.5 bar is delivered at 139 ºC.  When the 
base case heat consumption was used, the total effi-
ciency was reduced from 58 % to 53 %.  If the effi-
ciency loss due to exhaust gas fans and circulation 
pumps was included, the resulting total efficiency 
would be approximately 50 %.  If energy for CO2 
compression and condensing was to be delivered 
from the power plant, the total efficiency would be 
below 50 %.   

The calculated alternative with the lowest duty was 
with 3.39 MJ/kg CO2 removed.  This gives a re-
duced reduction in total efficiency of 0.4 % (%-
points).     

The effect of a possible lower temperature for heat 
stripping can be calculated.  The medium steam 
pressure can be reduced slightly.  The same duty is 
used, and the total effect should give a slight in-
crease.  This effect is so marginal, that it is within 
the uncertainty of the calculations.  

4. Discussion and Conclusion 

4.1 Accuracy 

With the same specifications, the calculated results 
vary slightly dependent on initial values.  The accu-
racy in the calculations is normally within 1 % (ab-
solute) in the CO2 removal and a few percent (abso-
lute) in heat consumption.  This accuracy can proba-
bly be improved with tighter convergence limits. 

The uncertainty due to equilibrium is probably 
higher.  This is indicated by the CO2 removal chang-
ing with 3 % (%-points) when changing equilibrium 
model from Kent Eisenberg to Li-Mather.  The un-
certainty in the power plant calculation due to the 
Peng Robinson equation of state has not been 
checked, but is expected to be less than the uncer-
tainty in the amine models. 

4.2 Evaluation of the simplified process 

The calculated CO2 removal process is a simplified 
process.  Heat losses and some pressure losses are 
neglected.  A real process contains more equipment, 
pipes and valves, and all this equipment also have 
heat losses and pressure losses.   

A real process with MEA will probably include a 
water wash section to reduce MEA emissions and a 
reclaimer unit to recover MEA from thermally de-
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generated MEA.  These additional units will in-
crease the energy consumption. 

There are possibilities to reduce the energy con-
sumption in the process by different stream configu-
rations (eg. split stream).  These possibilities will 
however normally increase the investment.   

The calculated heat consumption of 3.65 MJ/kg CO2 
is regarded as realistic.  This is slightly lower than 
normally found in literature, eg. Desideri [1] which 
has a list of references with values mostly above 4.0 
MJ/kg CO2.  If water wash is included in the highest 
value, this can explain the difference.  The lowest 
calculated value of 3.39 MJ/kg CO2 is regarded as 
an optimistic value.  It might be regarded as a poten-
tial value for improvements.  The cost optimum heat 
consumption will probably be a trade-off between 
investment and  operational cost.  

4.3 Convergence problems 

There are many problems with convergence in these 
calculations.  The problems normally occur in the 
absorption or stripping column.  One problem is 
numerical.  It is found that the Modified Hysim In-
side-out algorithm with adaptive damping gives the 
best convergence.   

If there are too many stages specified in the col-
umns, they tend to diverge.  That is traditional for 
column stage calculations in typical process simula-
tion tools. 

There is also a problem with the range for the model.  
The Kent Eisenberg model is limited to below 30 
weight-% MEA and below 120 ºC.  The simulation 
is calculated, but the program gives a warning.   

4.4 Parameter variations 

Different parameters have been varied to calculate 
the effects and to make a tool for optimizing the 
process. 

The only parameter that is varied so that an optimum 
is found, is the recirculation rate.  In figure 6 it is 
shown that a minimum heat consumption (of 3.62 
MJ/CO2) is achieved at a lean amine circulation rate 
of 2550 ton/h.   

When the number of stages is increased, the per-
formance of the process increases, but the calcula-
tion tends to diverge.  However, when the column 
diverges due to too many stages, the % CO2 removal 
and heat consumption is probably close to a maxi-
mum.    

A reduction in absorption temperature leads to im-
proved performance according to figure 8.  Accord-
ing to literature, a temperature of about 40 ºC is rec-
ommended.  At lower temperature, the reaction rates 

will be too slow.  The calculations have been per-
formed with constant column stage efficiencies of 
0.25.  The original Aspen HYSYS calculates effi-
ciencies are temperature dependent.  A temperature 
dependent stage efficiency is probably necessary to 
find an optimum absorption temperature. 

It is not difficult to calculate the effects of absorp-
tion pressure drop.  There is a trade-off between CO2 
removal efficiency and cost of column height and 
pressure drop.     

Increased reboiler temperature gives purer amine so-
lution and better performance.  The optimum tem-
perature is a trade-off between improved CO2 re-
moval and degradation of the amine solution.  Aspen 
HYSYS limits the calculation to 120 ºC as in the 
base case.  The resulting lean loading (mole 
CO2/mole amine) in the liquid to the absorption col-
umn is 0.26.  This is close to 0.25 as reported as an 
optimum by Alie [3]. 

The stripper pressure is an adjustable parameter.  It 
is difficult to get a converged calculation with a 
stripper pressure far away from 2 bar with 120 ºC.  
According to Freguia [2], the pressure should be be-
tween 1.5 and 2 bar.  It is not obvious whether the 
convergence difficulties are due to physical limita-
tions, or if it is a numerical problem.  The pressure 
must be consistent with the pressure of the amine so-
lution leaving the reboiler.  The problems of limited 
range of reboiler temperatures and stripper pressures 
are probably related. 

4.5 Aspen HYSYS compared to other tools 

There are other tools to simulate such processes.  
Other commercial process simulation tools like 
ProVision, ProMax or Aspen Plus can be used to 
simulate the process in a similar way.  Aspen Plus 
also has the possibility to calculate rate expressions 
on an ideal mixing stage (simulating a column 
plate).  This has the advantage of taking into account 
the reaction rates for different reactions simultane-
ously.  It is possible (but difficult) to include rate 
expressions of absorption (transport of CO2 from the 
gas to the liquid phase) in such a model.  It is also a 
question whether this kind of a mixing stage model 
is a good model for continuous countercurrent op-
eration as in structured packing.       

The presented Aspen HYSYS model is based on a 
specified Murphree efficiency for each stage (or 
height of packing).  It is possible to make this effi-
ciency a function of rate expressions for the absorp-
tion rate and the reaction rates. 

It is of course possible to simulate CO2 removal 
processes without using commercial process simula-
tion programs.  It is however necessary to include at 

80



least one reliable and robust equilibrium calculation 
model and one robust column model.  It is difficult 
to compete with the commercial process simulation 
programs in these two matters.  The commercial 
programs also normally have very good input and 
output facilities.   

A problem with the commercial process simulation 
programs, at least from an academic point of view, is 
that some of the models of interest are not docu-
mented accurately.  

4.6 Further development 

There are available calculation models for the design 
of CO2 removal plants based on MEA.  The largest 
uncertainty is probably connected to the absorber 
stage efficiency.  In the case of a structured packing 
column, this gives a large uncertainty in the neces-
sary packing height.  An improvement here will be 
of great value. 

In the case of other amines than MEA, the limitation 
is in the equilibrium model or in the uncertainty in 
the equilibrium model parameters. 

In the case of mixed amines, the importance of the 
reaction rates increases.  Such models are probably 
best treated in a rate based model like RateFrac in 
Aspen Plus.  It is however possible that a practical 
approach when using Aspen HYSYS, is to perform 
estimation of Murphree efficiency outside the proc-
ess simulation tool.    

4.7 Conclusion 

The CO2 removal model developed in Aspen HY-
SYS is useful for evaluating the effects of changing 
amine circulation rate, absorption column height, 
absorption temperature and reboiler temperature.  
The  reduced total efficiency in a gas based power 
plant can be calculated. 

The developed models can be developed further to 
improve amine absorption processes for CO2 re-
moval.  The combination of one model for a power 
plant and another for CO2 removal can be useful for 
total energy optimization and total cost optimization. 
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Abstract

This paper presents the modelling of electric faults
in induction machines using Modelica R© as modelling
language. The primal application for such fault sim-
ulations is the ever increasing application of electric
machines in cars. In this paper you will find a short
introduction of how to model an electrical machine
and their most common failures. The modelling is
done in the phases reference frame rather than in a
field-oriented reference frame. The reason for this is
given in this paper. The simulation models work and
simulation results are given. The verification of the
simulation results with a motor test-bench is still an
outstanding task at which we are currently working
on.

Keywords: Modelica, electrical machines, mod-
elling, fault simulation, field-oriented control

1 Introduction

It has been ten years now since Toyota released its
first version Prius I. Since then the number of hy-
brid electric vehicles has been continuously growing
which in turn means that a new ever growing mar-
ket for electric drives has emerged. This new marked
pushed the development efforts in various field of en-
gineering. For one, different control strategies for the
electric drive are needed in order to use the electric
power as efficient as possible. Thus being able to
save as much petrol as possible when driving from A
to B [1].
The application of electric drives in cars also raised
various safety-related issues. There lies a great in-
terest in investigating the possible impact of failures
of electric machines on the cars driving behaviour.

Because of the (in most hybrid architectures) rigid
connection of the electric drive with the cars drive-
train, electrical failures result in a direct mechanical
impact via torque changes. Depending on the type
of hybridisation (e.g., micro-, mild-, or full-hybrid)
the effect might vary from an inconvenient torque
loss to a full traction-loss. The impact can even be-
come quite critical if we consider the use of in-wheel-
motors which might even lead to accidents.
With the help of modelling and simulation of elec-
trical machines some of the possible dangers can be
investigated and appropriate control strategies can
be developed to minimise the failure-impacts. This
work will show the development of induction ma-
chine models using the object-oriented modelling
language Modelica R© (for more on modelling with
Modelica R© see [2, 3].

2 Mathematical fundamentals of
electrical induction machines

The classic approach to describe an electrical ma-
chine is by the use of the so called equivalent phase
circuit diagram. In the following the machine equa-
tions shall be explained taking an asynchronous in-
duction machine as an example. There are however
much similarities to the synchronous machine which
shall not be investigated further in this short paper
(see for example [4]). Figure 1 represents the equiva-
lent circuit for one phase of the electrical machine. It
consists of resistances representing the ohmic losses
in the field windings (Rs and Rr) and the stray induc-
tance (Lsσ and Lrσ ) in the stator and the rotor. The ro-
tor and stator are coupled via the mutual inductance
(Lm).
The standard machine equations for the rotor and sta-
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LmVs Vr

Figure 1: Equivalent circuit diagram of electrical in-
duction machine

tor voltages can be written as:

~vs = Rs~is +Lsσ

d~is
dt

+
d~Ψms

dt
(1)

~vr = Rr~ir +Lrσ

d~ir
dt

+
d~Ψmr

dt
(2)

where Ψmx are the flux vectors and defined as

~Ψms = Lss ·~is +Lsr(γ) ·~ir (3)
~Ψmr = Lrs(γ) ·~is +Lrr ·~ir (4)

In the equations (3) and (4) you can see the four in-
ductance matrices. Each of these have the dimension
(m×m) where m stands for the number of phases
(three in most cases). Lss and Lrr represent the self-
inductance matrices for the stator and the rotor, re-
spectively.

Lss =

Lm Lsm Lsm

Lsm Lm Lsm

Lsm Lsm Lm

 (5)

and

Lrr =

 Lm Lrm Lrm

Lrm Lm Lrm

Lrm Lrm Lm

 (6)

If the the machine is symmetrically built than the
matrices can be simplified further by providing the
equations:

Lsm = Lrm = Lm · cos(
2
m

π)

This also means that stator and rotor self-inductance
would be identically.
We still got the two matrices Lsr(γ) and Lrs(γ) left.
These represent the mutual coupling between the sta-
tor and the rotor side and vice versa. Unfortunately

the coupling effect depends on the rotor position γ .
For a three phase machine (m = 3) this gives:

Lsr(γ) = [Lrs(γ)]T (7)

=

 cos(γ) cos(γ + 2
3 π) cos(γ − 2

3 π)
cos(γ − 2

3 π) cos(γ) cos(γ + 2
3 π)

cos(γ + 2
3 π) cos(γ − 2

3 π) cos(γ)


(8)

2.1 Field-oriented control (FOC)

At this stage normally the field-oriented control is in-
troduced. The idea of the field-oriented control is to
transform the three (or m) phases into an orthogonal
system consisting only of two resulting space vectors
(dq-frame). Depending on the application these vec-
tors can then be aligned for example to the stator, or
the rotor flux. This gives the benefit that instead of
having to calculate three (or m) time variant interde-
pendent stator currents, for example, only two cur-
rents have to be calculated. These can also be con-
trolled independently and are constant during steady
state operations. This technique can improve the sim-
ulation speed considerably. Since all the transfor-
mation matrices are quite complex and are not the
focus of this paper, the field-oriented control is not
described any further. The interested reader can find
various papers and books on this topic. Two of theses
are for example [4] and [5].

2.2 Reason for not using FOC

As much as the field-oriented control can improve
the simulation speed, the simulation models itself be-
come quite abstract. When it comes to simulating
some physical errors of the machine in order to gain
some information on the impact such an error would
have, field-oriented models are not the first choice.

Example: Let’s take an example to explain the
drawback of field-oriented control for error simula-
tion. In an induction machine we have got a short-
circuit of one or more stator windings. This would
result in a different stator resistance and inductance.
Since in our field-oriented model only consists of the
transformed and combined components we than have
to also transform the stator error from the (let’s say)
three phase system to the orthogonal system. But this
also means that our machine model is not symmetri-
cal anymore and we have to take care that all previ-
ous transformations from the three phase system to
the orthogonal system are still valid (some actually
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require symmetrical systems as a prerequisite). Fi-
nally we end up with an orthogonal model which is
unsymmetrical and therefor has time depending vari-
ables even for steady state operations. So for this
kind of error simulation the benefit of reduced sim-
ulations times is not present any more and moreover
we still have the abstract representation of the error
values in the orthogonal system.
Because of this reason, in this paper the modelling is
done in the m-phase domain rather then the orthog-
onal system. Mind you, the control of the electrical
machine would still be done field-oriented. Just the
model is not transformed. This also corresponds with
the real life where we got an field-oriented controller
giving control signals to an inverter-bridge which in
turn then provides the m-phase voltages and currents.

3 Machine models in Modelica R©

The free available Modelica Standard Library
(MSL[6]) already contains basic machine models[7].
Unfortunately these models are only suitable for
modelling symmetrical electrical machines by using
dq-frame-oriented parameters. An electrical fault in
one of the phase windings (stator or rotor) leads how-
ever to unbalanced machine equations which are not
used by the basic machine models of the MSL. So
different models have to be developed to take the
unbalanced behaviour into account. This leads to
a more complicated model than the normally used
field-oriented dq-model. Such models of unbalanced
electrical machines are presently part of the ongoing
development of a free and open-source Modelica R©

library called freeFOClib[8] (short for free Field-
Oriented Control library) at our department.
When developing the new models for error simula-
tion it was desirable to use as much from the stan-
dard components from the MSL in order to keep the
library as slim as possible. For the modelling of an
asynchronous induction machine with squirrel-cage
in a three-phase system all components which are not
rotor-angle dependent could be modelled using stan-
dard components from the MultiPhase sub-library
of the MSL. Also when no errors in the squirrel-cage
part are introduced than the standard field-oriented
model of the squirrel cage can be used. In Figure 2 a
screen shot from the graphical representation in Dy-
mola (modelling and simulation tool of Dynasim AB,
Sweden) of such a system is depicted.
All the rotor angle dependent matrices are modelled
in Modelica code within the model airGap3Phase.

Figure 2: Graphical model representation of a 3-
phase asynchronous machine with squirrel cage

It follows an excerpt of the source code of the
airGap3Phase model which is used to build the ma-
trices in equation (5) trough to equation (8):

1 Lss = fill(fill(Lsm, 3), 3) -

diagonal(fill(Lsm - Lm, 3));

2 Lrr = Lss;

3 Lsr = Lm .* {{cos(gamma),cos(gamma -

2/3*pi),cos(gamma + 2/3*pi)},

4 {cos(gamma +

2/3*pi),cos(gamma),cos(gamma - 2/3*pi)},

5 {cos(gamma -

2/3*pi),cos(gamma + 2/3*pi),cos(gamma)}};

6 Lrs = transpose(Lsr);

The mutual fluxes and the resulting voltages are then
calculated by:

1 // mutual fluxes:

2 psi_ms = Lss*i_s + Lsr*i_r;

3 psi_mr = Lrs*i_s + Lrr*i_r;

4 // mutual voltages:

5 v_ms = der(psi_ms);

6 v_mr = der(psi_mr);

84



4 Fault simulation

After a brief introduction of how the the machines
are modelled in a m-phase system we will now come
to that actual application, i.e. the fault simulation.
At first let us see which different fault scenarios are
likely
Typical examples are:

• open-circuit of a stator phase (e.g., a connecting
cable is broken)

• short-circuit phase to ground (e.g., insulation
failure because of mechanical damage)

• short-circuit of one or more phase windings
(e.g., insulation failure because of thermal stress
within the stator or rotor)

Theses faults would then again have an influence on
the:

• mechanic torque (e.g. which has a direct impact
on the drive train behaviour in a hybrid electric
vehicle)

• emerging voltages and currents (which might
damage the power electronic devices supplying
the electric motor)

In order to generate these faults we need an interface
to our model to trigger the fault. The first two faults
(open-circuit and short circuit) can be achieved by
introducing an electrical switch which then closes or
opens the corresponding phase connection. Since our
model is modelled in the physical phase domain the
implementation of this is pretty straight forward.
However the third fault (short-circuit of one or more
phase windings) requires a change in the air-gap
model. To be more specific, the way the inductance
matrices are built has be altered. In our we have cho-
sen to use an input variable into which the faulty in-
ductance matrices can be fed. The switch from a
normal to a faulty inductance is realised by a time-
triggered ramp function. The slope of the inductance
change can be configured as well as the switching
time. It is also possible to reduce the normal induc-
tance value by a specific amount (say 10% for exam-
ple). Furthermore in a real application there would
be some kind of guidance control to avoid any dam-
age to the machine or inverter. Very simply speaking,

this would be some kind of fuse. In the fault-models
of the freeFOClib also fuses are implemented.

4.1 Open-circuit fault

Here now comes an example simulation of a syn-
chronous machine having a open-circuit fault. This
could occur if a connecting cable comes loose. In
Figure 3 you can see the three phase currents and the
mechanical torque depicted over time just before and
after the connection of one phase was opened at the
time of two seconds.
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Figure 3: Fault scenario: open-circuit of one stator
phase

As you can see, the torque drops instantaneously and
but the controller try to keep the torque output until at
some point the fuses for the remaining phase currents
get triggered.

4.2 Short-circuit fault

This kind of fault can occur when the insulation of
the connection cables is somehow damaged. In Fig-
ure 4 again you can see the three phase currents and
the mechanical torque depicted over time just before
and after one phase winding connects to ground at
the time of two seconds.
Again the controller tries to keep the torque at a con-
stant level but can only do so for a certain amount of
time until the the fuse finally gets triggered.
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Figure 4: Fault scenario: short-circuit of one stator
phase to ground

4.3 Short-circuit of windings

This kind of fault can occur when the insulation be-
tween the phase windings is damaged (e.g., over-
temperature, overload, etc.). This behaviour is mod-
elled by reducing the inductance abruptly by 20 per-
cent. In Figure 5 you can see the three phase currents
and the mechanical torque over time just before and
after the connection of one phase was opened at the
time of two seconds.
As you can see this time the change in the currents
is not that drastic. However since the field-oriented
control now calculates the wrong control values the
torque starts to oscillate.

5 Conclusions

In this paper a the modelling and simulation of elec-
tric faults in electrical machines using Modelica R©

was presented. The reader could get a brief in-
troduction into the topic of modelling electrical in-
duction machines in general. By using the object-
oriented language Modelica R© it is possible to keep
the new models compact by making use of the inher-
itance mechanism in connection with the free avail-
able Modelica Standard Library. Extensive usage of
inheritance also means that the maintenance is sim-
pler than if one bit of code is used in several places.
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Figure 5: Fault scenario: short-circuit of phase wind-
ings

We presented some ways of how to implement the
different fault scenarios and also included some sim-
ulation results.

6 Future work

The developed models of unbalanced electrical ma-
chines are going to be a part of a free and open-source
Modelica R© library called freeFOClib[8] (short for
free Field-Oriented Control library). The first official
release is due in spring of 2008. The freeFOClib
will also contain all components which are necessary
for a field-oriented control (hence the name). The
idea is to provide a Modelica R© library which gives
the possibility to model a modern electrical drive sys-
tem and still leaves the user the freedom to look at
the underlying code and perhaps even contribute im-
provements to freeFOClib.
A pure estimate of the simulated values might give
some clues on the general behaviour during faults.
However to actually use the simulation to gain use-
ful information (e.g., for programming a controller
for the power electronics) we need more than just es-
timates. So the simulation model has to be verified
by doing real measurements using a real electric mo-
tor. At the moment we setting up a test-bench sys-
tem consisting of a asynchronous induction machine
of a currently available hybrid electric vehicle and
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an electrical load machine. Although we hoped to
be able to include some measurement results from
the test-bench already, unfortunately it was not fea-
sible for this paper. Still we are working hard on the
further development of the library and the verifica-
tion with the test-bench system. For any news on the
freeFOClib library see www.freefoclib.org. On
that site also a mailinglist is available to keep you au-
tomatically up to date.
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Abstract

There is an increasing interest in using detailed finite
element models of individual components in multibody
simulation with detailed contact analysis. Due to the
large amount of degrees of freedoms in such models we
need to develop reduced models with fewer degrees of
freedoms that still capture the flexible body dynamics
with sufficient accuracy. In this paper we investigate a
static load case on a geometrically complex mechanical
component. We use modal basis functions to describe
the global deformations of the component and certain
Krylov-modes to capture a localized load and to provide
accurate coupling to the modal basis functions. We in-
vestigate how the overall accuracy depends on the num-
ber of modal basis functions and the number of Krylov-
modes.

1. Introduction

Dynamics simulation involving complex finite element
models is computationally demanding despite the rapid
development of computational resources. To reduce
computational cost, model reduction techniques are
commonly employed. There are several classical model
reduction techniques. See for instance [1] for a detailed
description on the use of model reduction in structural
dynamics. See also [2] for an account of model reduc-
tion in context of multibody dynamics.

Commonly reduction techniques are based on the
assumption that a deformable object in a simulation is
affected by boundary loads at a fixed number of spec-
ified points only, where the object is connected to its
surroundings through so called coupling elements, e.g.,
springs, dampers and joints. In the general multibody
setting this may however not be the case. Here objects
may in addition be affected by contact forces originat-
ing from dynamic collisions with other objects. These
collisions may occur at arbitrary points, and the contact
forces may be moving, e.g., a rolling bearing simulation.

This paper is the first in a series documenting a re-
search effort towards finding new model reduction tech-
niques that may be applied in the general multibody
setting with geometrically complex deformable objects.
The initial aim is to identify suitable correction modes
that can be computed on the fly, or in a post pro-
cessing step, in order to improve the convergence of
a modal based reduction in a continuous manner. To
this end we investigate in this paper static deformation
of a geometrically complex elastic body with a local-
ized boundary load. We use eigenmodes to capture low
frequency global effects, and compute certain Krylov-
modes to capture high frequency effects stemming from
the boundary load. The Krylov-modes we generate are
L2-orthogonal to the eigenmodes per construction, thus
removing the computational overhead associated with
orthogonalization against these. We illustrate the effect
of the Krylov-modes in a numerical study. N.b. Krylov-
modes are commonly used in Krylov subspace methods
for the iterative solution of large, sparse, linear systems
of equations. Typically such methods seek approximate
solutions to m×m linear system of equations Ax = b
in subspacesKk(A, b) = span {Ai−1b}k

i=1, of Rm cf.
[3]. These are natural subspaces to seek approximate
solutions in. In fact, if A is invertible it follows that
x = A−1b ∈ Kn(A, b), where n is the degree of the
minimal polynomial of A.

The paper is organized as follows. In Section 2 we
outline the theory associated with modal based model re-
duction techniques and define the specific Krylov-modes
we use in our computations. In Section 3 we perform a
numerical study and discuss some aspects of mesh re-
finement. In Section 4 we summarize the results and
outline the continuation of these works.

2. Theoretical Investigation
2.1 The Equations of Linear Elasticity

We consider the equations of linear elasticity in two di-
mensions: find the vector displacement u = [ui]2i=1 and
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the symmetric stress tensor σ = [σij]2i,j=1 such that

−∇ · σ(u) = 0, x ∈ Ω,

σ = 2µε(u) + λ(∇ · u)I x ∈ Ω,

u = 0, s ∈ ΓD,

n · σ = h, s ∈ ΓN ,

(1)

where Ω is a closed subset of R2, ΓD and ΓN are parts
of the boundary, ∂Ω, such that ΓD ∪ ΓN = ∂Ω and
ΓD ∩ ΓN = ∅. Furthermore, ε(u) = [εij]2i,j=1 is the
strain tensor with components

εij(u) =
1
2

(
∂ui

∂xj

+
∂uj

∂xi

)
, (2)

∇ · σ =
[∑2

j=1 ∂σij/∂xj

]2

i=1
, I = [δij]2i,j=1 with δij

the Kronecker delta, h is a given traction load, and n
is an outward pointing unit normal. Lastly, λ and µ are
the Lamé parameters satisfying 0 < µ1 < µ < µ2 and
0 < λ < ∞. In the case of plane strain we have λ =
Eν/((1 + ν)(1− 2ν)) and µ = E/(2(1 + ν)), where
E is Young’s elastic modulus and ν Poisson’s ratio.

2.2 The Finite Element Method

The weak formulation of (1) reads: Find u ∈ V0 =
{v ∈ H1[Ω]2 : v|ΓD

= 0} such that

a(u,v) = b(v), ∀v ∈ V0, (3)

where the linear forms a(·, ·), and b(·) are defined by

a(v,w) = 2(µε(v) : ε(w))
+ (λ∇ · v,∇ ·w),

(4)

b(v) = (h,v). (5)

In order to set up the finite element method, let
T h = {T} be subdivision of Ω into triangular ele-
ments T , and let Vh,0 = {v ∈ H1(Ω)2 : v|T∈
P(T )k,v|ΓD

= 0}, with k = 1 or k = 2, be an N -
dimensional subspace to [H1(Ω)]2. In the finite element
method we seek an approximate solution uh ∈ Vh,0

such that

a(uh,v) = b(v), ∀v ∈ Vh,0. (6)

Given a basis {ϕj}N
j=1 to Vh,0, this problem is equiva-

lent to an N ×N linear system of equations

Kûh = b̂, (7)

with elements

Kij = a(ϕj,ϕi), i, j = 1, . . . , N, (8)
bi = b(ϕi), i = 1, . . . , N. (9)

2.3 The Model Reduction

In 3D dynamics simulation with flexible bodies accurate
approximation of deformation and stresses comes with
a significant computational cost. The system of equa-
tions corresponding to (7) is likely to contain a very large
number of degrees of freedoms and require extensive
computational resources to solve. To reduce the compu-
tational cost model reduction techniques are commonly
employed.
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Figure 1: Localized force acting on domain boundary.

We investigate a static two-dimensional example.
Consider therefore the situation illustrated in Figure 1,
where a localized load acts on the boundary of a geomet-
rically complex domain, a two-dimensional gear wheel
with 40 teeth. Even in 2D, the system (7) will contain a
significant number of degrees of freedoms and a model
reduction is justified. This means that we must try to find
a subspace Vh,R ⊂ Vh,0 such that n = dimVh,R �
dimVh,0 and such that ‖uh,R − uh‖H1(Ω)2 is small,
where uh,R ∈ Vh,R satisfies

a(uh,R,v) = b(v), ∀v ∈ Vh,R. (10)

It is obvious that it is hard to construct a general such
space Vh,R. If we however exploit our knowledge of h
we can tune Vh,R according to the specific load case.

Therefore, let Vh,R = Vh,TM ⊕ Vh,K , where
Vh,TM ⊂ Vh,0 is a space spanned by a subset of the
eigenvectors of a, and Vh,K ⊂ Vh,0 a Krylov-space.
The spaceVh,TM is chosen as to capture global deforma-
tions, and the space Vh,K is chosen to capture localized
high-frequency effects in a neighborhood around the ap-
plied boundary load.

We first consider the space Vh,TM . Since a is a
symmetric bilinear form on Vh,0, the eigenmodes cor-
responding to the eigenvalue problem

a(eh,v) = λ

∫
Ω

ehv dx, ∀v ∈ Vh,0, (11)

form an orthogonal basis in Vh,0. Since we want to cap-
ture only the low-frequent, global behavior of the body
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with eigenmodes, we let Vh,TM be the space spanned by
the truncated modal basis (cf. [1]), {ei

h}m
i=1, where ei

h,
i = 1, . . . ,m are the eigenmodes corresponding to the
m smallest eigenvalues of a.

Now, the eigenvalue problem (11) is equivalent to a
linear system of equations

Kêh = λMêh, (12)

where M is the mass matrix. We find the low-frequency
component, uh,TM , of our reduced solution by solving
the m×m system of equations

V T
h,TMKV h,TM ûh,TM = V T

h,TM b̂, (13)

for its coefficients ûh,TM = [u1,TM , . . . , um,TM ]T ,
where V h,TM is an N × m matrix with the m most
low-frequent eigenmodes from (12) in its columns.

In order to capture the local effects we introduce the
space Vh,K , defined by the N × k coefficient matrix
V h,K , with column vectors

ĉj =
[
(M−1K)jM−1rTM

]k

j=0
, (14)

where rTM is the residual stemming from the eigen-
mode approximation. That is,

rTM = b̂− V h,TM ûh,TM , (15)

where ûh,TM is the solution to the system (13). The
Krylov-modes thus generated are per construction or-
thogonal to the truncated modal basis. This approach
can be compared with the so called modal acceleration
method, cf. [1], where in fact the generating operator is
the inverse to the operator in (14) above.

We find the high-frequency component, uh,K , of the
reduced solution by solving the k × k system of equa-
tions

V T
h,KKV h,Kûh,K = V T

h,K b̂, (16)

for the coefficients ûh,K = {u1,K , . . . , uk,K}, and our
reduced solution is uh,R = uh,TM + uh,K .

3. Numerical Investigations

3.1 Numerical Results

To illustrate the ideas described above we present the
following numerical investigation of how the accuracy in
the computation depends on the number of eigenmodes
and the number of Krylov-modes in the reduction basis.
The computational domain is depicted in Figure 1. We
apply the localized force as illustrated in the same figure.
We use the elastic modulus E = 1.0, and Poisson’s ratio
ν = 0.29.

(a) The max-norm error EL∞
i,j (uh) on the defor-

mation.

(b) The L2 error EL2
i,j (uh) on the deformation.

Figure 2: Errors on the deformation for i = 1, . . . , 50
eigenmodes, and j = 0, . . . , 50 Krylov-modes, respec-
tively.

Let Vh,R(i,j) be the reduced space spanned by the
first i eigenmodes and the first j Krylov-modes respec-
tively, and let uh,R(i,j) be the corresponding solution.
We compute the maximum-norm errors

EL∞
i,j (uh) =‖uh,R(i,j) − uh‖L∞(Ω),

i = 1, . . . , 50, j = 0, . . . , 50,
(17)

and the L2-errors

EL2
i,j (uh) =‖uh,R(i,j) − uh‖L2(Ω),

i = 1, . . . , 50, j = 0, . . . , 50,
(18)

between a reference FEM solution and a set of reduced
solutions. The results from these computation are de-
picted in Figure 2. It is clear from the graphs that the
truncated modal basis alone is not able to resolve the
load case in a satisfactory way, and that the error is re-
duced effectively by the addition of Krylov-modes to the
basis. It is also clear from graph (b) that it is necessary
to keep some eigenmodes in the basis in order to capture
global effects. Let σv

h,R(i,j) and σv
h denote the von Mises

stresses corresponding to the reduced solution and the
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FEM solution respectively. The maximum-norm errors

EL2
i,j (σv

h) =‖σv
h,R(i,j) − σv

h‖L∞(Ω),

i = 1, . . . , 50, j = 0, . . . , 50,
(19)

in the von Mises stresses, are plotted in Figure 3. It
is clear from this figure that the Krylov-modes signifi-
cantly enhances the von Mises approximation. In Fig-

Figure 3: The maximum-norm error EL∞
i,j (σv

h) in the von
Mises stresses, for i = 1, . . . , 50 eigenmodes, and j =
0, . . . , 50 Krylov-modes, respectively.

ure 4, we see the von Mises stresses corresponding to
the reference solution uh, a reduced solution uh,R(20,10)

and a reduced solution uh,R(30,0) respectively.

3.2 Aspects of mesh refinement

By subtracting (6) from (3) we get the Galerkin orthog-
onality:

a(u− uh,v) = 0, ∀v ∈ Vh. (20)

The analog Galerkin orthogonality for the reduced solu-
tion is attained by subtracting (10) from (6):

a(uh − uh,R,v) = 0, ∀v ∈ Vh,R. (21)

From (20) and (21) now follows

‖u− uh,R‖2
E = ‖u− uh‖2

E

+ ‖uh − uh,R‖2
E,

(22)

were ‖ · ‖E denotes the energy norm, defined by

‖w‖2
E = a(w,w), ∀w ∈ V0. (23)

Looking at (22) it’s apparent that given a fixed set of re-
duction modes, the left hand side will be approximately
constant (compared to the variation in h). The second
term on the right hand side will hence grow larger as h
tends to zero. This means that a greater number of re-
duction modes is needed if the geometry is complex and
the mesh has fine-scale features.

(a) Von Mises stresses on the reference solution uh.

(b) Von Mises stresses on a reduced solution
uh,R(20,10), using 20 eigenmodes and 10 Krylov-
modes.

(c) Von Mises stresses on a reduced solution
uh,R(30,0), using 30 eigenmodes and 0 Krylov-
modes.

Figure 4: Von Mises stresses on the reference and reduced
solutions.

In order to see how this manifests itself in the numer-
ical results we compute the von Mises stresses on a refer-
ence FE solution uh and a reduced solution uh,R(20,10)

with 20 eigenmodes and 10 Krylov-modes on a mesh
locally refined as in Figure 5.

The Mises stresses around the loaded tooth of the
reference FEM solution and the reduced solution can be
seen in Figure 6. Compare this with the corresponding
result on the coarse mesh in Figure 4. On the refined
mesh it is apparent that 20 eigenmodes and 10 Krylov-
modes in the reduction space is not enough to capture
FE solution. We see that the effect of the Krylov-modes
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here is somewhat too local.
Now, the addition of more Krylov-modes to the basis

will not improve the reduction significantly since the lo-
cality of the Krylov-modes will increase with k, and we
know that the computation of more eigenmodes is ex-
pensive. Research is currently being undertaken in order
to identify an effective approach to resolve this matter.

3.3 Notes on the Implementation

We have implemented the above computations in MAT-
LAB [4] using the Standard Galerkin [5] method on a
triangular mesh with linear basis functions. For fast
Krylov-mode generation we have used a lumped mass
matrix in the computations. The Krylov-modes are gen-
erated using the Arnoldi Modified Gram-Schmidt al-
gorithm [3]. The eigenvalue problem is solved using
ARPACK [6] through the MATLAB command eigs.
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Figure 5: The mesh is refined locally around the loaded
tooth.

4. Conclusions and Outlook

We have investigated the use of certain Krylov-modes
in a modal based model reduction to capture high-
frequency effects from a localized boundary load on
a two-dimensional geometrically complex elastic body.
We have presented numerical evidence showing that the
Krylov-modes significantly enhances the reduction on a
coarse mesh, and we have illustrated the effect of mesh
refinement.

Current research is aimed at the investigation of
other methods to capture localized loads. In the near
future we shall begin the evaluation of these methods in
3D. Planned research include error analysis and the con-
struction of adaptive reduction algorithms.

(a) Von Mises stresses of the reference solution uh

on the refined mesh.

(b) Von Mises stresses on a reduced solution
uh,R(20,10) on the refined mesh, using 20 eigen-
modes and 10 Krylov-modes.

Figure 6: Von Mises stresses on the reference and reduced
solutions on the refined mesh.
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Abstract 
In order to support the development of complex prod-
ucts, modeling tools and processes need to support co-
design of software and hardware in an integrated way. 
Modelica is the major object-oriented mathematical 
modeling language for component-oriented modeling 
of complex physical systems and UML is the dominant 
graphical modeling notation for software. The Modeli-
caML UML profile integrates Modelica and UML to 
support engineering of whole products. In this paper 
we present the Eclipse ModelicaML implementation 
and integration with the MDT Eclipse plugin, with em-
phasis on requirements support.   

Keywords: Requirements, Modeling and Simulation, 
Modelica, Eclipse, UML, SysML, ModelicaML. 

1. Introduction 
The development in system modeling has come to the 
point where complete modeling of systems is possible, 
e.g. the complete propulsion system, fuel system, hy-
draulic actuation system, etc., including embedded 
software can be modeled and simulated concurrently. 
This does not mean that all components are dealt with 
down to the very smallest details of their behavior. It 
does, however, mean that all functionality is modeled, 
at least qualitatively.  

In this paper, the implementation of the Modeli-
caML UML profile for Modelica in Eclipse is pre-
sented, with emphasis on requirement diagrams. 

1.1 SysML 

The Unified Modeling Language (UML) has been cre-
ated to assist software development processes by pro-
viding means to capture software system structure and 
behavior. This has evolved into the main standard for 
Model Driven Development [5].  

The System Modeling Language (SysML) [4] is a 
graphical modeling language for systems engineering 
applications. SysML was developed by systems engi-

neering experts, and was adopted by OMG in 2006. 
SysML is built on top of UML and tailored to the 
needs of system engineers by supporting specification, 
analysis, design, verification, and validation of a broad 
range of systems and system-of-systems. 

The main goal behind SysML is to unify and re-
place different document-centric approaches in the sys-
tem engineering field with a single systems modeling 
language. A single model-centric approach improves 
communication, assists managaging complex system 
design and allows its early validation and verification. 

 
Figure 1. SysML diagram taxonomy. 

The taxonomy of SysML diagrams is presented in 
Figure 1. For a full description of SysML see (SysML, 
2006) [4]. The major SysML extensions compared to 
UML are: 
• Requirements diagrams support requirements pres-

entation in tabular or in graphical notation; allow 
composition of requirements; and support trace-
ability, verification and “fulfillment of require-
ments”.  

• Block diagrams extend the Composite Structure 
diagram of UML2.0. The purpose of this diagram 
is to capture system components, their parts and 
connections between parts. Connections are han-
dled by means of connecting ports which may con-
tain data, material or energy flows. 

• Parametric diagrams help perform engineering 
analysis such as performance analysis. Parametric 
diagrams contain constraint elements, which de-
fine mathematical equations, linked to properties 
of model elements. 

• Activity diagrams show system behavior as data 
and control flows. Activity diagrams are similar to 
Extended Functional Flow Block Diagrams, which 
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are already widely used by system engineers. Ac-
tivity decomposition is supported by SysML. 

• Allocations are used to define mappings between 
model elements: For example, certain Activities 
may be allocated to Blocks (to be performed by the 
block).  

1.2 Modelica 

Modelica [2][3] is a modern language for equation-
based object-oriented mathematical modeling primarily 
of physical systems. Several tools, ranging from open-
source such as OpenModelica [1], to commercial like 
Dymola [11] or MathModelica [10] support the Mode-
lica specification. 

The language allows defining models in a declara-
tive manner, modularly and hierarchically and combin-
ing various formalisms expressible in the more general 
Modelica formalism. The multidomain capability of 
Modelica allows combining electrical, mechanical, hy-
draulic, thermodynamic, etc., model components 
within the same application model. In short, Modelica 
has improvements in several important areas: 
• Object-oriented mathematical modeling. This 

technique makes it possible to create model com-
ponents, which are employed to support hierarchi-
cal structuring, reuse, and evolution of large and 
complex models covering multiple technology 
domains. 

• Physical modeling of multiple application do-
mains. Model components can correspond to 
physical objects in the real world, in contrast to es-
tablished techniques that require conversion to 
“signal” blocks with fixed in-put/output causality. 
In Modelica the structure of the model naturally 
correspond to the structure of the physical system 
in contrast to block-oriented modeling tools. 

• Acausal modeling. Modeling is based on equations 
instead of assignment statements as in traditional 
input/output block abstractions. Direct use of equa-
tions significantly increases re-usability of model 
components, since components adapt to the data 
flow context in which they are used. 

A component may internally consist of other connected 
components, i.e., hierarchical modeling as in Figure 2. 

 
 
Figure 2. Hierarchical model of an industrial robot. 

1.3 SysML vs. Modelica 

The System Modeling Language (SysML) has been 
proposed to unify different approaches and languages 
used by system engineers into a single standard. 
SysML models may span different domains, for exam-
ple, electrical, mechanical and software. Even if 
SysML provides means to describe system behavior 
like Activity and State Chart Diagrams, the precise be-
havior can not be described and simulated without 
complex transformations and additional information 
provided for SysML models. In that respect, SysML is 
rather incomplete compared to Modelica. 

Modelica was also created to unify and extend ob-
ject-oriented mathematical modeling languages. It has 
powerful means for describing precise component be-
havior and functionality in a declarative way. Modelica 
models can be graphically composed using Modelica 
connection diagrams which depict the structure of de-
signed system. However, complex system design is 
more that just a component assembly. In order to build 
a complex system, system engineers have to gather re-
quirements, specify system components, define system 
structure, define design alternatives, describe overall 
system behavior and perform its validation and verifi-
cation. 

 
Figure 3. ModelicaML diagrams overview. 

2. The ModelicaML UML profile  
Before we present the Eclipse integration, we briefly 
describe the ModelicaML profile. 

With respect to SysML, ModelicaML reuses, ex-
tends and provides several new diagrams. The Modeli-
caML diagram overview is shown in Figure 3. Dia-
grams are grouped into four categories: Structure, Be-
havior, Simulation and Requirement. The description 
of the ModelicaML profile is presented in [8], [16] and 
[17]. The most important properties of the Modeli-
caML profile are outlined in the following:  
• The ModelicaML profile supports modeling with 

all Modelica constructs and properties i.e. re-
stricted classes, equations, generics, variables, etc. 

• Using ModelicaML diagrams it is possible to de-
scribe most of the aspects of a system being de-
signed and thus support system development proc-
ess phases such as requirements analysis, design, 

inertial
x

y

axis1

axis2

axis3

axis4

axis5

axis6

r3Drive1

1
r3Motor

r3ControlqdRef
1

S

qRef
1

S

k2

i

k1

i

qddRef cut joint

l

qd

tn

rate2

b(s)

a(s)

rate3

340.8

S

rate1

b(s)

a(s)

tacho1

PT1

Kd

0.03

w Sum

-

sum

+1

+1

pSum

-

Kv

0.3

tacho2

b(s)

a(s)

q qd

iRefqRef

qdRef

Jmotor=J

gear=i

spring=c

fr
ic

=R
v0

S
rel

joint=0

S

Srel = n*transpose(n)+(identity(3)- 
n*transpose(n))*cos(q)- 

skew(n)*sin(q); 

94



implementation, verification, validation and inte-
gration. 

• The profile supports mathematical modeling with 
equations since equations specify behavior of a 
system. Algorithm sections are also supported. 

• Simulation diagrams are introduced to model and 
document simulation parameters and simulation 
results in a consistent and usable way. 

• The ModelicaML meta-model is consistent with 
SysML in order to provide SysML-to-
ModelicaML conversion. 

2.1 Package Diagrams 

ModelicaML extends SysML packages in order to sup-
port Modelica packaging features, in particular: pack-
age inheritance, generic packages, constant declaration 
within a package, package “instantiation” and renam-
ing import (see [2] for Modelica packages details).  

A snapshot of the Modelica Standard Library hier-
archy is shown in Figure 4 using UML notation. Pack-
age nodes in the hierarchy are connected via the pack-
age containment link as in the example in Figure 4. 

  

Figure 4. Package hierarchy modeling. 

2.2 Modelica Class Diagrams in ModelicaML 

Modelica uses restricted classes such as class, model, 
block, connector, function and record to describe a sys-
tem. Modelica classes have essentially the same se-
mantics as SysML blocks specified in [4] and provide a 
general-purpose capability to model systems as hierar-
chies of modular components. ModelicaML extends 
SysML blocks by defining features which are relevant 
or unique to Modelica.  

 
Figure 5. ModelicaML Class Diagrams. 

The purpose of the Modelica Class Diagram is to show 
features of Modelica classes and relationships between 
classes. Additional kind of dependencies and associa-
tions between model elements may also be shown in a 
Modelica Class Diagram. For example, behavior de-
scription constructs – equations, may be associated 
with particular Modelica Classes. The detailed descrip-

tion of structural features of ModelicaML and graphi-
cal notation of ModelicaML class definitions is shown 
in Figure 5. Each class definition is adorned with a 
stereotype name that indicates the class type it repre-
sents. The ModelicaML Class Definition has several 
compartments to group its features: parameters, parts, 
variables. Some compartments are visible by default; 
some are optional and may be shown on ModelicaML 
Class Diagram with the help of a tool. Property signa-
tures follow the Modelica textual syntax and not the 
SysML original syntax, reused from UML. A Modeli-
caML/SysML tool may allow users to choose between 
UML or Modelica style textual signature presentation. 

The ModelicaML Internal Class Diagram is based 
on the SysML Internal Block Diagram. The Modelica 
Class Diagram defines Modelica classes and relation-
ships between classes, like generalizations, association 
and dependencies, whereas a ModelicaML Internal 
Class Diagram shows the internal structure of a class in 
terms of parts and connections. The ModelicaML In-
ternal Class Diagram is similar to the Modelica con-
nection diagram, which presents parts in a graphical 
(icon) form. An example Modelica model presented as 
an Internal Class diagram is shown in Figure 6 

 
Figure 6. ModelicaML Internal Class Diagram vs. Mode-
lica Connection Diagram. 
Usually Modelica models are presented graphically via 
Modelica connection diagrams (Figure 6, bottom). 
Such diagrams are created by the modeler using a 
graphic connection editor by connecting together com-
ponents from available libraries. Since both diagram 
types are used to compose models and serve the same 
purpose, we briefly compare the Modelica connection 
diagram to the ModelicaML Internal Class Diagram. 
The main advantage of the Modelica connection dia-
gram over the Internal Class Diagram is that it has bet-
ter visual comprehension as components are shown via 
domain-specific icons known to application modelers. 
Another advantage is that Modelica library developers 
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are able to predefine connector locations on an icon, 
which are related to the semantics of the component.  

2.3 Equation Diagrams 

SysML defines Constraint blocks which specify 
mathematical expressions, like equations, to constrain 
physical properties of a system. Constraint blocks are 
defined in the Block Definition diagram and can be 
packaged into domain-specific libraries for later reuse. 
There is a special diagram type called Parametric Dia-
gram which relates block parameters with certain con-
straints blocks. The Parametric Diagram is included in 
ModelicaML without any modifications. 

The Modelica class behavior is usually described 
by equations, which also constrain Modelica class pa-
rameters, and have a domain-specific usage. SysML 
constraint blocks are a less powerful means of domain 
model description than Modelica equations, which also 
include certain kinds of equations which cannot be 
modeled using constraint blocks, i.e.: if-, for-, and 
when- equations.  

partial class TwoPin 
  Pin p, n; 
  Voltage v; 
  Current i; 
equation 
  v = p.v – n.v; 
  0 = p.i + n.i; 
  i = p.i; 
end TwoPin; 
 
class Resistor  
  extends TwoPin; 
  parameter Real R(unit = "Ohm");
equation 
  R * I = v; 
end Resistor;  

Figure 7. Equation modeling example with a Modeli-
caML Class Diagram. 

2.4 Simulation Diagram 

ModelicaML also introduces a new diagram type, 
called Simulation Diagram (Figure 8), used for simula-
tion experiment modeling. Simulation is usually per-
formed by a simulation tool which allows parameter 
setting, variable selection for output and plotting. The 
Simulation Diagram can be used to store any simula-
tion experiment, thus helping to keep the history of 
simulations and its results. When integrated with a 
modeling and simulation environment, a simulation 
diagram may be automatically generated. 

The Simulation Diagram provides facilities for 
simulation planning, structured presentation of parame-
ter passing and simulation results. Simulations can be 
run directly from the Simulation Diagram. Association 
of simulation results with requirements from a domain 
expert and additional documentation (e.g. by: Note, 
Problem Rationale text boxes of SysML) are also sup-
ported by the Simulation Diagram.  

 
Figure 8. Simulation Diagram example. 

2.5 Requirement Diagrams 

Requirement diagrams have been included in Modeli-
caML from SysML without any modification. Re-
quirement Diagrams have several attributes: ID, Level, 
Status, Name and Description. Requirements support 
hierarchical modeling, i.e., more specific requirements 
can derived from more general ones. 

Requirements can be linked to any other Modeli-
caML element via satisfies or satisfiedBy rela-
tions. Any tool implementing the ModelicaML profile 
can be used to build, query, trace, and manage re-
quirements.  

The Modelica language does not support a standard 
requirements representation. Since the ModelicaML 
profile supports requirements, we need a way to save 
these requirements in a Modelica file. Requirements 
can be represented in Modelica in several ways which 
we will describe in detail in the next section. 

3. ModelicaML in Eclipse 
Eclipse [14] is an open source framework for creating 
extensible integrated development environments 
(IDEs). One of the goals of the Eclipse platform is to 
avoid duplicating common code that is needed to im-
plement a powerful integrated environment for the de-
velopment of software. By allowing third parties to 
easily extend the platform via the plugin concept, the 
amount of new code that needs to be written is de-
creased. For the development of our prototype we have 
used several Eclipse frameworks: 
• EMF – Eclipse Modeling Framework [18] is an 

Eclipse framework for building domain-specific 
model implementations. The EMF implementation 
is based on the Meta Object Facility (MOF) stan-
dard and implements the “Essential MOF” 
(EMOF) part of a standard. EMF is used by the 
GMF and UML2 frameworks. 

• GMF – Graphical Modeling Framework [20] pro-
vides a generative component and runtime infra-
structure for developing graphical editors based on 
EMF and GEF [19]. GMF consists of tooling, gen-

96



erative and runtime parts, depends on the EMF and 
GEF frameworks and also on other EMF related 
tools. 

• The UML2 Eclipse meta-model implementation. 
The UML2 Eclipse project is an EMF based im-
plementation of a UML2 meta-model for the 
Eclipse Platform to support development of UML 
modeling tools. The UML2 project doesn’t aim to 
provide any graphical modeling or diagram inter-
change capabilities as it only implements UML ab-
stract syntax. UML2 Tools focus on editing capa-
bilities. 

3.1 The ModelicaML GMF Model 

The Eclipse editor is created from a GMF model of the 
ModelicaML profile. The model describes the existing 
elements and their properties. As an example, in Figure 
9 we present the Requirement Diagram element and its 
properties. 

 
Figure 9. ModelicaML GMF Model (Requirements) 

From the GMF model an editor that supports common 
operations on that model is automatically generated. 
The generated code can be extended to deal with issues 
specific to ModelicaML. 

3.2 The ModelicaML Eclipse Editor 

The Modelica Development Tooling (MDT) [7] 
Eclipse plugin is part of the OpenModelica system [1] 

and provides an environment for working with Mode-
lica projects. The following features are available 
within the editor: 
• Browsing support and wizards for creating Mode-

lica projects, packages, Modelica Standard Libr. 
• Syntax color highlighting, syntax and semantic 

checking.  
• Code assistance for packages and function calls 
• Support for MetaModelica meta-programming ex-

tensions to standard Modelica 
• Debugging support for Modelica and MetaMode-

lica algorithmic code. 

We have extended the MDT plugin with a design view 
to facilitate ModelicaML integration. The ModelicaML 
integrated design environment where SysML/ Modeli-
caML diagrams are created is shown in Figure 10. It 
consists of a diagram file browser (left), diagram editor 
(middle), tool palette (right), properties editor (bottom) 
and a diagram outline (bottom left). 

Figure 10. ModelicaML Eclipse based design environ-
ment with a Class diagram. 

The Project Browser lists all Modelica files. The Dia-
gram Editor is a tool where diagrams can be created 
and graphical elements laid out. It has the following 
graphical features: Graphical elements like Modelica 
Class, Model, or Requirement can be picked up from a 
Tool palette and created in a Diagram editor pane in a 
drag-and-drop way. Elements in a palette are grouped 
by Standard tools (zooming, note, etc), Nodes and 
Links elements.  The tool palette for Modelica Class 
and Internal Class diagram contains different sets of 
elements. The Property Editor can be used for chang-
ing the properties of the object selected in the diagram 
editor pane. Property elements vary depending on the 
type of chosen object.  
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The ModelicaML diagrams can be automatically gen-
erated from Modelica source files. The integrated tool 
can also generate Modelica source code from Modeli-
caML diagrams. However, the implementation of the 
Modelica code generation and ModelicaML diagram 
generation is, at the moment, in an experimental stage. 
In the current implementation ModelicaML diagrams 
are saved both in Modelica form and also the XMI dia-
lect written to XML files. Further work is needed to 
save diagram position information within Modelica 
source code as annotations.  

3.3 Modeling with Requirements 

The ModelicaML/MDT Eclipse environment supports 
modeling with requirements. The following functional-
ity is available in the development environment: 
• Hierarchies of requirements can be created. 
• Requirements can be traced during the develop-

ment process. 
• Requirements can be queried with respect to any of 

their attributes. 

 
Figure 11. Modeling with Requirement Diagrams. 

Examples of modeling with Requirement Diagrams are 
presented in Figure 11 and in the Appendix. 

3.4 Representing Requirements in Modelica 

While the default storage of ModelicaML diagrams is 
within XML files, our goal is to be able to save this in-
formation within normal Modelica files. Having this 
information within Modelica code would make it ac-

cessible to other Modelica and UML tools. Using this 
information tools could provide additional functional-
ity. For example Modelica tools could display the in-
heritance hierarchy of a library, display the require-
ments for a specific class, etc. 

To find the best way to encode the ModelicaML 
diagram information within Modelica we have experi-
enced with several ways of encoding the Requirement 
Diagrams.  

Using Modelica Annotations 

A requirement could be saved as an annotation in the 
following way (the top requirement from Figure 11): 
type RequirementStatus =  
  enumeration(Incomplete, Draft, Started); 
 
annotation( 
  Requirement( 
    id="S5.4.1",  
    level=0, 
    status=RequirementStatus.Incomplete,    
    name="Master Cylinder Efficacy",  
    description="A master cylinder…")); 

The problem with Modelica annotations is that they 
can only be present at specific places within code and 
they are usually tied to a class definition. Because re-
quirements are usually cross cutting is impossible to 
represent all requirements as such annotations. Another 
problem using annotations is the representation of hier-
archies of requirements. Linking of a class with a re-
quirement via a satisfy relation could be possible us-
ing Modelica extends, but would be cumbersome. 

Creating a new Restricted Class: requirement 

A requirement could be saved as a standard class 
marked with an isRequirement annotation or alterna-
tively using a new restricted class in the following way 
(the diagrams from Figure 12 in the Appendix): 
requirement R1  
  String name="Master Cylinder Efficiency"; 
  String id="S5.4.1"; 
  Integer level=0; 
  RequirementStatus status=  
     RequirementStatus.Incomplete; 
  String description=”A master cylinder 
                      shall have…”; 
end R1; 

Now, we can use extends over requirements to build 
hierarchies: 
requirement R2 
  extends R1; 
  String name"Loss Of Fluid"; 
  String id="S5.4.1a"; 
  Integer level=1; 
  RequirementStatus status=  
     RequirementStatus.Started; 
  String description="Prevent complete  
                      loss of fluid"; 
... 
end R2; 

98



To link requirements to Modelica elements one can use 
annotations: 
 
model BreakSystem 
  annotation(satisfy=R1); 
... 
end BreakSystem; 

We believe that the best way to encode requirements 
within Modelica would be to create a new restricted 
class. Using this new class, requirements can be fully 
modeled in Modelica.  

We will propose in the Modelica Association to in-
troduce the requirement restricted class into the 
Modelica specification. In Modelica, the requirement 
class could also have equation or algorithm sections 
that impose constraints to be verified against the class 
linked with the requirement. 

4. Conclusion and Future Work 
In this paper we have presented the integration and im-
plementation of the ModelicaML profile in Eclipse. 
UML Statecharts and Modelica have previously been 
combined, see e.g. [9][15]. SysML has already been  
adopted for system on chip design [13] evaluated for 
code generation [14], and extended with bond graphs 
support [12].  

The support for Modelica in ModelicaML allows 
precise definition, specification, and simulation of 
physical systems. Modelica provides the means for de-
fining behavior for SysML block diagrams while the 
additional modeling capabilities of SysML provides 
additional modeling and specification power to Mode-
lica (e.g. requirements and inheritance diagrams, etc).  

Ongoing and future work targets further develop-
ment and improvement of the Eclipse-based Modeli-
caML integrated development environment as a part of 
our Modelica Development Tooling (MDT). 
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Appendix 

 
Figure 12. Modeling with requirements (Requirements palette). 

 
Figure 13. Modeling with requirements (Connections). 
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Abstract 
The aim of dynamic modelling and simulation is to im-
prove the control of the fluidised bed granulator. Mod-
elling and simulation was done on the basis of data 
collected from several test campaigns. Several model-
ling methodologies have been compared in Matlab-
Simulink environment. A solution based on dynamic 
linguistic equation models was chosen. The main input 
variables are humidity difference between incoming 
and outgoing air, temperature difference between in-
flowing air and granule and the rate of inflowing air. 
The final output is the estimated granule size but the 
overall models contains also dynamic models for tem-
perature and humidity. The simulator combines several 
models which are specific to the operating conditions. 
According to the results, the spraying and drying proc-
esses included short-duration periods. Extension to 
fuzzy LE models provides useful information about un-
certainties of the forecasted granulation results. The 
complexity of the models is increased only slightly with 
the new system based on the extension principle and 
fuzzy interval analysis.  

Keywords: fluidised bed granulator, linguistic equa-
tions, dynamic modelling, fuzzy set systems. 

1. Introduction 
Powder particles are agglomerated though granulation 
processes due to interparticle bonds caused by the addi-
tion of a granulation liquid. The handling of the start-
ing materials is facilitated and further processing (e.g. 
tabletting) becomes more secure [1]. Granulation usu-
ally refers to processes whereby aggregates with sizes 
ranging from approximately 0.1 to 2.0 mm are pro-
duced by agitation of moistened powder. Compression 
characteristics are improved, and handling of powders 
become easier because of less dust, less adhesion with 
hydroscopic materials. [2] 

During the granulation process a three-phase system of 
solid, liquid and gas is established. The system will re-
duce its free energy by formation of liquid bridges be-
tween the particles. By the liquid bridges cohesive 

forces are established which may cause agglomeration 
and consolidation of the agglomerates in so far as they 
can resist the disruptive forces. The outcome depends 
on the interactions between apparatus, process and 
compositional variables and the properties of the pow-
der. [3, 4, 5] 

Airflow rate, temperature and humidity of the inlet air 
and the addition rate and droplet size of the granulating 
liquid are critical input variables. Temperature and 
humidity measurements of the process air are the most 
important parameters for monitoring heat and mass 
transfer. However, the inlet air humidity cannot usually 
be specified accurately because the seasonal variations 
in the process air humidity are difficult to control en-
tirely. The actual effect of different humidity levels of 
the inlet air on the various fluid bed process parameters 
have been studied in [6]. Properties of the particles are 
also important. Effects of primary particle surface wet-
tability by a binder solution on the rate of agglomera-
tion were investigated in [7]. 

A physically-based mathematical model for the de-
scription of particle wetting and of temperature and 
concentration distribution in fluidized bed spray-
granulation is presented in [8]. The bed mass and parti-
cle diameter growth in discontinuous granulation are 
taken into account and the two-dimensional calculation 
of the temperature and concentration distributions were 
carried out for the steady, continuous fluidized bed 
spray-granulation. 

The physical changes in the beginning of spraying 
process are fast, because the weight of granules in-
creases rapidly, which requires also that the amount of 
the inlet air has to be increased significantly so that 
fluidising would continue. This part of the process was 
the most difficult part to model. Correspondingly dur-
ing the first few minutes of drying, the surface drying 
proceeds quickly until the balance is found. According 
to samples, the size of granules continued to grow for a 
while even the drying phase was started.  

The aim of dynamic modelling and simulation is to 
improve the control of the fluidised bed granulator. 
Modelling is based on linguistic equation (LE) ap-
proach introduced in [9]. LE approach has been used in 
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various applications [10, 11]. Dynamic LE models 
have provided accurate prediction and good perform-
ance in continuous processes, e.g. a lime kiln and a so-
lar collector field [10]. A set of interactive intelligent 
systems can be combined with other modelling and 
simulation methodologies to build practical simulators 
for industrial processes [12]. 

For granulation process, dynamic modelling and simu-
lation is necessary. Dynamic LE modelling was started 
in 2000 in cooperation with Helsinki University and 
Orion [13]. Dynamic models are well suited for fore-
casting the granulation result [13, 14]. The research 
equipment used in this project was a bench-scale fluid-
ised bed granulator (Glatt WSG 5) shown in Figure 1. 
Modelling and simulation was done on the basis of 
data collected from test campaigns based on experi-
mental design. 

This paper presents more details of the solution and ex-
tends the models to uncertain environment. 

 
Figure 1. A bench-scale fluidised bed granulator.  

2. Measurements  
The granulation process shown in Figure 1 has three 
main phases: 

• mixing to get granules homogeneous, 
• spraying with PVP granulation liquid, and 
• drying with warm air. 

The model formulation (batch size 3500 g) consisting 
of verapamil hydrochloride, microcrystalline cellulose 
and lactose monohydrate was applied. Polyvinylpyr-
rolidone was used as a binder. The temperature of the 
drying air was 60 oC. 

To eliminate the granules escape from granulator, fil-
ters were needed to shake every 100 seconds. The 

shaking takes 10 seconds, and meanwhile the process 
flows are off. For proper modelling it was essential to 
eliminate the effect of shaking as well as possible. 
More stable data and better modelling was achieved by 
median and moving average method.  

Testing data was collected from 38 batches, 27 batches 
were used to training and the rest of the 11 to testing. 
The design of experiments for the test batches R1-11 
presented in Table 1 includes three levels (high, normal 
and low) for the feed rate and the pressure of the 
granulation liquid. To confirm the functionality there 
were three repeated batches in the normal conditions. 

 
Table 1. The design of experiments for the batches. 

Test Feed rate of 
granulation 
liquid [l/min] 

Feed pressure 
of granulation 
liquid [bar] 

R1 100 1.5 
R2 125 1.5 
R3 100 2 
R4 125 2.5 
R5 100 2 
R6 125 2 
R7 112.5 1.5 
R8 112.5 2.5 
R9 112.5 2 
R10 112.5 2 
R11 112.5 2 

Numerous variables are known to affect the fluid bed 
process and the final granules. During the test cam-
paigns, on-line measurements of more than 40 vari-
ables were collected with sampling time of one second. 
Air flow rate, temperature and humidity of the inlet air 
and the addition rate of the granulation are important 
variables. The instrumentation is described in [15]. 

Particle size analyses of intermediate and product 
granules and bulk factor were done off-line. Particle 
size analysis introduces two challenges: (1) it is based 
on samples, and there cannot be too many of them, and 
(2) particle size has always a distribution. The data 
driven modelling was based on the average particle 
size, and interpolation based on nonlinear regression 
was used to obtain additional points required for the 
dynamic modelling. 

Seasonal variation in humidity is considerable and that 
will cause the changes in the water amount of the in-
coming air. The incoming air humidity should be in-
cluded to the input variables or another possibility is to 
make a pre-moistening to a constant moisture value in 
the beginning of granulation 
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3. Nonlinear modelling 
Nonlinear models are needed in modelling of the 
granulation process. Various statistical and intelligent 
methodologies have been compared in this project.  

3.1 Statistical modelling 

Response surface methodology combines linear terms 
with interaction and quadratic terms to calculate one 
output variable y from multiple input variables xj: 
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The number of parameters increases very fast with the 
number of variables. 

Statistical models have been used for interpolating the 
granule size to obtain data for dynamic modelling. 
There are considerable differences between the batches 
(Figure 6). 

 
Figure 2. Interpolation of the granule size from 8 sam-

ples, starting point presumed to been 0.05 mm. 

Dynamic statistical modelling is widely used in system 
identification. For parametric models, the output at 
time t is computed as a linear combination of past in-
puts and past outputs in such a way that the output at 
time t can depend on the signals at many previous time 
instants chosen according to appropriate time delays 
[16]. The number of delayed inputs and outputs is usu-
ally referred as the model order(s). The simplest model, 
ARX model, is usually written  

),()()1()( 21 tentuAtyAty k +−=−+   (2) 

where A1 and  A2 are model coefficients, y(t) and y(t-1) 
state variables and u(t-nk) input variable delayed with 
nk time steps. State-space models are widely used for 
combining effects of several input variables. 

Various structures based on ARMAX, output error and 
Box Jenkins with different orders of the respective 
polynomials have been compared. Nonlinear models 

are needed, i.e. higher orders were needed in the para-
metric models, and the state-space models were insuf-
ficient.  

3.2 Fuzzy modelling 

Fuzzy set theory was first presented by Zadeh [17] to 
form a conceptual framework for linguistically repre-
sented knowledge. Extension principle is the basis 
generalisation of the arithmetic operations if the induc-
tive mapping F(x) is a monotonously increasing func-
tion, e.g. F(x)=x2 in Figure 3. These results can be 
combined by applying fuzzy interval analysis in fuzzy 
arithmetic [18]. 

 
Figure 3. Fuzzy extension of a power function. 

Linguistic fuzzy models [19], where both the antece-
dent and consequent are fuzzy propositions, suit very 
well to qualitative description of the process as they 
can be interpreted by using natural language, heuristics 
and common sense knowledge. The key idea is to use 
membership functions for both the inputs x and the 
outputs y. These functions can be defined by expert 
knowledge or by experimentation. The input-output 
mapping is realized by the fuzzy inference mechanism 
equipped with conversion interfaces, fuzzification and 
defuzzification. The approximate reasoning is based on 
T-norms and T-conorms [19]. 

The Takagi-Sugeno (TS) fuzzy modelling method was 
proposed by Takagi and Sugeno as a framework for 
generating fuzzy if–then rules from numerical data 
[20]. A TS fuzzy model consists of a set of fuzzy rules, 
each describing a local linear input–output relationship: 
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=
+=

 (3) 

where Ai1, ..., Ain are fuzzy sets defined in the antece-
dent space and yi is the rule output of the model. K de-
notes the number of rules. The results of the rules are 
usually combined as a weighted average where the 
weights are obtained from the fulfilment of the rules. 

Fuzzy relational models [21], which allow one particu-
lar antecedent proposition to be associated with several 
different consequent propositions, can be regarded as   
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generalizations of the linguistic fuzzy models. Each 
element of the relation represents the degree of associa-
tion between the individual reference fuzzy sets de-
fined in the input and output domains, i.e. all the ante-
cedents are tied to all the consequents with different 
weights. 

Dynamic fuzzy models can be constructed on the basis 
of state-space models, input-output models or semi-
mechanistic models [22]. In the state-space models, 
fuzzy antecedent propositions are combined with a de-
terministic mathematical presentation of the conse-
quent. The most common structure for the input-output 
models is the NARX (Nonlinear AutoRegressive with 
eXogenous input) model, in which the input and output 
values are chosen as in the ARX model according to 
appropriate system orders. The regressor vector con-
sists of a finite number of past inputs and outputs [23]. 
This structure is directly used for multiple input, single 
output (MISO) systems. Multiple input, multiple out-
put (MIMO) systems can be built as a set of coupled 
MISO models. 

3.3 Neural modelling 

Artificial neural networks consist of neurons 
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where wij is the weight factor of the element pj in the 
input vector of the neuron i, and Bi a scalar bias. For 
the input layer, the elements are usually normalised 
values of the variables xj, j=1,2,…,m. 

Neurofuzzy systems use fuzzy neurons to combine the 
weight factors and the inputs. The activation function 
is handles as a function in the extension principle. 

Dynamic ANN models are based on similar structures 
as the dynamic fuzzy models: simple structures, e.g. 
NARX structures, can constructed by taking delays 
into account in the input vector p in (2). A dynamic 
ANN model can be realised by a static feedforward 
network and an external feedback connection [23]. An-

other possibility is to use recurrent networks, e.g. El-
man networks} are two-layer feedforward networks, 
with the addition of a feedback connection from the 
output of the hidden layer to its input [24]. This feed-
back path allows Elman networks to learn to recognize 
and generate temporal patterns, as well as spatial pat-
terns. The weight factors wij can also depend on time. 

4. LE modelling  
Data-driven steady state modelling is normally used in 
linguistic equation (LE) modelling [11]. Dynamic 
structures extend the models to dynamic simulation, 
and in this paper uncertainty of the results is handled 
with fuzzy arithmetics. 

4.1 Steady state LE modelling 

Linguistic equation models consist of two parts: inter-
actions are handled with linear equations, and nonlin-
earities are taken into account by (membership defini-
tions) [10]. The output is obtained by 
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Where parameters Aij, j=1,…,m, and Bi are the interac-
tion coefficients of the linguistic equation i. Nonlinear 
scaling is based on membership definitions fj and cor-
responding inverse functions fj

-1. This model corre-
sponds to the neural model (4) if the normalization is 
replaced by the nonlinear scaling. 

In the LE models, the nonlinear scaling is performed 
twice: first scaling from real values to the interval [-2, 
2] before applying linguistic equations and then scaling 
from the interval [-2, 2] to real values after applying 
linguistic equations (Figure 4). The linguistic level of 
the input variable j is calculated the inverse functions 
of the polynomials [11]. 

 
Figure 4. A steady state LE model for two inputs and one output. 
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4.2 Dynamic LE modelling 

The basic form of the linguistic equation (LE) model is 
a static mapping in the same way as fuzzy set systems 
and neural networks, and therefore dynamic models 
will include several inputs and outputs originating from 
a single variable. External dynamic models provide the 
dynamic behaviour. The models are developed for a 
defined sampling interval in the same way as in various 
identification approaches [16]. However, the LE simu-
lators normally use variable time step integrators. 

Rather simple input-output LE models, where the old 
value of the simulated variable and the current value of 
the control variable as inputs and the new value of the 
simulated variable as an output, can be used since 
nonlinearities are taken into account by membership 
definitions. To use integration methods available in the 
simulation software, a difference of the output is calcu-
lated (Figure 5).  

Nonlinear scaling reduces the order of the model, i.e. 
the number of input and output signals needed for 
modelling of nonlinear systems. Need for higher order 
models can be tested by applying classical identifica-
tion with different polynomial degrees to the data after 
scaling with membership definitions. For the default 
LE model, all the degrees of the polynomials in para-
metric models become very low, i.e. all the parametric 
models become the same, ARX model shown in (2). 
 

 
Figure 5. Dynamic LE model of Δy.  

Several artificial neural networks have been compared 
for expanding the linear models, but these more com-
plex model structures do not provide any considerable 
improvement to the results obtained by the basic LE 
models, i.e. a linear activation function can be chosen 
in (4) if the nonlinear scaling described above is used 
for the input variables. 

Changing operating conditions can be taken into ac-
count by modifying membership defintions and/or in-
teraction coefficients of the LE models. Linguistic 
fuzzy models can be used for selecting submodels. 
This approach is used for selecting the appropriate 
submodels for spraying and drying.   

Also structures used Takagi-Sugeno type fuzzy models 
can be used if the interaction coefficients depend 
clearly on the input variables.  

4.3 Fuzzy LE modelling 

Universal approximators for fuzzy functions can be 
constructed as extension principle extensions of con-
tinuous real-valued functions which continuously map 
fuzzy numbers into fuzzy numbers [18, 25]. LE models 
can extended to fuzzy inputs with this approach if the 
membership definitions and the corresponding inverse 
functions, are replaced by corresponding extension 
principle extensions of these functions presented in 
Figure 4.  

The argument of the function fout in (1) is obtained by 
fuzzy arithmetics. Here the calculations are based on 
interval analysis which has been widely used in phys-
ics for handling measurement errors. In this methodol-
ogy, measurement values are assumed to be on inter-
vals whose lengths depend on the accuracy of the 
measurements. The interval analysis is used for esti-
mating the intervals of calculated variables [26]: 
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where intervals [a, b] and [c, d] are  arbitrary real in-
tervals.  

The original interval analysis does not include any 
gradual approach, but the methodology can be general-
ized to horizontal membership functions (Figures 3 and 
6) by applying interval analysis on each α-cut sepa-
rately. The number of α levels should be increased 
when the fuzziness of the input increases. 

 
Figure 6. Fuzzy extension for a square root function. 

Only addition and subtraction are needed if the interac-
tion coefficients are crisp. The only fuzzy part in the 
linguistification function is the term which includes the 
input xj (Figure 4). The extension principle is used to 
obtain a square root of the fuzzy number (Figure 6). 
The width and location of the input fuzzy number are 
modified by the parameters of the scaling functions. 
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The output fuzzy numbers of these blocks are limited 
to the range [-2, 2].  

In the equation block presented by (2), the state vari-
able y(t-1) and the input variable u(t-nk), which are 
both fuzzy numbers, are multiplied by crisp numbers –
A1 and A2, respectively, if the model is crisp. The sum 
of the resulting fuzzy numbers is the new state variable 
y(t) in the range [-2, 2].  

In the delinguistification block, the terms Xj
2 can be 

obtained by the extension principle (Figure 3) or by 
multiplication Xj·Xj  with fuzzy interval analysis. The 
resulting fuzzy number and the original fuzzy number 
Xj multiplied by crisp numbers shown in Figure 4 are 
then added to the crisp number jc  to obtain the fuzzy 
output. 

Fuzzy LE models with fuzzy inputs can be constructed 
by using fuzzy multiplication and division as well 
since the parameters −

ja , −
jb , +

ja , +
jb   and jc  are all 

fuzzy numbers. Fuzzy extension of the classical inter-
val analysis suits very well also to these calculations. 
However, the result becomes naturally more uncertain 
when fuzzy models are used. 

Results of the fuzzy interval analysis have always 
maximal uncertainty as it takes the worst case. A nega-
tive associations between the input variables reduces 
the uncertainty considerably. In the calculations, this 
can be taken into account by using own membership 
functions for the upper and lower parts of the value 
range. 

5. Dynamic simulator 
Data was separated to three main processes: mixing, 
spraying and drying. Modelling for mixing area has not 
done so far because of insignificant changes in the hu-
midity and the airflow. Thus physical knowledge of 
mixing process is not well known. The aim of mixing 
step is to make a homogeneous batch.  

In the beginning of spraying the physical changes were 
very rapid and that part of process has been the most 
difficult area to model. The weight of granules increase 
rapidly, i.e. the inlet air has to be increased signifi-
cantly to maintain fluidising. Correspondingly during 
the first few minutes of the drying, the surface drying 
proceeds quickly until the balance is founded. The 
granule growth may still continue for some time in the 
beginning of the drying phase. 

The overall model for the spraying and drying phases 
consists of three models:  

• temperature,  
• humidity, and  
• granule size.  

 
Figure 7. Model development and tuning in FuzzEqu 

Toolbox. 

Output variables were the temporary value of the gran-
ule temperature, the new value of humidity difference 
and the new estimated value of the granule size, corre-
spondingly. The dynamic submodels have similar 
structures as shown in Figure 5 and model specific 
variables: 

• The new granule size depends on the current 
granule size and two other variables, tempera-
ture difference and humidity difference.  

• The granule temperature depends on airflow 
(Fin), humidity difference between inlet and 
outlet air (Udiff) and temperature between 
granule and inlet air (Tdiff).  

• The humidity depends on Tdiff, Udiff and gran-
ule temperature. 

The distribution of the particle size is based on the 
fuzzy extension principle, i.e. the membership function 
of the particle size is computed in each time step from 
the uncertain input values by using the dynamic LE 
model as a function. In this way the uncertainty of the 
model is not forgotten in the analysis.  

The system is able to select automatically the best 
submodel during the granulation process and move 
gradually from one submodel to another when the 
process proceeds by fuzzy methods. 

The LE models have been developed and tuned in the 
FuzzEqu Toolbox: the LE model in Figure 7 is a model 
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of the granule size. Membership definitions have been 
developed from the data: a batch specific example is 
shown in Figure 8. 

 
Figure 7. Membership definitions. 

6. Results and discussion 
Testing data was collected from 38 batches, 27 batches 
were used to training and the rest of the 11 to testing. 
Stable data for modelling was obtained by filtering. 
The modelled and simulated results were compared 
with experimental data. According to the modelling 
and simulation results, the most representative input 
variables were airflow in (Fin), humidity difference be-
tween inlet and outlet air (Udiff) and temperature be-
tween granule and inlet air (Tdiff). In Simulink model, 
also other input variables were used but the interaction 
coefficients of these variables are rather small.  

Modelling is aimed to help in estimating the granule 
size while processing since the analysis result of sam-
ples is not available on line. The granulation goes 
through considerably different routes depending on the 
operating conditions. By controlling the interaction co-
efficients of the variables the model worked well also 
in rapidly changing areas. 

The temperature of granules varied mainly from 20 to 
60 oC. The data of the batches were shared to several 
subperiods, and the membership definitions were made 
for every area. In the linguistic equation model, the 
variables are scaled between –2 and +2. The value 
range of the variables must be wide enough to guaran-
tee the applicability to the modelling. 

Fuzzy modelling is a reasonable extension as also the 
granule size has always a distribution rather than a sin-
gle value. This distribution changes with time, and the 
result becomes more and more uncertain when the pre-
diction horizon increases. Negative associations be-
tween Tdiff and Udiff alleviate this problem slightly. 

The first results show that the complexity of the mod-
els is increased only slightly with the new system 
based on the extension principle and fuzzy interval 
analysis. This study will be extended to the complete 

data set as it provides a lot of useful additional infor-
mation about the granulation process. In future, the re-
sults will be compared to the measured distributions of 
the granule size. The goal is to develop more general 
models, i.e. the membership definitions will be devel-
oped from the complete data set related to the batches 
of the verapamil granulations. 

Partly the uncertainty is caused by uncontrolled proc-
ess conditions, e.g. seasonal variation in humidity is 
considerable and that will cause the changes in the wa-
ter amount of the incoming air. The incoming air hu-
midity should be included to the input variables or an-
other possibility is to make a pre-moistening to a con-
stant moisture value in the beginning of granulation. 
Later a humidifying system has been included, and this 
enables high and fluctuating humidity of the process 
air.  

7. Conclusions 
The data based modelling succeeded well after the 
main process stages were divided into sub stages corre-
sponding to shorter time periods. The interaction of the 
main variables was improved by using fuzzy model-
ling.  Extension to fuzzy LE models provides useful in-
formation about uncertainties of the forecasted granu-
lating results. The complexity of the models is in-
creased only slightly with the new system based on the 
extension principle and fuzzy interval analysis. Asso-
ciations between input variables were useful in reduc-
ing the uncertainty of the final result.   
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Abstract
A general approach for modeling of mechanical sys-
tem co-simulations is presented that is built upon the
previously defined general framework for TLM co-
simulations and co-simulation meta-modeling [1].

Co-simulation is one technique for coupling different
simulators into one coherent simulation. Existing co-
simulation applications are often capable of intercon-
necting two specific simulators where a unique interface
between these tools is defined. However, a more general
solution is needed to make co-simulation modeling ap-
plicable for a wider range of tools. Any such solution
must also be numerical stable and easy to use to be ap-
plicable by a larger group of people.

In this work the concept of meta-modeling is applied to
mechanical co-simulation. Several tool-specific simula-
tion models can be integrated and connected by means
of a meta-model, where the meta-model defines the phys-
ical interconnections of these models.

A general meta-modeling process is described that rep-
resents the basis for this work. A meta-modeling lan-
guage (MML) has been defined to support the modeling
process and store the meta-model structure. Besides ele-
ments for physical interconnections, etc., the language
also defines graphical elements that can be used for
meta-model visualization. All proposed solutions are
general and simulation tool independent.

A fully functional modeling environment has been cre-
ated to make meta-modeling applicable. The modeling
environment supports easy encapsulation and integra-
tion of simulation tool-specific models. Each simula-
tion tool implements a single, well defined co-simulation
interface. All interfaces implement a numerically sta-
ble method for force/moment interaction. The presented
environment features a graphical user interface for co-

simulation modeling with support for three dimensional
visual representation of the co-simulation model includ-
ing all its components.

1. Motivation
In the area of modeling and simulation of mechanical
systems one can identify many different classes of mod-
els and corresponding tools, each optimized for a cer-
tain kind of analysis. Typically each model is defined
in some specific language together with some modeling
and simulation tool that can perform a transient simula-
tion of it. The examples of such models are equation-
based multi-physics Modelica [7] models, multi-body
models in MSC.ADAMS [21], models with detailed
contact definitions in SKF’s BEAST [8], control systems
in Simulink, flexible models as modeled in finite element
(FE) tools, etc. In reality the different systems repre-
sented by these models are often physically tightly cou-
pled and interdependent. Combining the different mod-
els into a single, coupled, simulation enables thus for a
more complete and exact system analysis while at the
same time preserving the investments in these models.
The general question is:How to model co-simulations
and how to make co-simulation modeling generally us-
able. Typical co-simulations interconnect two specific
simulators where a unique interface between these tools
is defined. The interconnected, tool specific, models and
the co-simulation set-up require expert knowledge. To
make co-simulation modeling adaptable to wider range
of tools and usable by a larger group of people more gen-
eral solutions are needed. Any such solution must be
adaptable to many existing simulation tools and easy to
use from a user perspective.
Environments for modeling of interacting concurrent
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components typically use two dimensional block dia-
gram and interface connection models, e.g., the model-
based Integrated simulation framework [12] (MILAN)
whose user interface is based on the generic mod-
eling environment [13] (GME), Cosimate [18], and
Ptolemy II [11]. This is sometimes called data flow
modeling or actor oriented design (AOD) [16]. In such
systems the so called actors communicate by means of
message passing through well defined interfaces. A sim-
ilar approach for co-simulation meta-modeling has been
presented in [1]. However, the three dimensional topo-
logical structure is important for modeling of mechani-
cal systems. A fully three-dimensional view of the co-
simulation meta-model including all external-models is
therefore desirable, and has to our knowledge not been
previously developed.

2. Meta-Modeling
Generally Meta-Modeling is semantic or domain spe-
cific modeling [19] [20] [14], where a meta-model is the
semantic information model that describes the vocabu-
lary of a specific modeling domain. In the context of
this work a meta-model defines the physical intercon-
nections of different external models, where an external
model is a model defined in some specific language to-
gether with some modeling and simulation tool that can
perform a simulation of it. By interconnecting several
external models an (extended) overall structure of the
system model is created. The meta-model defines the
semantics of each external model and their interconnec-
tions within this structure.
A meta-modeling process has been defined that forms
the basis of this work. The process can be divided into
three steps:

• External model designin a specialized environ-
ment. Each external model in the co-simulation is
modeled separately in its specific environment.

• Model integrationinto the meta-modeling environ-
ment. First of all the external-interfaces are defined
in the external models. Subsequently, all external
models need to be encapsulated for integration into
the meta-model. Startup methods, interface names,
and possibly geometry data must be specified.

• Meta-Model designin the meta-model editor. The
different external models are integrated into the
meta-model and connect with each other. Global
simulation parameters need to be defined as well.

The process is also shown in Figure 1. There are differ-
ent levels of expertise required in the different phases of
the modeling process. All work in a specialized simula-
tion environment requires a high level of expertise about
this environment. The meta-model design phase, on the
other hand, requires less expertise of any of the special-
ized environments and is based on a simple easy-to-use
meta-model editor. The level in between requires little
expert knowledge, i.e., to add the external interfaces to
the external models. This phase can be performed by the
external model designer, the meta-model designer, or a
combination of both.

2.1. Meta Model Representations

One important aspect concerns the different representa-
tions of the meta-model throughout the modeling and
simulation process. The following meta-model represen-
tations have been identified in this work:

• Language representation.This is the fundamental
representation used to store the meta-model and to
communicate meta-model information.

• File representation.This is a mapping of the meta-
model hierarchy into a file and directory structure.
This is needed to store and organize external mod-
els, i.e., files needed to execute and visualize an ex-
ternal model.

• Visual representation.This is used during meta-
modeling for visual model verification and im-
proved usability. Typical visual representations are:

– Hierarchical view of the meta-model struc-
ture.

– Connection view, showing the connections
between the external models.

– System view, showing a three dimensional
representation of the complete system includ-
ing all external models.

• Simulation representation.This describes where
the different external models are executed and how
the communication between them is organized.

Most fundamental is the language representation that is
needed as input for the other representations, see Fig-
ure 2. It is a textual representation that contains lan-
guage elements to support the file representation and the
different visual representations.
To keep the meta-model portable is is important to sep-
arate the system-setup from the meta-model itself. In-
stead, the meta-model simulator must be adapted to the
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Figure 1. External models from specialized tools are encapsulated and integrated into the meta-model.

File rep.

Visual rep.

Simulation rep.

Language rep.

System setup

Figure 2. Dependencies between the different
Meta-Model representations.

specific system-setup. The simulator reads the meta-
model and creates the simulation representation based
on the system-setup.

2.2. Meta Modeling Language

The basic concept of a meta-model is the definition of
external models and the connections between them. Ex-
ternal models use external interfaces to communicate
forces and moments. Note that there is no limitation
to the type of external interfaces in the meta-model, but
this work focuses on mechanical system modeling where
forces and moments are of interest.
A language representation with strict notation and gram-
mar is needed to represent and store the meta-model and
to share meta-model information between different tools
and people. The meta-modeling language (MML) has
been defined for this purpose. In [1] an XML-based
meta-modeling language was presented. The language
has later been redesigned to meet the following require-
ments:

• Remove XML-tags to improve readability

• Add hierarchical constructs to allow for hierarchi-
cal meta-models
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• Allow for geometrical elements for improved meta-
model visualization

MML is a domain specific language [17] designed for
co-simulation meta-modeling primarily in the mechan-
ical system domain. The aim was to create a simple
and restricted language that allows simulation experts to
solve problems involving different simulation models by
means of a meta-model.
Meta-Models are organized in a hierarchical fashion
building the meta-model tree. These are classes of ob-
jects (here called categories) each containing data and
representing a certain functionality. In detail the follow-
ing categories and hierarchical composition rules exist
in MML:

• Environmentis the top most node in the Meta-
Model. It contains the Meta-Models inertial sys-
tem and the root Model. Global co-simulation pa-
rameters are specified here, these are: model name,
simulation start time, and simulation end time.

• Modelsare used as intermediate level nodes in the
Meta-Model. Models define different hierarchical
sub-levels. They contain other Models, XModels,
and Connections.

• XModelsare encapsulated external simulation mod-
els. Each XModel (external-model) represents
a participant in the co-simulation. They con-
tain: information about the simulation files and
startup methods, necessary coordinate transforma-
tions, one or more control-points, and one or more
XGeometries.

• Coordinate-systems,also calledcontrol-points, rep-
resent the external interfaces in the meta-model.
They contain an interface name and information
about the motion of the interfaces coordinate-
system relative to the external models local inertial
system.

• Implicit-coordinate-systems define the meta-
models global inertial system and the external
model local inertial systems.

• XGeometrycontains the external-models graphical
information for 3D visualization.

• A Connectionconnects exactly two XModels. A
connection is a container for all the ties between
any two XModels.

• Tie. Each tie interconnects exactly two control-
points. They store necessary connection parameters
used by the manager of the co-simulation.

Here is an outline of the MML file for a “car with hub”
model:

environment type=Environment
def time=0 unit="s";
def StartWriteTime=0 unit="s";
def timeEnd=2.5 unit="s";
model type=SModel name=""
xmodel type=XModel name=AdamsCar

def StartCommand="StartTLMAdams";
def SimulationFile="CarTLM.acf";
def ExtraSimFiles="CarTLM.bin,

CarTLM.cmd";
def cX‘R[cG][cG]={0, 0, 0} unit="m";
def cX‘phi[cG]={0, 0, 0} unit="rad";
def cX‘phiSequence[cG]=0;
coordinate_system type=XCtlPoint

name=ctTLMknuckle
def TLMPortName="M17305495";
def R[cX]={0,

0.7342,
0.2624 }
unit="m";

def phiSequence[cX]=0;
def phi[cX]={3.1415926536,

1.5707963268,
1.5707963268}
unit="rad";

end coordinate_system;
...
xgeometry type=XGeometry name=xs1

def CADFileName="Car.wrl";
end xgeometry;

end xmodel;
...
connection type=XModelXModelConnection

from=AdamsCar to=xmHubUnit
tie type=TLMTie

from=ctTLMknuckle to=ctbER‘ctl2
def delay=2.0e-5;
def Zf=1.0e4;
def Zfr=100;
def alpha=0.01;

end tie;
...

end connection;
end model;

end environment;

3. Meta-Modeling Environment
A meta-modeling environment has been designed to sup-
port the whole modeling process in all its phases. The
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environment is simulation tool independent, easy to use,
and supports model verification throughout the whole
modeling process.
The method that is used to enable stable interaction be-
tween dynamic models in the co-simulation istransmis-
sion line modeling(TLM) [2]. TLM uses physically mo-
tivated time delays to separate the models in time and en-
able efficient co-simulation. Only TLM connections are
currently supported by the meta-modeling environment
because the TLM method, when used correctly, gives nu-
merical stability [5] [4] [3] [6].
In earlier work meta-models were designed using a
graphical Modelica editor and stored as Modelica mod-
els [1]. Here this work has been carried on to improve
meta-model simulation pre- and post-processing, i.e.,
fully three dimensional model editor and meta-model an-
imations. For practical reasons the realization has been
based on the tools of an existing simulation environment,
called BEAST [8].
The meta-model editor (MME) features three dimen-
sional representations of all meta-model components,
see Figure 3, plus hierarchal view of the complete
model-tree. External models can be imported into the
meta-model. All co-simulation parameters, i.e., start and
stop time, maximum time-step, and TLM related param-
eters are stored in the meta-model.
Consider modeling a vehicle, see Figure 3.
MSC.ADAMS seems to be a “standard” tool within
this field. BEAST on the other hand allows for detailed
modeling of hub units. Correct location of the hub-unit
in the car wheel can be verified visually.
A meta-model is typically created in three steps:

1. Import or add the requiredexternal models.

2. Addconnectionsbetween any twoexternal models
that are physically interconnected.

3. Add theTLM-Tiesbetween any twocontrol-points
(TLM-interfaces) that build a physical connection.
Ties are automatically placed inside theconnec-
tions.

4. Set co-simulation and TLM specific parameters in
the meta-model.

3.1. External Models

The TLM framework [1] defines a strict interface for all
external models. This is important for meta-modeling
because all external models can be treated in a gen-
eral way. Each external model needs at least a startup
method, i.e., the name of the specific simulation tool it

belongs to, a simulation input file (or model file), and
position and name of all TLM interface points. External
models can be created (or encapsulated) using a small
platform independent application that can easily be dis-
tributed to all model owners. Those who own a certain
simulation model can encapsulate and verify the exter-
nal model at their location before distributing and shar-
ing it with others. The same application can be started
from within MME to directly encapsulate models inside
MME.
Correct identification and placement of the TLM inter-
face points within the meta-models inertia system is im-
portant. This data can be manually extracted from the
simulation model. A more convenient and safe solu-
tion is to automatically read the information through the
TLM-Interface. This requires to start the simulation of
the particular external model, read the values, and exit
the simulation again. The TLM-framework [1] has been
extended to support request of TLM interface data. The
data request has been automated in MME. Another im-
portant aspect of this feature is the possibility for verifi-
cation of correct model execution during external model
encapsulation.

3.2. Interface Alignment

External models exchange force and motion in the TLM
interface points. A correct meta-model requires that any
two connected TLM interface points have the same start
position and orientation relative the meta-models global
inertial system. In some cases the different modeling
tools use a different local inertial system. This leads to
misalignment in the connected interfaces and thus to er-
rors in the meta-model. To avoid redesign of the external
model in its specific modeling environment MME allows
for aligning any two selected interface points automati-
cally. The hub-unit in Figure 3, for instance, was origi-
nally not located in the wheel of the car but centered in
the global inertial system. By aligning two of the con-
nected interface points the hub-unit was automatically
positioned correctly. The calculated transformation is
stored in the XModels (here the hub-unit) specific TLM-
plug-in and applied before any data exchange.

4. Verification
A pendulum with three connected shafts has been de-
signed as the test meta-model, see Figure 4. Each shaft
is modeled as a separate external model.
The external models for the shafts have been created
for Simulink using SimMechanics, MSC.ADAMS, and
BEAST. The model is kept simple to avoid errors in
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Figure 3. The meta-model of aMSC.ADAMS car model with integratedBEAST hub-unit model (green). Cor-
rect placement of all components including TLM interfaces is automated and can be verified within the meta-
model editor.

X

ZY

Gravity

Ground

Revolute TLM
ConnectionJoint

cGShaft midShaft endShaft

Figure 4.Three shaft pendulum with TLM connec-
tions between the shafts and a revolute joint con-
nected to the ground.

the simulation tool-specific models, e.g., the Simulink
model. All shafts have the same properties in all sim-
ulation tools. Meta-models with different combina-
tions of the shafts, e.g., BEAST-Simulink and BEAST-
MSC.ADAMS, have been tested to verify meta-model
simulation and meta-model editor.

5. Conclusion
The complete meta-model process for mechanical co-
simulation modeling has been presented. It provides the
basis for a general meta-modeling approach for mechan-
ical system co-simulation.
A meta-modeling language (MML) has been defined.
MML is human readable and editable so that models can
be designed, edited, and verified using a standard text
editor. The textual representation also simplifies parsing
and translation from and to other modeling languages.
MML allows hierarchical models to express hierarchical
containment relations.
A meta-modeling environment has been presented that
features simplicity and model verification throughout the
whole modeling process. It contains a meta-model edi-
tor with support for fully three-dimensional representa-
tion of the complete meta-model. Calculation of nec-
essary transformation of external-models relative to the
meta-models global inertial system is automated to avoid
time consuming changes of the simulation models. Ex-
ternal model integration and interface specification is au-
tomated. The environment fully supports the complete
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meta-model process in all its phases.
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Abstract

The state/parameter estimation problem is studied for
a small-scale ICE CHP model. Three main groups
of estimators with signi�cant performance and com-
plexity di¤erences are analyzed: the Extended Kalman
Filter (EKF) as an extension of the classical Kalman
�lter, the generalized unscented Kalman �lter (UKF)
that uses the unscented transformation, and particle
�ltering like the particle �lter with resampling (PFr)
and the Ensemble Kalman Filter (EnKF)
The internal combustion engine is modeled as a mean-
value engine model connected with a static generator
model and the heat recovery circuit is modeled with
two lumped heat exchanger models, one for the coolant
circuit and the other for the exhaust gases. The coolant
circuit is connected with the engine through a lumped
inner engine thermal model.
Experimental data sets are arti�cially generated to test
the di¤erent estimators. Dynamic parameters of the
mean-value engine model are identify when the CHP
model is simulated in open loop. Additionally, relevant
heat transfer coe¢ cients of the heat recovery circuit are
monitored when the model is simulated in closed loop.

1. Introduction
There is a growing interest in the use of small-scale
and micro cogeneration systems in the residential sec-
tor to produce both useful thermal energy and elec-
tricity. A review and comparison of these systems pre-
sented in [1] indicates that internal combustion engine
(ICE) based combined heat and power (CHP) units
are the most suitable products available today in the
market for the residential sector. However, they do
need regular maintenance and servicing, and most of
them operate with simple high level control policies
(e.g. on/o¤). Advanced controllers (e.g. optimization
based techniques) and better monitoring techniques
can be used with an online state/parameter estimator
to reduce the operating costs.
It is of interest to study the state/parameter esti-

mation problem of a small-scale CHP unit with the

purposes of control, maintenance, and identi�cation.
Online parameter identi�cation of a CHP unit can

be achieved using recursive state/parameter estima-
tors. Fast and slow varying parameters tracking is of
interest [2] not only to identify the physical parame-
ters but also to detect failures and components degra-
dation. Additional di¢ culties for the estimation prob-
lem include: nonlinearities, a limited number of noisy
measurements, unmodeled dynamics, and simplifying
assumptions.
For linear systems with normally distributed process

and measurement noise the optimal recursive estima-
tor is the Kalman �lter [3]. State estimation for nonlin-
ear systems is considerably more di¢ cult and admits a
wider variety of suboptimal solutions [4]. Three main
groups of techniques with signi�cant performance and
complexity di¤erences are analyzed: classical nonlin-
ear extensions of the Kalman �lter like the Extended
Kalman Filter (EKF), unscented �ltering with the gen-
eralized Unscented Kalman Filter (UKF), and particle
�ltering like the particle �lter with resampling (PFr)
and the Ensemble Kalman Filter (EnKF). The pa-
rameters are directly estimated using the parameter
state-augmented approach and the discrete version of
the estimators is implemented.
A simple CHP model structure of a small-scale spark

ignition (SI) ICE based cogeneration system is taken
[5]. The main subsystems are: the SI ICE engine, the
generator, and the outer loops heat recovery circuits.
The paper is organized as follows: �rst a description

of the CHP model including its main assumptions is
given. Then, the recursive nonlinear state/parameter
estimators algorithms and their tuning parameters are
described. In section 4, the implementation details
and the estimation results are presented. Finally, the
conclusions with a general comparison of the nonlinear
estimators for this problem are given.

2. Model description
In [5,6] a small-scale SI ICE based cogeneration model
with a simple dynamic engine model is presented. The
CHP main subsystems are the reciprocating spark ig-
nition (SI) internal combustion engine (ICE), the gen-
erator, and the outer loop heat recovery circuits.
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Table 1. MVEM and generator models
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The SI ICE is modeled as a lumped parameter mean-
value engine model [7�9] and the generator is consid-
ered as a simple static model (see Fig. 1). It is as-
sumed that the engine is controlled to operate at its
stochiometric ratio with a �xed ignition angle equal to
the value of the engine maps. The volumetric and ther-
modynamic e¢ ciencies are approximated using second
order polynomials of the angular velocity and the in-
take manifold pressure (for details see [10]). The heat
�ow rate transferred from the cylinder gases into the
cylinder walls, _Qcg;cw; is also approximated using a
second order polynomial of the current mean e¤ective
pressure (i.e. load) and the angular velocity.
The heat recovery system (see Fig. 2) connects the en-
gine inner thermal model with a secondary circuit (e.g.
a bu¤er tank). The engine cooling and the exhaust
gases heat recovery circuits are coupled with the sec-

Intake
manifold

Exhaust
manifold

Cylinders

Generator

Throttle
Valve

Exhaust
runners

Intake
runners

Crankshaft
Internal
measurements
External
measurements

Control input

High level
controller

hab

m% th

u th

pmn

pab

hmn

m% K

gen

m% ex hex pex

H% ex

Q% cg,cw
m% j

Ten Pec
T ld

Figure 1. MVEM and electrical generator

ondary system using two simple heat exchanger mod-
els. The pipes connecting the di¤erent components
are assumed adiabatic and the pumps are operated at
constant mass �ow rates, that is, dup1=dt = 0 and
dup2=dt = 0.
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Figure 2. HRC and engine inner thermal model

A parameterized models of the CHP unit can be seen
in table 1 for the MVEM and the electrical generator,
and in table 2 for the heat recovery circuit and the
engine inner thermal model. The model notation is
summarized in table 8.

3. Nonlinear estimation
3.1 Model equations

The CHP model can be written in the general discrete
nonlinear state space form:

xk = fk�1 (xk�1; uk�1; wk�1)

yk = hk (xk; vk) (1)

where fk�1 : Rnx+nu+nw 7! Rnx�1 is the discrete
state function, xk 2 Rnx�1 is the discrete state vector,
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Table 2. HRC models
Inner Engine Thermal Model:
d
dt
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uk�1 2 Rnu�1 is the discrete input, wk�1 2 Rnw�1
is the discrete process noise vector, hk : Rnx+nv 7!
Rnx�1 is the discrete output function, vk 2 Rnv�1 is
the discrete measurement noise vector, yk 2 Rny�1
is the output vector, and k is the time index. The
noise vector sequences fwk�1g and fvkg are assumed
Gaussian, white, zero-mean, uncorrelated, and have
the known covariance matrices Qk 2 Rnx�nw and
Rk 2 Rny�nv .

3.2 Augmented states

The augmented state space approach can be directly
used to simultaneously solve the state and the parame-
ter estimation problem (e.g. see [11]). An augmented
state space representation is formulated by adding the
vector of parameters to be estimated �k 2 Rn��1 as
new states:
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yk = hk (xk; vk) (3)

where Ts is the sampling time step, w
(x)
k�1 2 Rn

(x)
w �1

is the process noise vector that a¤ects the orig-
inal states; and w

(�)
k�1 2 Rn(�)w �1 is the process

noise vector that a¤ects the added parameter states.
The noise vector sequences fwk�1g and fvkg are
assumed Gaussian, white, zero-mean, uncorrelated,

and have the known covariance matrices Qk =

blkdg(Q
(x)
k ; Q

(�)
k ) 2 R(nx+n�)�(n(x)w +n(�)w ) and Rk 2

Rny�nv .

wk � N (0;blkdg(Q(x)k ; Q
(�)
k ))

vk � N (0; Rk)

During the propagation step the augmented states
corresponding to parameters �k are considered equal to
the previous time step �k�1 with some additive process
noise w(�)k�1. If it is assumed that the parameters do
not change at all, then there is no process noise vector
w
(�)
k�1, but for the more general case of time-varying pa-
rameters (or where component degradation may hap-
pen), the value of Q(�)k will be given by the admissible
range of variation of �k: During the measurement up-
date step the parameter values are corrected.
For notation simplicity, in the estimators algorithms

that follow, the augmented state vector is referred as
xk, the state augmented function (2) is referred as
fk�1, and the augmented process noise vector is re-
ferred as wk�1.

3.3 Nonlinear Recursive Estimators

The nonlinear estimation problem can be formulated
as a recursive Bayesian estimation problem with a
propagation and a measurement update steps. This is
the optimal way of predicting a state probability den-
sity function (pdf) p (xk) for any system in state space
representation with process and measurement noise1 .
Assuming that the initial state pdf p (x0), the

process noise pdf p (wk�1) ; and the measurement noise
pdf p (vk) are known, a recursive solution of the esti-
mation problem can be found using �rst the Chapman-
Kolmogorov equation to calculate the a priori pdf
for the state xk based on the last measurement yk�1
(propagation step)

p(xkjyk�1)=
R
p(xkjxk�1)p(xk�1jyk�1)dxk�1 (4)

where p (xkjxk�1) can be calculated from the state
function fk�1 and the pdf of the process noise wk.
And then, the Bayes rule to update the pdf of the

state xk with the new measurement yk (measurement
update)

p (xkjyk)=
p (ykjxk) p (xkjyk�1)R
p (ykjxk) p (xkjyk�1) dxk

(5)

where p (ykjxk) is available from our knowledge of the
output function hk and the pdf of vk, p (xkjyk�1)
is known from (4). Although the initial state pdf

1Markov process of order one
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p (x0), the process noise pdf p (wk�1) ; and the mea-
surement noise pdf p (vk) are needed to solve the re-
cursive Bayesian estimation, no speci�c statistical dis-
tribution is required.
The recursive relations (4) and (5) used to calcu-

late the posterior pdf p (xkjyk) are a conceptual so-
lution and only for very speci�c cases can be solved
analytically. In general, approximations are required
for practical problems. Three main groups of subopti-
mal techniques with signi�cant performance and com-
putational cost di¤erences are used to approximate
the recursive Bayesian estimation problem: the classi-
cal nonlinear extensions of the Kalman �lter, the un-
scented �ltering techniques, and the particle �ltering
approaches.

3.3.1 Extended Kalman Filters

Table 3. EKF algorithm
Initialization:
x̂0j0 = E(x0)

P0j0 = E[(x0 � x̂0j0)(x0 � x̂T0j0)]
for k = 1; 2; : : :

Propagation step:
(a priori covariance estimate)

Fk�1 =
@fk�1
@xk�1

���
x̂k�1jk�1

Lk�1 =
@fk�1
@wk�1

���
x̂k�1jk�1

Pkjk�1 = Fk�1Pk�1jk�1F
T
k�1 + Lk�1Qk�1L

T
k�1

(a priori state-output estimate)

x̂kjk�1 = fk�1(x̂k�1jk�1; uk�1; 0)

ŷkjk�1 = hk (x̂kjk�1; 0)

Measurement update:
(Kalman gain calculation)

Hk =
@hk
@uk

���
x̂kjk�1

Mk =
@hk
@vk

���
x̂kjk�1

Kk = Pkjk�1H
T
k (HkPkjk�1H

T
k +MkRkM

T
k )

�1

(a posteriori state-covariance estimate)

x̂kjk = x̂kjk�1 +Kk(yk � ŷkjk�1)
Pkjk = (I �KkHk)Pkjk�1

The discrete EKF is probably the most used sequen-
tial nonlinear estimator nowadays. It was originally
developed as a nonlinear extension by Schmidt [12]
upon the seminal work of Kalman [3] Based on the
Kalman �lter, it assumes that the statistical distribu-
tion of the state vector remains Gaussian after every
time step2 so it is only necessary to propagate and
update the mean and covariance of the state random
variable xk. The main concept is that the estimated
state (i.e. estimated mean of xk) is su¢ ciently close
to the true state (i.e. true mean of xk) so the nonlin-
ear state/output model equations can be linearized by

2 this assumption is in general not true for nonlinear systems

a truncated �rst-order Taylor series expansion around
the last estimated state.
The discrete algorithm can be seen in table 3. In

general, it works for many practical problems but no
general convergence or stability conditions can be es-
tablished3 and its �nal performance will depend on the
speci�c case study. For highly nonlinear models with
unknown initial conditions the EKF assumptions may
prove to be poor and the �lter may fail or have a poor
performance. The main tunning parameters are the
estimator covariance matrices Qk and Rk:

3.3.2 Unscented Kalman Filters

Table 4. UKF algorithm
Initialization:
L = nx + nw + nv; � = �

2(L+ �)� L

 = 2

p
L+ �; �0m = �=(�+ L)

�0c = �=(�+ L) + (1� �2 + �)
for i = 1; 2; : : : ; 2L

�im = (2(�+ L))�1; �ic = �
i
m

x̂0j0 = E(x0)

P0j0 = E[(x0 � x̂0j0)(x0 � x̂0j0)]
for k = 1; 2; : : :

Propagation step:
(sigma points propagation)
~Pk�1jk�1 = blkdiag(Pk�1jk�1; Qk; Rk)

~x0k�1jk�1 = [(x̂k�1jk�1)
T ; 01�nW ; 01�nv ]

T

for i = 1; 2; : : : ; L

~xik�1jk�1 = ~x0k�1jk�1 + 
 chol( ~Pk�1jk�1; i)

~xi+Lk�1jk�1 = ~x0k�1jk�1 � 
 chol( ~Pk�1jk�1; i+ L)
~x
(x)i

kjk�1 = fk�1(~x
(x)i

k�1jk�1; uk�1; ~x
(w)i

k�1jk�1)

~yikjk�1 = hk(~x
(x)i

kjk�1; ~x
(v)i

k�1jk�1)

(a priori state-output estimate)

x̂kjk�1 =
P2L

i=0 �
i
m~x

(x)i

kjk�1

ŷkjk�1 =
P2L

i=0 �
i
m~y

i
kjk�1

(a priori state covariance estimate)

~eix;kjk�1 = (~x
(x)i

kjk�1 � x̂kjk�1)
Pkjk�1 =

P2L
i=0 �

i
c(~e

i
x;kjk�1)(~e

i
x;kjk�1)

T

Measurement update:
(Kalman gain calculation)

~eiy;kjk�1 = (~y
i
kjk�1 � ŷkjk�1)

Py =
P2L

i=0 �
i
c(~e

i
y;kjk�1)(~e

i
y;kjk�1)

T

Pxy =
P2L

i=0 �
i
c(~e

i
x;kjk�1)(~e

i
y;kjk�1)

T

Kk = PxyP
�1
y

(a posteriori state-covariance estimate)

x̂kjk = x̂kjk�1 +Kk(yk � ŷkjk�1)
Pkjk = Pkjk�1 �KkPyK

T
k

The unscented Kalman �lter was originally developed

3 except for some special cases [13]
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by Julier and Uhlman [14�17].
In the unscented Kalman �lters instead of approxi-
mating the nonlinear state/output functions, it is the
probability distribution what is approximated. Basi-
cally, a set of points, called sigma points, are gener-
ated to match the state mean and state covariance of
the probability distribution of the last estimated state,
then they are propagated through the nonlinear func-
tion. The projected points are used to approximate the
�rst two moments (i.e. the a priori estimated state and
state covariance) that are necessary during the mea-
surement update step. This �lter normally outper-
forms the previously presented EKF. Its more general
form has a higher computational cost but it does not
require the calculation of any Jacobian matrices (i.e.
derivatives). The algorithm can be seen in table 4.
The tunning parameters of the UKF are also the esti-
mator process and measurement noise covariance ma-
trices and the scalar parameters f�; �; �g: � deter-
mines the spread of the sigma points around the last
estimate, and � value depends on the type of distri-
bution assumed (for more details about their values
see [17])

3.3.3 Particle Filters

The particle �lter was �rst proposed by Metropolis
and Wiener in the 40�s but until the the 80�s its imple-
mentation was not practical [13]. The particle �lter is
a statistical, brute-force approach to estimation that
works by approximating the recursive Bayesian esti-
mation problem. Its fundamental idea is to represent
a pdf by a set of samples called particles.
During the propagation step, the particles that ap-
proximates p (xk�1jyk�1) from the last iteration are
projected through the known dynamic model to ob-
tain an approximation of p (xkjyk�1) : Then during the
measurement update, each particle likelihood qi is cal-
culated using the measurement yk, the known output
function and the measurement noise known pdf to ap-
proximate the likelihood p (ykjxk). If the measurement
noise pdf p (vk) is normal, then the likelihood function
for each particle is proportional to

qi = p
�
ykjxikjk�1

�
(6)

eik = yk � hk
�
xikjk�1

�
/ 1

2�m=2 jRj1=2
exp(�0:5(eik)R�1(eik)T ) (7)

Then this expression is normalized to assure that the
sum of all likelihoods is equal to one

~qi =
qiPN

j=1 p
�
ykjxjkjk�1

� (8)

Table 5. PF algorithm
Initialization:
(initial particles set)

for i = 1; 2; : : : ; N

xi0j0 � N (x0; P0)
for k = 1; 2; : : :

Propagation step:
(particles state-output propagation)

for i = 1; 2; : : : ; N

xikjk�1 = fk�1(x
i
k�1jk�1; uk�1; w

i
k�1)

yikjk�1 = hk(x
i
kjk�1; v

i
k�1)

Measurement update:
(relative likelihood for each particle)

qi = p(ykjxikjk�1)
~qi = qi=

PN
i=1 qi

(resampling with replacement step)

Pr
�
xjkjk = x

i
kjk

�
= ~qi

(a posteriori state-covariance estimates)

x̂kjk = (N)
�1PN

i=1 ~qix
i
kjk

Pkjk =
PN

i=1 ~qi(x
i
kjk � x̂kjk)(xikjk � x̂kjk)T

Using the resampling with replacement step a new
particle set is generated from the old one likelihood
weights. The new particle set approximates the
p (xkjyk) : From this pdf the two �rst central moments
are computed 4 . The new particle set is used in the
next iteration. For details about the algorithm see ta-
ble 5.
It is clear that as the number of particles goes to in�n-
ity, the quality of the approximations is increased and
the approximated pdf approaches the real distribution
p (xkjyk). The particle �lter has several advantages:
it can be applied to any nonlinear non-gaussian esti-
mation problem, it approximates the whole pdf and
not only a few estimators, it easy to implement and
it normally works. Its main disadvantage is clearly its
high computational cost. For more details see [18,19].
The EnKF can be considered also a particle �lter. It
uses an ensemble (i.e. particle set) during the propa-
gation step but the classical Kalman measurement up-
date equations (instead of using the resampling with
replacement approach) during the measurement up-
date step. The covariances matrices Pxy and Py ob-
tained from the propagation of the ensemble elements
through the nonlinear state-space are used to calcu-
late the Kalman gain Kk: The a posteriori ensemble
is calculated from the Kalman gain matrix and an ar-
ti�cially generated measurement particle set that is
normally distributed with mean equal to the last mea-
surement yk and covariance equal to Rk. The a poste-
riori ensemble is used to calculate the a posteriori state

4 to be consistent with the other implemented �lters.
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Table 6. EnKF algorithm
Initialization:
(initial ensemble)

for i = 1; 2; : : : ; N

xi0j0 � N (x0; P0)
for k = 1; 2; : : :

Propagation step:
(ensemble propagation)

for i = 1; 2; : : : ; N

xikjk�1 = fk�1(x
i
k�1jk�1; uk�1; w

i
k�1)

yikjk�1 = hk(x
i
kjk�1; v

i
k�1)

(estimated state-output propagation)

x̂kjk�1 = (N)
�1PN

i=1 x
i
kjk�1

ŷkjk�1 = (N)
�1PN

i=1 y
i
kjk�1

(covariance calculation)

eix;kjk�1 = (x
i
kjk�1 � x̂kjk�1)

Pkjk�1 = (N � 1)�1
PN

i=1(e
i
x;kjk�1)(e

i
x;kjk�1)

T

Measurement update:
(Kalman gain calculation)

eiy;kjk�1 = (y
i
kjk�1 � ŷkjk�1)

Py = (N � 1)�1
PN

i=0(e
i
y;kjk�1)(e

i
y;kjk�1)

T

Pxy = (N � 1)�1
PN

i=0(e
i
x;kjk�1)(e

i
y;kjk�1)

T

Kk = PxyPy
�1

(state-out-covariance update)

xikjk = x
i
kjk�1 +Kk((yk + v

i
k)� yikjk�1)

x̂kjk = (N)
�1PN

i=1 x
i
kjk

Pkjk = Pkjk�1 �KkPyK
T
k

and covariance estimate, and it is used for the next �l-
ter iteration of the algorithm. For details about the
algorithm see table 6. The EnKF was originally devel-
oped by [20] to overcome the curse of dimensionality in
large scale problems (i.e. weather data assimilation).
It is suggested in the literature [21] that ensembles (i.e.
particle sets) of 50 to 100 are often adequate for sys-
tems with thousands of states but no conclusive work
has been done on this direction.
Beside the estimator process and measuremnet noise
covariance matrices the other tunning parameter for
this two �lters is the number of particles/ensemble el-
ements.

4. Results
The CHP model is written in Modelica and compiled
in Dymola into a stand-alone executable �le called
Dymosim. The di¤erent estimators are implemented
in Matlab from where Dymosim is sequentially called
during the propagation step to project the state vector
in the estimators algorithms. The parameter state vec-
tor �k is directly propagated within the Matlab code so
the original CHP model does not need to be modi�ed

to include the parameter dynamic equations.
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Figure 3.MVEM throttle and electrical load inputs
(above) and measured outputs (below).

Because the HRC does not a¤ect the performance
of the MVEM model wrt. the mechanical work gen-
erated5 the estimation problem can be divided into
two estimation problems for the MVEM and the HRC
subsystems. For the two cases it is assumed that the
inputs of the system are perfectly known. Due to
the lack of experimental measurements, simulated data
sets are generated using normally distributed additive
white process and measurement noise.
For the MVEM model the parameters to be esti-

mated are fVmn; Ieng. The measured outputs are the
manifold pressure pmn and the angular velocity !en.
The MVEM is operated in open loop, the inputs are
the throttle control input uth and the electrical load
control input uel (see Fig. 3): Other model parameters
are assumed to be known.
The estimators are simulated for 240 s with a sam-

pling time of 0:1 s. Because the transient response is
relevant to identify these parameters, step-like input
sequences with high frequency content are used. The
same estimator initial state, measurement and process
noise covariance matrices are used for all the �lters.
The discrete Jacobian matrix is approximated from the
jacobian given by Dymosim during its linearization.
The UKF parameters are f�; �; �g = f1E�2; 0; 2g,
the EnKF is simulated for N = f30; 50; 100g and the
PF for N = f100; 200g. The estimated parameters

5This is true for the simpli�ed model presented.
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Figure 4. Estimated intake manifold volume Vmn
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x0 = [pmn; !en; Vmn; Ien]
T = [7E 4; 350; 1:8E�2; 0:2]T

x0j0 = [7:9E 4; 470; 3:2E�2; 0:6]T

Qk = diagblk [diag([3 E 3,1E 2]);diag([1 E�8,1E�4])]
Rk = diag([6E 3,2E 2])

for each �lter are shown in Fig. 4. The EKF has a
poor performance with a very noisy parameter estima-
tion. A zig-zag behavior is seen for the Vmn parameter
when the inputs change abruptly, this is a clear conse-
quence and limitation of its derivative based formula-
tion.The UKF performs very well staying around the
value of the true parameters. The EnKFs as expected,
increase their accuracy as the number of elements in
the ensemble is increased. The PF has suprisingly a
poor performance, an increased number of particles
improves the estimation of one parameter but degrades
the estimation of the other one. Probably due to the
sampling empoverishment the �lter stays trapped and
an increased number of particles do little to remedy
this situation, a roughening algorithm should proba-
bly solve this problem.
For the HRC models the parameters to be estimated

are f�cw;co; G1 = �1a;1bA1a;1b; G2 = �2a;2bA2a;2bg.
Other HRC model parameters are assumed known.
The measured outputs are f#co; #2a; #2b; #1bg. The
HRC is operated in closed loop with the thermal
control loop regulating the coolant ouput temperature
at 95 �C. The MVEM model is simulated operating
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Figure 5. HRC estimated parameters: heat trans-
fer coe¢ cient �cw;co (above), G1 (middle), and G2
(below).

under closed loop wrt. angular velocity with the
MVEM parameters are assumed known. The control
input is the electrical load uel: Fouling and a sudden
change in G1 is arti�cially generated to see the
tracking capabilities of the �lters.
The estimators are simulated for 6:9 h with a sampling
time of 60 s. The same estimator initial state, measure-
ment and process noise covariance matrices are used
for all the �lters.

x0 = [#cw; #co; #eb; #2a; #2b; #1a; #1b; �cw;co; G1; G2]
T =

=[573; 293; 293; 323; 323; 323; 323; 15; 100; 500]T

x0j0 = [353; 363; 313; 333; 303; 273; 273; 25; 300; 700]
T

Qk = dgblk [eye(7) � 5E�3; eye(7) � 1E�3]
Rk = diag(eye(4) � 5E�2)

The UKF parameters are f�; �; �g = f1E�2; 0; 2g,
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the EnKF is simulated for N = f30; 50; 100g and
the PF is simulated for N = f100; 150g particles.
The estimated parameters for each �lter are shown
in Fig. 5. The EKF has a good performance with
a similar response to the UKF for the �rst two para-
meters f�cw;co; G1g : For the third parameter G2 the
EKF converges slower than the UKF to the true time-
varying parameter. But it outperforms the EnKF with
ensembles of size less than 100 elements. The EnKF
100 and the UKF show a comparable performance for
all the estimated parameters. The PF again shows a
poor performance that can again be explained by the
sampling empoverishment.

5. Conclusions

The recursive parameter estimation problem is ana-
lyzed for a general CHP model. Some relevant model
parameters are estimated using simulated data sets.
The best estimator performance is achieved by the
UKF for the presented cases. The EKF performs well
but some undesirable e¤ects appear as a consequence
of the use of the derivatives in its formulation. The
EnKF performs similarly to the EKF for moderate
size ensembles (i.e. less than 100) reaching a perfor-
mance similar to the UKF for ensembles larger than
100 elements. The PF performs poorly but this can
be probably �x by adding a roughnening algorithm in
its formulation [19].
The computational cost of the estimators increases
considerably from the EKF to the PF because of the
number of projection required for every estimator iter-
ation. Additionally, the CHP model is run from a Dy-
mosim executable �le and this slows down signi�cantly
the computational performance of the estimators (i.e.
the computational time required for every estimator
interation). Dymosim uses a slow �le input/output
interface and consequently exhaustive Montecarlo sim-
ulation analysis of the performance of the di¤erent es-
timators are prohibitively slow.
Many aspects concerning the online parameter es-
timation problem depends on the many character-
istics of the real system: the number of uncertain
state/parameters, the magnitude of uncertainty, the
functional dependence of outputs on the uncertain
state/parameters, the quality of output measurements,
and the knowledge of system inputs [22]. So our fu-
ture work will be focus on the identi�cation of the
CHP model from real experimental data. Data sets
with a limited number of measurements from a CHP
unit manufacturer may be available in a short time.
It is also of future interest to run the estimators using
a the CHP model implemented in Matlab to speed up
the iteration time and to run exhaustive analysis of
the estimators.

Table 7. Estimators Notation
symbol description
(Common notation)

k 2 N+ time index

x̂kjk�1 2 Rnx�1 a priori x estimate

x̂kjk 2 Rnx�1 a post. x estimate

ŷkjk�1 2 Rny�1 a priori y estimate

ŷkjk 2 Rny�1 a post. y estimate

Pkjk�1 2 Rnx�nx a priori P estimate

Pkjk 2 Rnx�nx a post. P estimate

Kk 2 Rnx�n kalman gain

x̂0j0 2 Rnx�1 initial x estimate

P0j0 2 Rnx�nx initial P estimate

(extended Kalman �lters)

Fk�1 2 Rnx�nx jacob: fk�1 wrt. xk�1
Lk�1 2 Rnx�nw jacob. fk�1 wrt. wk�1
Hk 2 Rny�nx jacob. hk wrt. xk
Mk 2 Rny�nv jacob. hk wrt. vk
(unscented Kalman �lters)

L 2 N+ num. aug. states

�; �; �; 
; � 2 R �lter parameters

�im 2 R ith �-pt. mean weight

�ic 2 R ith �-pt cov. weight

~xikjk 2 RLx1 ith �-pt

~x
(x)i

kjk 2 R
nx�1 ith �-pt x elements

~x
(w)i

kjk 2 Rnw�1 ith �-pt w elements

~x
(v)i

kjk 2 R
nv�1 ith �-pt v elements

~Pkjk 2 RLxL a post. aug. P estimate

Py 2 Rny�ny cov. y vector

Pxy 2 Rnx�ny crosscov. xy vectors

(particle �lters and ensemble KF)

N 2 N num. particles

xikjk�1 ith a prior. particle

qi ith particle likelihood

~qi normalized qi
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Table 8. CHP model notation
ux=fth;by;p1;p2g x control signal [�]
px=fab;mn;exg x pressure

�
N=m2

�
#x=fab;mn;exg x temperature [ K]

_mx=fth;en;�;';by;co;pr;scg x mass �ow rate [ kg= s]

pme[x]=fpg;b;';fg x mean e¤ec.press.[ N=m]

Tx=fen;ldg x torque [ Nm]
_Hx=fen;exg x enthalpy �ow rate [W]
_Q[x];[y] heat �ow rate from
x=fcg;cw;co;eb;1a;2ag
y=fcw;co;eb;2a;2b;abg x to y [W]
_Wen work rate [W]

Pen electrical power [W]

!en angular velocity [ rad= s]

Vx=fmn;d;cg x volume in
�
m3
�

�x=ftd;ec;vlg x e¢ ciency [�]
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Abstract

The optimal manoeuvering of a vehicle during a collision
avoidance manoeuvre is investigated. A simple model
where the vehicle is modelled as point mass and the math-
ematical formulation of the optimal manoeuvre are pre-
sented. The resulting two-point boundary problem is solved
by an adaptive finite element method and the theory behind
this method is described.

Keywords: Vehicle dynamics, collision avoidance
manoeuvre, optimal control, boundary value prob-
lem, adaptive finite element method.

1 Introduction

Historically, active safety systems for vehicles are de-
signed to ensure that the driver can steer and brake
the vehicle. Automatic controls are being incorpo-
rated in conventional safety systems such as ESC with
the ability to minimise driver errors. It is important to
evaluate how such systems perform in various situa-
tions. For this purpose the American National High-
way Traffic Safety Administration has proposed a test
called ”sine with dwell” to evaluate the performance
of a car during a collision avoidance manoeuvre. In
such a manoeuvre the driver of a vehicle tries to avoid
an object that suddenly appears in front of the vehicle
[1].

This article is a theoretical investigation of how to
combine braking and steering to perform a collision
avoidance manoeuvre in an optimal way. The optimi-
sation function has two goals. The primary objective
is to achieve a vehicle trajectory distance to avoid col-
lision. If the primary objective cannot be met, then a
secondary objective is to minimise the final velocity
of the unavoidable collision. This is an optimal con-
trol problem, since we want to find controls and states
which minimise a quantity subject to constraints con-

sisting of a dynamical system.
Methods for solving optimal control problem can

be classified as either a direct or an indirect approach
[4]. The direct approach approximates the dynamical
system and then looks for a solution, such that the ob-
jective function is minimised. The indirect approach
determines the necessary conditions for optimality,
and then seeks their solution. Taking the indirect ap-
proach means that we have to derive the adjoint equa-
tions and optimality conditions explicitly. However,
we use this approach because the indirect approach
in combination with the finite element method gives
us the possibility to control the error in the numeri-
cal solution of the optimality conditions over the en-
tire interval. We believe that this is important for an
efficient solver. Our first attempts in this direction
are described in the present work. The most com-
mon numerical methods for solving optimal control
problems based on either a direct or an indirect ap-
proach are multiple shooting or collocation methods
[4]. However, in this work we use an adaptive finite
element method similar to the one in [8] to solve the
necessary optimality conditions that arise in an indi-
rect approach. In the presented adaptive finite ele-
ment method we derive an a posteriori error estimate
which is used as a basis for error control and adap-
tive mesh refinement. Since we estimate the error over
the entire time interval we can use the computational
power where it is best needed. This gives us the abil-
ity to choose the level of modelling for the FEM solver
and we also believe that we will be able to solve opti-
mal control problems for more advanced vehicle mod-
els.

2 The collision avoidance man-

oeuvre

A traffic situation that presents a safety risk is defined
for the investigation. A vehicle is driven on a plane
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homogeneous surface. There is an obstacle in front of
the vehicle. How shall the driver manoeuver the ve-
hicle in the best way in order to avoid collision and,
if that is not possible, minimise the collision severity?
In Figure 1 we show a picture of the steering in a col-
lision avoidance manoeuvre. The driver performs the
avoidance manoeuvre by braking and steering simul-
taneously. The manoeuver starts at time t = 0, at a
distance a from the obstacle and with velocity U0. Af-
ter the manoeuvre the car hits or passes the obstacle
at time T , with velocity UT and at distance b from the
original track.

obstacle

damage
severe 

less
severe
damage

U0

UT

t = 0

t = T
a

b

Figure 1: The collision avoidance manoeuvre

We know that the higher speed the vehicle has at
the time of collision, the more severe the accident.
Therefore we want to determine the best braking and
steering strategy to avoid collision or minimise the
speed perpendicular to the object at impact. This opti-
misation problem can be formulated as follows: given
the manoeuvre distances a and b determine the brak-
ing and steering strategy that minimises the final ve-
locity component UT .

3 Point mass vehicle dynamics

model

The driver controls the braking and steering but it is
the friction forces acting on the car tyres that makes
the vehicle move in a certain direction. For our pur-
poses, the dynamics of the vehicle due to these forces
can be modelled as a point mass [10]. We introduce
the X-axis as the direction of the original track and
the Y -axis as the axis perpendicular to the X-axis. The
equations of planar motion for the vehicle then be-
come

Ẍ = −µg cos (β) ,

Ÿ = µg sin (β) ,
(1)

where β is the angle between the X-axis and the sum
of the forces between the tyres and the road, µ is the
friction coefficient and g is the gravitational accelera-
tion.

4 Optimal control theory for the

collision avoidance manoeuvre

4.1 State-space formulation

To derive the necessary conditions of optimality, the
final speed optimal control problem is formulated in
state space by transforming differential equations (1)
to first order differential equations. The equations of
planar motion for the vehicle then become

ż =









Ẋ

Ẏ

U̇

V̇









=









U
V

−µg cos(β)
µg sin(β)









, (2)

where U and V are the velocities in the X and Y di-
rections, respectively.

We want to minimise the speed at the time of the
accident in order to reduce the damage. Therefore we
formulate an optimal control problem: Find the state
z(t) ∈ R

n and control β(t) ∈ R
m which fulfill the fol-

lowing minimisation problem

min J (z, β) = cTz (T )

s.t. ż(t) = f(z, β),

J0z(0) = z0, JT z(T ) = zT .

(3)

Here J0 and JT are diagonal matrices with zeroes or
ones on the diagonals and f is given by the right hand
side of (1) and cT = (0, 0, 1, 0).

Since this problem has a free terminal time we
transform the time interval t ∈ [0, T ] into a normalised
time interval τ ∈ [0, 1] by introducing the new inde-
pendent variable

τ =
t

T
, (4)

rewrite the equations in (3) for the new variable τ and

add the trivial equation Ṫ = 0. This results in a prob-
lem of the form (3) but with a fixed time interval.

4.2 Necessary conditions of optimality

Introducing the Hamiltonian,

H = λTf(z, β),

and then applying variational calculus [6] to (3) leads
to the following necessary conditions of optimality.
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The optimal solution (z∗(t), λ∗(t), β∗(t)) fulfills the
optimality conditions

ż =
∂H

∂λ
= f(z), (5)

λ̇ = −
∂H

∂z
= −

(

∂f

∂z

)T

λ, (6)

0 =
∂H

∂β
=

(

∂f

∂β

)T

λ, (7)

the boundary conditions

J0z(0) = z0, JT z(T ) = zT , (8)

and the transversality conditions

(J − J0)λ(0) = λ0, (J − JT )λ(T ) = λT , (9)

where λ0 and λT are obtained from J . We note here
that x0 ∈ R(J0) and xT ∈ R(JT ) which means that the
components of the adjoint variable λ that have bound-
ary values are the ones complementary to the compo-
nents of x that have boundary values. To simplify the
problem we assume that the optimality condition (7)
can be solved explicitly for β∗.

4.3 Reformulating the boundary value
problem into standard form

General purpose software for treating boundary value
problems for ordinary differential equations usually
requires the problem to be reformulated into standard
form [3]. We make this conversion by joining the
states z and the costates λ into a new variable x ∈ R

d

for d = 2n, and then redefining f by merging the right
hand sides of (5) and (6). The resulting system is a two
point boundary value problem with fixed time inter-
val and separated linear boundary conditions,

ẋ = f(x),

I0x(0) = x0, IT x(1) = xT ,
(10)

where ẋ denotes the derivative of x with respect to the
new independent variable τ .

5 An adaptive finite element

method

5.1 Weak formulation

In this section we derive an adaptive finite element
method. It consists of the discretisation of the problem
with definitions of the right function spaces and an a
posteriori error estimate. We start with the so called
weak formulation. To obtain the weak formulation we
multiply (10) by a test function v ∈ V = C1([0, T ]),

integrate over the interval [0, T ] and the weak formu-
lation of the problem is: Seek x ∈ V such that

I0x(0) = x0, IT x(T ) = xT ,

F (x, v) =

T
∫

0

(ẋ − f(x), v) dt = 0, ∀v ∈ V,
(11)

where (·, ·) is the Cartesian scalar product in R
d.

5.2 Discretisation of the problem

The problem in (11) is an infinite dimensional problem
which we discretise as follows to get a finite problem.
We discretise the time axis and introduce the trial and
test spaces as follows.

• Mesh: 0 = t0 < t1 < t2 < . . . < tN = T ,
hn = tn − tn−1 and In = (tn−1, tn).

• Trial space: Wh = R
d×{w : w|In

∈ P 0(In)}×R
d,

discontinuous piecewise constant functions.

• Test space: Vh =
{

v : v|In
∈ P 1(In) ∩ C0([0, T ])

}

,
continuous piecewise linear functions.

The notation P k(In) refers to the R
d-valued polyno-

mials of degree k on the interval In. We also introduce
the left and right limits w±

n = limt→t
±
n

w(t), and jumps

[w]n = w+
n −w−

n . The two factors R
d in Wh contain the

boundary values w−
0 and w+

N . Now our finite element
problem can be stated: Find a function X ∈ Wh which
fulfills

I0X
−
0 = x0, IT X+

N = xT ,

F (X, v) =
N

∑

n=1

∫

In

(Ẋ − f(X), v) dt

+

N
∑

n=0

([X]n , vn) = 0, ∀v ∈ Vh.

(12)

Here the definition of the form F from (11) has been
extended to include the contributions from the jump
terms which appear since we use discontinuous trial
functions. Since the trial space consists of piecewise

constant functions, Ẋ = 0. Hence, (12) results in a
system of (N + 2)d equations that have to be solved,
more precisely, d boundary conditions and (N + 1)d
equations. With boundary conditions at both ends,
the equations are coupled and thus we cannot use
time stepping and therefore the equations in the sys-
tem have to be solved simultaneously.

5.3 An a posteriori error estimate

An adaptive finite element method gives us the pos-
sibility to control the error in the numerical solution.
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In order to derive an a posteriori error estimate we
introduce φ as the solution to the adjoint problem to
(10) with data functional G. We want to construct an
equation for the error, e = X − x where e ∈ W =
R

d×
{

w|In
: w ∈ C1(In)

}

×R
d, the difference between

the real and the computed solution. The details of the
a posteriori error estimate are given below.

5.3.1 Proof of the error estimate

We subtract (11) from (12),

F (X, v) − F (x, v)
︸ ︷︷ ︸

=0,∀v∈V

=

N
∑

n=1

∫

In

(Ẋ − ẋ − (f(X) − f(x)), v) dt

+
N

∑

n=0

([X − x]n , vn).

(13)

Since f is nonlinear we linearise f(X)−f(x) by rewrit-
ing it as follows

f(X) − f(x)

=

1
∫

0

d

dθ
f(θ(X(t) − x(t)) + x(t)) dθ

=

1
∫

0

Df(θ(X(t) − x(t)) + x(t)) dθ

︸ ︷︷ ︸

=A(t)

(X(t) − x(t)).

Inserting this in (13) we get

F (X, v)

=

N
∑

n=1

∫

In

(Ẋ − ẋ − (f(X) − f(x)), v) dt

+

N
∑

n=0

([X − x]n , vn)

=

N
∑

n=1

∫

In

(ė − A(t)e, v) dt

+

N
∑

n=0

([e]n , vn), ∀v ∈ V.

(14)

Since (14) is linear in both e and v we introduce a bi-
linear form to simplify the notation. The bilinear form
B is defined as

B(w, v) =

N
∑

n=1

∫

In

(ẇ − A(t)w, v) dt +

N
∑

n=0

([w]n , vn)

+ (I0w
−
0 , v0) − (IT w+

N , vN ), w ∈ W, v ∈ V,

(15)

Now we can write the equation for the error (14) with
the bilinear form as

e ∈ W

B(e, v) = F (X, v), ∀v ∈ V.
(16)

Partial integration of (15) gives us the backward
form of the bilinear form

B(w, v) =
N

∑

n=1

∫

In

(ẇ − A(t)w, v) dt

+

N
∑

n=0

([w]n , vn)

+ (I0w
−
0 , v0) − (IT w+

N , vN )

=

N
∑

n=1

∫

In

(w,−v̇ − A(t)Tv) dt

− (w−
0 , (I − I0)v0) + (w+

N , (I − IT )vN ),

w ∈ W, v ∈ V.

(17)

This suggests the dual problem with arbitrary data
functional G

φ ∈ V

B(w, φ) = G(w), ∀w ∈ W.
(18)

We put v = φ in (16) and w = e in (18) to obtain

G(e) = B(e, φ) = F (X,φ), (19)

that is

G(e) = B(e, φ)

= F (X,φ) =

N
∑

n=1

∫

In

(Ẋ − f(X), φ) dt

+

N
∑

n=0

([X]n , φn).

(20)

Subtracting a Lagrange node interpolant φ̃ ∈ Vh from
φ in the right hand side of (20) using (12) gives us

G(e) =

N
∑

n=1

∫

In

(Ẋ−f(X), φ−φ̃) dt+

N
∑

n=0

([X]n , φn−φ̃n).
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Hence,

|G(e)| ≤
∣

∣

∣

N
∑

n=1

∫

In

(Ẋ − f(X), φ − φ̃) dt
∣

∣

∣

+
∣

∣

∣

N
∑

n=0

([X]n , φn − φ̃n)
∣

∣

∣

≤

N
∑

n=1

∫

In

∥

∥Ẋ − f(X)
∥

∥

∥

∥φ − φ̃
∥

∥ dt

︸ ︷︷ ︸

I

+

N
∑

n=0

∥

∥ [X]n
∥

∥

∥

∥φn − φ̃n

∥

∥

︸ ︷︷ ︸

II

.

(21)

Now we have the basis for an error estimate, but we
want the method to be symmetric, meaning that we
want each interior node to contribute to the error esti-
mate on both sides of the node. To do this we rewrite
the last term II in (21) as follows

N
∑

n=0

∥

∥ [X]n
∥

∥

∥

∥φn − φ̃n

∥

∥ =
∥

∥ [X]0
∥

∥

∥

∥φ0 − φ̃0

∥

∥

+
h1

h1 + h2

∥

∥ [X]1
∥

∥

∥

∥φ1 − φ̃1

∥

∥

+

N−1
∑

n=2

( hn

hn + hn+1

∥

∥ [X]n
∥

∥

∥

∥φn − φ̃n

∥

∥

+
hn

hn + hn−1

∥

∥ [X]n−1

∥

∥

∥

∥φn−1 − φ̃n−1

∥

∥

)

+
hN

hN−1 + hN

∥

∥ [X]N−1

∥

∥

∥

∥φN−1 − φ̃N−1

∥

∥

+
∥

∥ [X]N
∥

∥

∥

∥φN − φ̃N

∥

∥.

(22)

At this stage we introduce the notation ‖v‖In
=

maxIn
‖v‖ for the maximum norm of a function on an

interval. Now we note that φ − φ̃ ∈ V is continuous
and the following estimates

∥

∥φn − φ̃n

∥

∥ ≤
∥

∥φ − φ̃
∥

∥

In

and
∥

∥φn − φ̃n

∥

∥ ≤
∥

∥φ− φ̃
∥

∥

In+1
hold. Using this we can

estimate the last term in (22) by

N
∑

n=0

∥

∥ [X]n
∥

∥

∥

∥φn − φ̃n

∥

∥

≤

(

∥

∥ [X]0
∥

∥ +
h1

h1 + h2

∥

∥ [X]1
∥

∥

)

∥

∥φ − φ̃
∥

∥

I1

+

N−1
∑

n=2

( hn

hn + hn+1

∥

∥ [X]n
∥

∥

+
hn

hn + hn−1

∥

∥ [X]n−1

∥

∥

)

∥

∥φ − φ̃
∥

∥

In

+

(

hN

hN−1 + hN

∥

∥ [X]N−1

∥

∥ +
∥

∥ [X]N
∥

∥

)

∥

∥φ − φ̃
∥

∥

IN

.

(23)

The term I in (21) (where Ẋ = 0) can be estimated as
follows

N
∑

n=1

∫

In

∥

∥Ẋ − f(X)
∥

∥

∥

∥φ − φ̃
∥

∥ dt

≤

N
∑

n=1

hn

∥

∥Ẋ − f(X−
n )

∥

∥

In

∥

∥φ − φ̃
∥

∥

In

.

(24)

Collecting the estimates (24) and (23) we now have

|G(e)| ≤
N

∑

n=1

hn

∥

∥Ẋ − f(X)
∥

∥

In

∥

∥φ − φ̃
∥

∥

In

+

(

∥

∥ [X]0
∥

∥ +
h1

h1 + h2

∥

∥ [X]1
∥

∥

)

∥

∥φ − φ̃
∥

∥

I1

+

N−1
∑

n=2

( hn

hn + hn+1

∥

∥ [X]n
∥

∥

+
hn

hn + hn−1

∥

∥ [X]n−1

∥

∥

)

∥

∥φ − φ̃
∥

∥

In

+
( hN

hN−1 + hN

∥

∥ [X]N−1

∥

∥

+
∥

∥ [X]N
∥

∥

)

∥

∥φ − φ̃
∥

∥

IN

.

According to [5] we have the following error bound

for the interpolant, φ̃,

∥

∥

∥
φ − φ̃

∥

∥

∥

In

≤ Chn

∫

In

∥

∥

∥
φ̈
∥

∥

∥
dt.

With

R1 = h1

∥

∥Ẋ − f(X)
∥

∥

I1

+ h1

∥

∥ [X]n−1

∥

∥ +
h1

h1 + h2

∥

∥ [X]1
∥

∥,

Rn = hn

∥

∥Ẋ − f(X)
∥

∥

In

+
hn

hn + hn+1

∥

∥ [X]n
∥

∥

+
hn

hn + hn−1

∥

∥ [X]n−1

∥

∥, n = 2, . . . , N − 1,

RN = hN

∥

∥Ẋ − f(X)
∥

∥

IN

+

hN

hN−1 + hN

∥

∥ [X]N−1

∥

∥ +
∥

∥ [X]n
∥

∥,

and

In = Chn

∫

In

∥

∥

∥
φ̈
∥

∥

∥
dt,

we can write the error estimate as

|G(e)| ≤
N

∑

n=1

RnIn, (25)
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where e = X − x is the error and Rn is essentially

the residual, Ẋ − f(X), expressing how well the dif-
ferential equation is satisfied by the numerical solu-
tion. The weights In depend on the solution to the
adjoint problem, φ, and express the sensitivity of the
error quantity G(e) to the local residuals. The func-
tional G is chosen to be the quantity in which we want
to measure the error, for example, G(e) = e

‖e‖ . The

error resulting from approximate nonlinear equation
solver is small compared to the error resulting from
the discretisation and is therefore neglected in this es-
timate. Checking which intervals give large contribu-
tions to the error estimate (25), we can refine the inter-
vals where the contributions are large and vice versa.
Using (25) we obtain an adaptive procedure where we
refine those intervals that give large contributions to
the estimate and vice versa, see below.

5.4 Implementation

The finite element discretisation of (10) results in the
system (12) to be solved. Since we have boundary con-
ditions at both ends it is a coupled system of equations
that we have to solve simultaneously. The system is
also nonlinear and the nonlinearity is handled using
a damped Newton method [7] to extend the conver-
gence region. The initial guess is decided by a homo-
topy process [3]. Once a solution is calculated the er-
ror estimate above is computed. Then we apply the
criterion

∑

n=1

RnIn ≤ δ,

where δ is a given tolerance. If the error is too large
compared to the tolerance an iteration is made over
the intervals and the mesh is refined where the error
is large. New nodes are inserted according to the prin-
ciple of equidistribution, that is, we want to insert nodes
such that the contribution to the error is the same from
each time interval. A new solution is calculated on the
refined mesh and so on until the solution has reached
the desired accuracy. In theory the mesh can also be
coarsened but we have not implemented this.

The error estimate is dependent of the solution to
the dual problem. We need to approximate the un-
known data G(e) = e

‖e‖ to solve the dual problem nu-

merically. We do this by a Richardson extrapolation
using twice the number of nodes. Then the dual prob-
lem is solved with the finite element method.

The solver is a prototype solver and it has been im-
plemented in Matlab. More information regarding the
implementation can be found in [2].

6 Results

The indirect approach to our optimal control problem
results in a boundary value problem. This makes it

possible to compare our new approach to the bound-
ary value solver bvp4c in Matlab [11]. In Table 1 we
can see the results from various choices of the ma-
noeuvre distances a and b. We have used the same
initial velocity u0 = 90 km/h and constant friction µ
for all cases. We can see that the FEM code is almost
always about three times slower than bvp4c but it al-
ways uses fewer nodes. There is also a remarkable
case where bvp4c solves the problem in about 30 sec-
onds and with 3415 nodes compared to 1.3 seconds
and 21 nodes for the finite element solver. The prob-
lem becomes difficult to solve but our FEM solver per-
forms well, maybe due to the adaptivity. There is also
one problem that the finite element solver can solve
but bvp4c cannot.

In some cases where bvp4c finds a solution the
FEM solver seems to compute the wrong one, maybe
by missing a singularity. On the other side of the sin-
gularity it continues on another solution. Some results
about existence and uniqueness of solutions to bound-
ary value problems can be found in [7] and [9]. This
aspect of our solver is something that we have to in-
vestigate further.

Figure 2 and 3 show some results from the case
with initial velocity u0 = 90 km/h (25 m/s) and the
manoeuvre distances a = 50 m and b = 8 m. We see
in the figures that the solutions from the FEM solver
and bvp4c coincide. The final velocity is 53.32 km/h
from bvp4c and 53.37 km/h from the FEM solver.

FEM FEM bvp4c bvp4c
a [m] b [m] CPU [s] nodes CPU [s] nodes

40 6 2.54 15 0.27 25
50 9 1.59 90 0.36 41
50 8 0.61 10 0.24 28
50 5 0.52 10 0.27 37
50 3 1.45 10 - -
60 8 1.45 21 18.39 1287
60 6 1.46 10 0.63 81
60 5 3.45 10 3.06 286

Table 1: Performance of the FEM solver and bvp4c
measured in CPU time and number of nodes for dif-
ferent combinations of manoeuvre distances.
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Figure 2: The optimal velocities in the X and Y -
directions for the manoeuvre distances a = 50 m and
b = 8 m.
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Figure 3: The position of the vehicle when it is ma-
noeuvered in the optimal way for the manoeuvre dis-
tances a = 50 m and b = 8 m.

7 Conclusion

In this article we have presented an adaptive finite
element method for solving optimal control in vehi-
cle dynamics. Modelling the vehicle as a point mass,
we obtain a system of ordinary differential equations
which is solved, together with the constraints im-
posed by the manoeuvre, using the adaptive finite ele-
ment method. With this approach, we can control the
error and concentrate our resources to the most sensi-
tive parts of the computations.

We have compared the finite element method to
the Matlab solver bvp4c and found that there are
at least some cases where our solver outperforms
bvp4c. It is noteworthy that in all studied cases, our
method uses fewer nodes to find the same solution. At

the moment the finite element solver is slower than
bvp4c, but up to this point no extra effort has been
put in optimising the code. Thus, it is expected that
the computation time can be reduced by a more effi-
cient implementation. Further, these comparisions are
very preliminary, since the accuracies of both methods
depend on error tolerances that are not directly com-
parable. We are not sure that the settings are equal.
Still, since the quality of the solutions have been sim-
ilar throughout our computations, we feel confident
that our comparision is reasonable.

We have also noted that our solver is sensitive to
the initial guess. If we give the solver a poor initial
guess for some component, it may fail to solve the
problem or show a dramatical increase in computa-
tion time. To make the solver more useful we have to
make it more robust to poor initial guesses.

The model used in this article may look simple.
However, when it comes to evaluation of combined
steering and braking versus braking and then steer-
ing, the behaviour of this model gives insights into
the behaviour of the more realistic vehicle models and
manoeuvres we will consider. In our future work we
also intend to compare the performance of our indi-
rect approach to the direct approach.
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Abstract 
The development of today’s complex products requires 
advanced integrated environments and modeling lan-
guages for modeling and simulation. Equation-based 
object-oriented declarative (EOO) languages are 
emerging as the key approach to physical system mod-
eling and simulation. The increased ease of use, the 
high abstraction and the expressivity of EOO lan-
guages are very attractive properties. However, these 
attractive properties come with the drawback that pro-
gramming and modeling errors are often hard to find. 
In this paper we propose an integrated framework for 
run-time debugging of equation-based modeling lan-
guages. The framework integrates classical debugging 
techniques with special techniques for debugging EOO 
languages and is based on graph visualization and in-
teraction. The debugging framework targets the Mode-
lica language. 

Keywords: Run-time Debugging, Modeling and Simu-
lation, Graph Visualization and Interaction, Eclipse. 

1. Introduction 
The development in system modeling has come to the 
point where complete modeling of systems is possible, 
e.g. the complete propulsion system, fuel system, hy-
draulic actuation system, etc., including embedded 
software can be modeled and simulated concurrently. 
This does not mean that all components are dealt with 
down to the very smallest details of their behavior. It 
does, however, mean that all functionality is modeled, 
at least qualitatively.  

Such advanced development of today’s complex 
products requires integrated environments and model-
ing languages for modeling and simulation. Equation-
based object-oriented declarative (EOO) languages are 
the key approach to physical system modeling and 
simulation. The increased ease of use, the high abstrac-
tion and the expressivity of EOO languages are very at-
tractive properties. However, these attractive properties 
come with the drawback that programming and model-

ing errors are often hard to find. This paper proposes 
an integrated framework for run-time debugging of 
equation-based modeling languages. The framework 
integrates classical debugging techniques with special 
techniques for debugging EOO languages and is based 
on graph visualization and interaction. 

The paper is structured as follows: Section 2 pre-
sents the background of EOO languages and their cur-
rent debugging techniques. Section 3 presents our de-
bugging idea, whereas Section 4 presents the debug-
ging framework. Conclusions and future work are pre-
sented in Section 5.  

2. Background and Related Work 
In this section we briefly introduce the Modelica lan-
guage which is the target language for our debugging 
framework and describe the current debugging meth-
ods for EOO languages. 

2.1 Modelica 

Modelica [4][5] is a modern language for equation-
based object-oriented mathematical modeling of pri-
marily physical systems. A non-profit organization 
named “Modelica Association” was founded the year 
2000 for further development and promotion of Mode-
lica. Several tools implement the Modelica specifica-
tion, ranging from open-source such as OpenModelica 
[3], to commercial implementations like Dymola [8] 
and MathModelica [7]. 

The language allows defining models in a declara-
tive manner, modularly and hierarchically. The multi-
domain capability of Modelica allows combining elec-
trical, mechanical, hydraulic, thermodynamic, etc., 
model components within the same application model. 
In short, Modelica has improvements in several impor-
tant areas: 
• Object-oriented mathematical modeling. This 

technique makes it possible to create model com-
ponents, which are employed to support hierarchi-
cal structuring, reuse, and evolution of large and 
complex models covering multiple technology 
domains. 
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• Acausal modeling. Modeling is based on equations 
instead of assignment statements as in traditional 
input/output block abstractions. Direct use of equa-
tions significantly increases re-usability of model 
components, since components adapt to the data 
flow context in which they are used. Interfacing 
with traditional software is also available in Mode-
lica. 

• Physical modeling of multiple application do-
mains. Model components can correspond to 
physical objects in the real world, in contrast to es-
tablished techniques that require conversion to 
“signal” blocks with fixed input/output causality. 
In Modelica the structure of the model naturally 
correspond to the structure of the physical system 
in contrast to block-oriented modeling tools such 
as Simulink. For application engineers, such 
“physical” components are particularly easy to 
combine into simulation models using a graphical 
editor. 

Hierarchical system architectures can easily be de-
scribed with Modelica thanks to its powerful compo-
nent model. The Modelica component model includes 
the following three items: a) components, b) a connec-
tion mechanism, and c) a component frame-work. 
Components are connected via the connection mecha-
nism realized by the Modelica system, which can be 
visualized in connection diagrams. The component 
frame-work realizes components and connections, and 
ensures that communication works over the connec-
tions.  

For systems composed of acausal components with 
behavior specified by equations, the direction of data 
flow, i.e., the causality is initially unspecified for con-
nections between those components. Instead the cau-
sality is automatically deduced by the compiler when 
needed. Components have well-defined interfaces con-
sisting of ports, also known as connectors, to the exter-
nal world. A component may internally consist of other 
connected components, i.e., hierarchical modeling.. 
Figure 1 shows hierarchical component-based model-
ing of an industry robot. 

  
Figure 1. Hierarchical model of an industrial robot, in-
cluding components such as motors, bearings, control 
software, etc. At the lowest (class) level, equations are 
typically found. 

2.2 Debugging techniques for EOO languages 

In the context of debugging declarative equation-based 
object-oriented languages both the static and the dy-
namic (run-time) aspects have to be addressed. 

The static aspect of debugging EOO languages 
deals with inconsistencies in the underlying system of 
equations: 

1. Overconstrained system: the number of variables 
is smaller than the number of equations, which 
means that some equations have to be removed 
when solving the system of equations.  

2. Underconstrained system: the number of variables 
is larger than the number of equations, which 
means that more equations have to be added in or-
der to solve the system of equations.  

The dynamic (run-time) aspect of debugging EOO lan-
guages addresses run-time errors that may appear due 
to faults in the model: 

1. model configuration: when parameters values for 
the model simulation are incorrect. 

2. model specification: when the equations that spec-
ify the model behavior are incorrect. 

3. algorithmic code: when the functions called from 
equations return incorrect results. 

Methods for both static and dynamic (run-time) debug-
ging of the EOO languages have been proposed earlier 
[1][2]. With the new Modelica 3.0 language specifica-
tion, the static debugging of Modelica presents a rather 
small benefit, since all models are required to be bal-
anced. All models from already checked libraries will 
already be balanced; only newly written models might 
be unbalanced.  

In the context of dynamic (run-time) aspect of de-
bugging of EOO languages, [1]  proposes an automated 
algorithmic debugging solution in which the user has 
to provide a correct diagnostic specification of the 
model which is used to generate assertions at runtime. 
Moreover, starting from an erroneous variable value 
the user explores the dependent equations (a slice of 
the program) and acts like an “oracle” to guide the de-
bugger in finding the error. 

In this paper we present a different approach that 
does not require the user to write diagnostic specifica-
tions of the model. Our method is based the integration 
between graph visualization/interaction and execution-
based debugging of algorithmic code. 

3. Proposed Debugging Method 
In this section we present our run-time debugging 
method. The proposed integration within a general de-
bugging framework for EOO languages is presented in 
the next section. 
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3.1 Run-time Debugging Method 

Our method partly follows the approach proposed in 
[1]. However, our approach does not require the user to 
write diagnostic specifications of models. Also, the ap-
proach we present here can also handle the debugging 
of algorithmic code using classic debugging techniques 
[6].  

The overview of our debugging strategy is pre-
sented in Figure 2. In short, our run-time debugging 
method is based on the integration of the following: 

1. Graph visualization and interaction. 
2. Presentation of simulation results and modeling 

code. 
3. Mapping of errors to model code positions. 
4. Execution-based debugging of algorithmic code. 

In the following we present a possible debugging ses-
sion.  

During the simulation phase, the user discovers an 
error in the plotted results. The user marks either the 
entire plot of the variable that presents the error or 
parts of it and starts the debugging framework. The de-
bugger presents an (IDG) interactive dependency graph   

(the dynamic program slice with respect to the variable 
with the wrong value) where nodes consist of all the 
equations, functions, parameter value definitions, and 
inputs that were used to calculate the wrong variable 
value. The variable with the erroneous value is dis-
played in a special node which is the root of the graph. 
The interactive dependency graph contains two types 
of edges: 

1. Calculation dependency edges: the directed edges 
labeled by variables or parameters which are in-
puts (used for calculations in this equation) or out-
puts (calculated from this equation) from/to the 
equation displayed in the node.  

2. Origin edges: the undirected edges that tie the 
equation node to the actual model which this equa-
tion belongs to. 

The user interacts with the dependency graph in several 
ways:  

• Displaying simulation results through selection of 
the variables (or parameters) names (edge labels). 
The plot of a variable is shown in a popup win-
dow. In this way the user can quickly see if the 
plotted variable has erroneous values.  
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Figure 2. Debugging approach overview. 
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• Classifying a variable as having wrong values: ad-
dition of the variable to the set of variables with 
wrong values. 

• Classifying an equation as correct eliminates the 
equation node from the graph and builds a new 
graph based on the inputs of the correct equation 
node.  

• Building a new dependency graph based on the 
new set of variables with wrong values (classified 
variables) or by modifying the equations or pa-
rameter values nodes. 

• Displaying model code by following origin edges. 
• Invoking the algorithmic code debugging subsys-

tem when the user suspects that the result of a vari-
able calculated in an equation which contains a 
function call is wrong, but the equation seems to 
be correct. 

Using these interactive dependency graph facilities the 
user can follow the error from manifestation to origin. 

Our debugging method can also start from multiple 
variables with wrong values with the premise that the 
error might be at the confluence of several dependency 
graphs. 

4. Run-time Debugging Framework 
In this section we present the first prototype of the de-
bugging framework based on the proposed method 
from the previous section. In this paper the debugging 
framework is limited to error tracking of a single vari-
able with wrong results. 

4.1 Translation in the Debugging Framework 

The debugging framework is closely related to the 
translation process. The translation process from the 
modeling language down to simulation code is pre-
sented in the following. The Modelica translation proc-
ess has several stages (Figure 3): 

• Parser – breaks the model down into tokens and 
builds the abstract syntax tree. (not in Figure 3) 

• Translator (Flattening and elaboration) – reports 
the errors and flatten the model hierarchy and ap-
plying modification. 

• Analyzer – analyses the system of equations and 
sorts the equations in the order they need to be 
solved 

• Optimizer – optimizes the sorted system of equa-
tions 

• Code Generator – generates C code linked with 
the simulation runtime and solvers. 

• C Compiler – compiles the generated C code to an 
executable 

• Simulation – the executable is executed to generate 
the simulation results. 

As one cans see, the translation process is complex and 
most of the transformations performed on the models 
are destructive. For debugging purposes all the trans-
formations performed in each stage needs to be re-
corded to be able to point the errors to the user using 
the high level Modelica code. 
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Figure 3. Translation stages from Modelica code to exe-
cuting simulation. 

The debugging framework alters the Modelica transla-
tion stages by introducing means to map (and save 
such mapping) each transformed model element back 
to its origin as presented in Figure 4. 
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Figure 4. Translation stages from Modelica code to exe-
cuting simulation with additional debugging steps. 
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The additional origin information needed by the de-
bugging framework is saved by the debugging transla-
tion process within a file: debug-info.xml. The de-
bug file is read by the simulation run-time only when 
needed.  

If an error appears in the simulation results, the 
user can mark the variable with the wrong value and 
the error time interval(s) on the simulation plot. The 
simulation with run-time debugging functionality is 
then invoked with the error information. 

4.2 Debugging Framework Overview 

The run-time debugging framework overview is pre-
sented in Figure 5. The figure presents the interaction 
between the components of the graphical user interface 
(GUI) and the components of the simulation run-time 
with debugging. Typically, the user debugging starts at 
the end of a simulation when the user observes the er-
roneous behavior of a plotted variable value. The user 
marks the variable name and the time interval and in-
vokes the debugging functionality. The simulation run-
time with debugging is then invoked with the user se-
lection as input.  

In the next section we detail the debugging frame-
work components.  

4.3 Debugging Framework Components 

The debugging framework has several components 
which deal with the user interaction (GUI part) and the 

handling of the debugging information (simulation run-
time part). The information saved during the transla-
tion process also plays an important role in the debug-
ging framework. 

4.3.1 Plotting and Error Marking 

This GUI component shows the values of a variable 
during simulation time. The component has special 
functionality which helps the user to mark an error on 
the plot using the mouse. The user markings are en-
coded as a variable name and time intervals. After 
marking the error, the user invokes the debugging 
functionality with this marking. 

4.3.2 Dependency Graph Viewer 

The dependency graph viewer is a GUI component that 
displays an interactive graph. The graph is given by the 
dependency graph builder component. The graph 
shows the calculated variable name and value, the 
equation in which this value was calculated and all the 
additional data (parameters, equation blocks, etc) 
which was used to calculate this value.   

In this implementation the user has limited graph 
interaction possibilities. When the user double clicks 
on a graph node or edge, the origin of the selected ele-
ment (variable, equation or parameter) is computed 
from the debugging information and the Source Code 
and Variable Value Display component is shown pre-
senting the original source code element. 
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Figure 5. Run-time debugging framework overview. 
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4.3.3 Source Code and Variable Value Display 

The source code display is handled by this component. 
Also, the user can set breakpoints on the algorithmic 
code within this view. If the runtime reaches a break-
point, the execution breaks and the variable values 
from this model can be examined.  

4.3.4 Dependency Graph Builder 

The most complex component of the debugging 
framework is the dependency graph builder. This com-
ponent starts from a variable name and builds the de-
pendency graph for that variable based on the debug-
ging information saved in the translation phase. 

The constructed graph is based on the Block Lower 
Triangular Dependency Graph (BLTDG) which is 
computed from the Block Lower Triangular form by 
considering the data dependencies. The calculation of 
the BLTDG is presented in detail in [2]. The con-
structed graph contains also additional information re-
garding the origin of each involved element. 

4.4 Implementation status 

Currently we are working at the integration of the de-
bugging framework components.  

The debugging framework is developed in Eclipse 
as a set of plugins that integrate our existing Open-
Modelica Modelica Development Tooling (MDT) [6] 
(for code browsing and algorithmic code debugging) 
with graph visualization and interaction libraries. The 
OpenModelica Compiler [3] has been adapted to pro-
duce the additional debugging information, the de-
pendency graph and the simulation results. 

5. Conclusions and Future Work 
In this paper we present an integrated run-time debug-
ging framework for EOO languages based on graph 
visualization and interaction.  

We argue that such debugging framework will ease 
both the run-time debugging and the understanding of 
EOO languages. 

We are aware that the scalability of our method 
might be an issue and we plan to research different fil-
tering techniques for pruning the dependency graph. 

Our short term goal is to finalize the prototype im-
plementation of the proposed debugging framework, 
evaluate it and report experience on debugging a set of 
selected models, and release it as part of the Open-
Modelica Development Environment. 
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Abstract 
A dynamic model for a high-volatile solid fuel fired 
bubbling fluidized bed boiler is presented. The model 
consist of an air-flue gas model which includes a 
furnace model describing combustion in a bubbling 
fluidized bed and a model for a water-steam circuit 
describing heat transfer from hot flue gases to water 
and steam. The versatile furnace model takes account 
of quality parameters of fuel so that the effects of 
moisture, particle size, heat value, and the amount of 
volatiles can be simulated. The model is based on the 
first principles mass, energy, and momentum 
balances. Results from validation of the model 
against a bubbling fluidized bed boiler process data 
are presented. The validation showed that the model 
can describe the dynamics and static gains of the 
process very well. 

Keywords: Dynamic boiler model, bubbling 
fluidized bed combustion. 

1. Introduction 
In the modern power generation the dynamic 
performance of power plants plays a very important 
role. This is because of the stringent demands of 
productivity and deregulation of energy markets. E.g. 
the increasing number of uncontrolled wind turbines 
connected to the power system disturbs the power 
balance which must be compensated by other 

controlled power plants. Also in process industry unit 
sizes of steam consuming processes, like paper 
machines have been increased causing bigger load 
disturbances for industrial power plants. 

The most typical way to get information 
about the dynamic properties of the boiler is to 
perform test runs to determine e.g. thermal inertia, 
storage capacity, and load change rate.  However, it 
is quite common that it is not possible to perform all 
the useful test runs because of the economic, 
productive, or safety reasons.  

 The other way to study the dynamic 
properties of the boilers is simulation. Mathematical 
modeling of boilers has been interested researchers 
already for decades [Maffezzoni, 1992]. Some of the 
pioneering works in this field are the works of Chien 
[Chien et al, 1958] and Profos [Profos, 1962]. The 
reported boiler models can be divided into two 
categories; fairly complicated models and simpler 
models derived for some limited purposes. The 
complicated models typically include dozens of 
nonlinear dynamic equations, static equations, 
variables and parameters. Some examples of those 
complicated models can be found e.g. in [Cori and 
Busi, 1977] and [McDonald and Kwatny, 1970]. In 
the simpler models many dynamic equations are 
neglected and many variables are not included. These 
models are typically applied to control purposes 
(design and implementation of model based control 
methods). Examples of this type of models are e.g. 
[Åström and Bell, 1998, 2000], [Cheres, 1990] and 
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[de Mello, 1991]. Most of these models are focused 
on the modeling of the water-steam cycle of the 
boiler, heat transfer from the furnace and the flue gas 
duct to the water-steam circuit, thermo hydraulics, 
flow dynamics, etc.  

In the boiler models the phenomena in the 
furnace have been typically left for the minor 
consideration. The heat power released in the furnace 
is often handled as a simple first order transfer 
function from the fuel power demand. With this kind 
of approach it is not possible to take account the 
effect of fuel quality parameters to the operation of 
the boiler. However, especially with biomass fired 
boilers the quality of fuel may vary remarkably 
influencing on the performance and usability of the 
boiler. There is a lot of research work going on about 
the modeling of combustion of different type of fuels 
in different type of combustors, e.g. [Scala, 2002] 
and [Galgano, 2005]. However, the combustion 
models developed there are seldom connected with 
the dynamic boiler models. Some reasons for this 
may be that the combustion models require heavy 
computing and also it is the different research groups 
working with combustion models and boiler models 
and there is a lack of information transfer between 
these research areas. 

The bubbling fluidized bed boiler model 
presented in this paper is developed in a research 
project with a boiler manufacturer Metso Power Inc. 
A moderately complicated combustion model is 
connected with the water-steam cycle model 
resulting a dynamic boiler model taking account also 
physical phenomena existing in the bubbling 
fluidized bed combustion. The model structure is 
described and some simulation results and future 
plans are depicted.  

2. Boiler Model  
A dynamic model for the high-volatile solid fuel 
fired bubbling fluidized bed boiler consists of air-flue 
gas cycle (air preheaters, furnace, and heat 
exchangers) and water-steam cycle (water preheaters, 
drum, evaporator, super heaters, and steam 
attemperation). In addition steam pressure, steam 
temperature, and feed water control loops are 
included in the model. The simulator is built with 
MathWorks Inc’s MATLAB/Simulink software. The 
model is based on the mass, energy, and momentum 
balances together with constitutional equations. 

2.1 Air - Flue Gas Cycle  

The furnace is divided into four segments according 
to the different combustion zones: the bed, the 
splashing region, the secondary zone, and the 
freeboard. The structure of the furnace model is 
shown in fig. 1. The fluidized bed is modeled 
according to the two-phase theory. In the theory the 
flow rate through the emulsion phase is equal to the 
flow rate for the minimum fluidization. Any flow in 
excess of that required for minimum fluidization 
appears as bubbles in the separate bubble phase 
[Toomey and Johnstone, 1952], [Oka, 2004], [Yang, 
2003]. The bed is considered isothermal where two 
phases have uniform temperature. Minimum 
fluidization velocity is adopted from [Wen and Yu, 
1966]. An average bubble size is assumed throughout 
the bed and calculated according to [Darton et 
al.,1977].  

It is assumed that fuel is fed above the bed 
and it will spread uniformly and immediately across 
the cross-section of the bed. In the bed section, 
according to the two-phase theory, combustion takes 
place in the emulsion phase. Coarse char and fine 
char particles are burnt there. In the model the coarse 
char particles can also burst to the secondary zone of 
the furnace and drop back into the bed. The fine 
particles can elutriate out from the furnace [Galgano, 
2005] and [Scala, 2002]. The elutriation constant for 
fine char particles is calculated according to [Tasirin 
and Geldart, 1998]. 

The rate of combustion is calculated by 
taking into account diffusive resistance to coarse char 
particles and kinetic resistance to elutriable size fine 
particles. Combustion rates depend also on the 
density and the diameter of the particle and oxygen 
concentration in the emulsion phase [Borman, 1998]. 
The fragmentation of fuel particles accelerates the 
combustion [Raiko, 2005]. The primary 
fragmentation occurs immediately when the particles 
arrive at the bed. Attrition and fragmentation by 
percolation increase the amount of the elutriable size 
fine char particles. For high volatile biomass, the 
generation of the fines is proportional to the coarse 
char combustion rate at the particle surface [Salatino, 
1998]. For biomass the average diameter of the fine 
particles is assumed to be constant, 100 µm 
[Galgano, 2005]. Devolatilization occurs in the bed 
section and volatile components burn in the upper 
zone of the furnace. Devolatilization yields carbon 
monoxide, carbon dioxide, and hydrogen. The rate of 
devolatilization is modeled by a simple correlation 
considering diameter of the fuel particle and 
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temperature of the fluidized bed [de Diego, 2003], 
[Scala, 2002].  

Figure 1. Structure of the furnace model. F0 = fuel 
feed, C = coarse char balance equations, f = fine char 
particles balance equations, vol = volatile matter 
balance equations, H2 = hydrogen balance equations, 
CO = carbon monoxide balance equations, E = 
entrainment of char coal from one zone to another 
zone, F = mass flow between model zones, k = 
burning rate of the material. 

 

Heat transfer into the walls in the bed section is 
efficient. The heat transfer coefficient is modeled 
using the packet-renewal model [Mickey and 
Fairbanks, 1955], [Basu, 2006]. In the model the 
packets stay in contact with the wall surface short 
time and then sweep back to the bed. While the 
packet is in contact with the wall, the unsteady state 
heat transfer takes place between the packet and the 
surface.  

Inert sand particles are ejected from the 
surface of the bed into the splashing region. The 
mass flow is calculated according to [Pemberton and 
Davidson, 1986]. Gas flows leaving the bubble and 
emulsion phases are assumed to be instantaneously 
mixed at a beginning of the splashing region 
[Okasha, 2007]. A clustering of bed particles is 

neglected [Benoni, 1994]. The upper edge of the 
splashing region is assumed to be at the same level 
with a refractory wall of the furnace and the lower 
edge depends on the bed height. In the splashing 
region, all available oxygen reacts with carbon 
monoxide and hydrogen. Combustion of elutriated 
fines is assumed to be neglected. Heat transfer is 
modeled by the packet-renewal model.  

Secondary air is brought to the secondary 
zone where the combustion of elutriated fines and 
volatiles takes place. Tertiary air is brought to the 
freeboard where some of the elutriated fines and 
volatiles are burned. Part of the elutriated fines and 
carbon monoxide can exit the furnace but hydrogen 
will burn out. In the secondary zone and the 
freeboard sections heat is transferred to the walls by 
radiation. 

The furnace model is based on the time-
depend ordinary differential mass and energy balance 
equations. The mass balances of fine char particles 
and oxygen are written in all furnace zones. It is 
assumed that average velocity of the fine particles 
equals to gaseous components. In addition in the bed 
section the mass balances are written for coarse char 
particles, volatile matter, and bursting sand particles. 
Energy balances are written for the hot coarse char 
particles and the bed including sand particles, fine 
char and gaseous components. It is assumed that the 
fine char particles are in the same temperature with 
the bed. The mass balance of the coarse char particles 
is also defined in the secondary zone. 
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Table 1. Mass and energy balances of the bed and the splashing region 
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In the splashing region the mass and energy balances 
of the sand particles are defined. Hydrogen, carbon 
monoxide, and the water vapor mass balances and 
fine char and gas energy balances are written for the 
splashing region, the secondary zone, and the 
freeboard. In table 1 is written mass and energy 
balance equations for the bed and splashing region 
sections. Similar are written for the secondary zone 
and the freeboard sections. 

In the heat exchange section of the air – flue 
gas cycle the heat transfer into the super heaters, 
feed water preheaters, and air preheaters is 
calculated. Primary, secondary, and tertiary airs are 
heated by the air preheaters. In the air preheater 
model the mass and energy balances of the air and 
the energy balance of the preheater metal mass are 
calculated. A schematic diagram of the air-flue gas 
model is shown in fig. 2.  
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Figure 2. A schematic diagram of the air-flue gas 
model. 
 

2.2 Water - Steam Cycle  

In the evaporation circuit steam is generated inside 
the vertical tubes located on the furnace walls. 
Water-steam mixture flows up in a two-phase flow 
to the drum for phase separation [Adam & 
Marchetti, 1999].  

In the model the evaporation circuit is 
divided into sixteen segments. Each wall is modeled 
separately and every wall is divided into four 
segments according to the furnace segments heights. 
It is assumed that the water-steam mixture is 
saturated. The energy balances are written for the 
water-steam mixture and for the furnace wall tubes. 
Energy balances for the refractory elements are also 
written for the two lowest segments of the 
evaporation circuit. The steam quality and the 
density of the water-steam mixture are calculated in 
every segment. Heat flux from the tube wall to the 
water-steam mixture is calculated by using an 
experimental equation [Ordys 1994]. 

Usually the heat flow from the furnace to 
the evaporator is assumed to be uniform [Åström 
2000], [Kim 2005], but in this model the heat flow is 
divided into each evaporator segment (16 pc.) 

according to the temperature of the furnace and the 
heat transfer coefficient in each zone. 

Water-steam mixture in the drum is divided 
into water and steam sub-volumes interacting with 
each other. The mass balance equation is applied to 
both sub-volumes and the energy balance is applied 
to water sub-volume [Kim, 2005], [Ordys, 1994], 
[Åström, 2000]. From the drum steam is directed to 
the super heaters. Saturated water in the drum is 
mixed with feed water coming from the water 
preheaters. The incoming feed water is directed to 
the downcomers. In the naturally circulating drum 
type boilers density difference between the water in 
the downcomers and the two-phase mixture in the 
evaporation tubes is the driving force of the natural 
circulation. 

The modeled boiler is equipped with three 
super heaters and two feed water preheaters. The 
super heaters are used to raise the live steam 
temperature. The temperature is controlled by steam 
attemperating sprays. The feed water preheaters are 
used to transfer low grade flue gas heat to feed 
water. The heat exchanger models are based on the 
mass, energy, and momentum balances. Heat is 
transferred into exchangers from the heat exchange 
section of the air-flue gas model. A schematic 
diagram of the water-steam model is shown in fig 3 
and main mass and energy balance equations of the 
water - steam cycle is written in table 2. 
 
Table 2. Mass and energy balances of the water – 
steam cycle. 
 
Balances of the evaporation circuit section: 
 

( ) (16)rf rf rf rf cond

Energy balance of the refractory wall in the bed section:                               
dm c T Q Q                                                                         
dt

Energy bala

= −

, , , , ,( ) (rf wv wv out cond wv in wv in wv out wv out

nce of the evaporation circuit in the one refractoty area section:
dV h Q w h w h                                  
dt

Energy balance of the evaporation circuit in 

ρ = + − 17)

, , , , , ,( ) (t wv wv out in ev wv in wv in wv out wv out

the one tube area section:         
dV h Q w h w h                                    
dt

ρ = + − 18)

 

144



 
Balances of the drum section: 
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Balances of the super heater section: 
 

, , , , , ,( ) (23sh v v out in sh v in v in v out v out

Energy balance of the steam in the one superheater section:                           
dV h Q w h w h                                            
dt

Energy balance of t

ρ = + − )  

( ) , (24)sh sh sh sh in sh

he tube in the one superheater section:                              
dm c T Q Q                                                                          
dt

Mass balance of the steam in th

= −

, ,
,( ) (25)v out v in

v in
sh

e one superheater section :                             
w wd w                                                                               

dt τ
−

=

 
Balances of the feed water preheater section: 
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Figure 3. A schematic diagram of the water- 
steam model. 

3. Comparisons with plant data 
and simulation tests  

The model is parameterized using a construction 
data and measured process data from a 260 MWth 
bubbling fluidized bed boiler. The validation of the 
model showed that the model can describe the 
dynamics and the static gains of the process very 
well. The model is tested using measured process 
data as an input to the model and then compared the 
computed signals with the measured outputs. Figure 
4 depicts the measured and simulated results of the 
drum pressure and the live steam pressure.  

Figure 5 depicts simulated and measured 
fuel mass flows. In the model milled peat and bark 
are used as a fuel. Measured fuel mass flow is 
estimation from real fuel mass flow. Also the heat 
value and moisture of the fuel cannot be measured. 
Still results are quite close to each other. 
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Figure 4. Measured and simulated drum and live 
steam pressures. 

 
Figure 5. Measured and simulated fuel mass flows. 

 
The model is used to study the dynamic behavior of 
the boiler process. The points of interest are e.g. the 
thermal inertia and the steam storage capacity of the 
boiler. Knowledge about the behavior of these 
properties gives useful information for the process 
and control design. The dynamic model helps 
process developers to answer questions like how 
long a boiler can generate steam in case of a boiler 
trip or what will happen in the process during a 
black out situation? 

Figure 6 depicts the boiler dynamic 
response when the fuel mass flow rate is increased 
10 %. From the simulation results e.g. the time delay 
and the time constant of the boiler can be solved. In 
the test control loops are switched off. 

 
Figure 6. The response of the boiler to the 10 % fuel 
mass flow rate step change.  

 
Figure 7. The step responses of the furnace 
temperatures in different zones when increasing the 
moisture of the fuel 10%. 
 
In fig. 7 the dynamic behavior of the different zones 
of the furnace is studied when increasing the 
moisture content of the fuel 10 %. The control loops 
are switched on. The temperatures of the bed and the 
splashing region are dropped slowly due to the 
thermal capacity of sand. 

4. Conclusions and future plans 
A dynamic model of the bubbling fluidized boiler is 
presented. The model is based on physical 
parameters for the boiler and can quite easily scale to 
represent any drum type BFB boiler. The model 
consists of the air-flue gas model and the water-
steam circuit model. In the air-flue gas model 
furnace model takes into account important 
processes which effects on combustion dynamics 
like fuel particle fragmentation, attrition and volatile 
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matter segregation and post combustion in the upper 
zones. In the water-steam circuit model the 
dynamics of the steam generation in the evaporation 
circuit, separation of the steam in the drum section 
and super heating of the steam ar investigated. Also 
feed water preheater dynamics are studied.  

The model is nonlinear and agrees well with 
experimental data. The model helps to study the 
dynamic behavior of the boiler process. 

The future plans of the modeling project are 
to test the developed model by modeling three 
different size bubbling bed boilers and compare the 
simulated results with the measured data. Also the 
user interface of the simulator will be developed to 
make the build up of the simulator faster. There is 
also another project going on with Metso Power to 
develop a similar simulation model for a circulating 
fluidized bed boiler. 
 
Nomenclature 
 
A Cross-sectional area of the furnace [m2] 
cx Specific heat of the component x [kJ/kgK] 
Cx

y Concentration of component x in section y 
dx Average diameter of component x [m] 
Ex

z Entrainment rate of the component x to the 
direction z [kg/s] 

F0,x Fuel feed mass flow rate of the component x 
[kg/s] 

G Fine particles generation constant [kg/s] 
hmf Height of the bed in the minimum fluidization 

velocity [m] 
Hv Moisture content of the fuel [-] 
hx Enthalpy of component x [kJ/kg] 
hy Height of the section y [m] 
ΔHx Heat of combustion of component x [kJ/kg] or 

[kJ/kmol] 
Kbe Mass transfer coefficient between dense phase 

and bubbles [1/s] 
kd Devolatilization constant [1/s] 
kel Fines elutriation mass flow [kg/s] 
kx,y Combustion rate of component x in section y 

[s-1] 
l Latent heat [kJ/kg] 
Mx Molecular weight of component x [kg/kmol] 
my Mass of the section y [kg] 
Nx

z Quantity mass flow of component x to 
direction y [mol/s] 

Qin,y Heat power from the tube to the fluid in the 
section y [W] 

Qy Heat power to the wall in the section y [W] 
Tx Temperature of the component x [K] 
umf Minimum fluidization velocity [m/s] 
uy Gas velocity in section y [m/s] 
Vy Volume of the section y [m3] 
Wx,y Mass of component x in section y [kg] 
wy Mass flow from section y [kg/s] 
x Steam quality [-] 
xx Mass fraction of component x [-] 
αx,y Heat transfer coefficient of component x in 

section y [W/Km2] 
δB Bubble fraction in the bed [-] 
εeff Effective emissivity [-] 
εmf Voidage at minimum fluidization [-] 
ρx Density of the component x [kg/m3] 
σ Stefan-Boltzmann constant [W/m2K4] 
τx Residence time of component x 
φxy View factor related to region x and y [-] 
χ Total exposed surface area of ejected inert 

particles [m2] 
Ω Coefficient between dense phase and bubbles 

[-] 
 

Subscripts and superscripts  
 
ap Air preheater 
bed Bed 
C Carbon 
c Coarse char particle 
dr Drum 
CO Carbon monoxide 
CO2 Carbon oxide 
cond Conduction 
d Devolatilization 
dc Downcomer 
e Feed water preheater 
ec Evaporation in the drum 
ev Evaporation circuit 
f Fine char particle 
g Gas 
H2 Hydrogen 
H2O Water in the combustion 
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in Inlet direction  
O2 Oxygen 
out Outlet direction 
ref Reference 
rf Refractory wall 
s Sand 
sh Super heater 
sec Secondary zone 
sr Splashing region 
t Tube 
v Steam 
vap Vaporization 
vol Volatile matter 
w Water 
wv Water-steam mixture 
0 Initial 
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Abstract 
Recent year’s extensive power failures have put focus 
on the importance of secure local production and dis-
tribution of energy. Since district heating (DH) is the 
dominating heating system in Scandinavia it is of great 
importance to investigate the possibility for buildings 
connected to DH to receive heat during an electric 
power failure. 

By using computer models, buildings’ heating systems 
can be simulated, and by comparing the results with 
field studies the model can be evaluated. The model 
shows good resemblance with the field study.  

By using a model the influence of different parameters 
can be studied. The influence of, e.g., changed primary 
supply temperature and outdoor temperature can be 
studied. 

Keywords: Power failure, District heating, Computer 
modelling, Space heating system 

Nomenclature 

Variables 
A Area, m2 
cp Specific heat capacity, J/kgK 
g Gravity force, m/s2 
h Height, m 
kv Flow capacity, kg/(s·Pa1/2) 
LMTD Logarithmic mean temp. diff., °C 
m Mass, kg 
m  Mass flow, kg/s 
n Radiator exponent 
p Pressure, Pa 
Q Heat flow, W 
t Time, s 
T Temperature, °C 
U Overall heat transfer coeff., W/m2K 
α Heat transfer coeff., W/m2K 
ρ Density, kg/m3 

Subscripts 
br Branch 
eq Equivalent 
exp Experimental 
hor Horizontal 
i Indoor 
int Internal 
N Number of branches 
nat Natural circulation 
o Outdoor 
p Primary 
r Return 
rad Radiator 
s Secondary 
s Supply 
sim Simulated 
vent Ventilation 
ver Vertical 
w Wall 
∞ Stationary values (after long time) 

1. Introduction 
In case of a large-scale power failure many important 
functions in the society are interrupted. Space heating 
is such an important and critical function. Obviously, 
heating systems using electricity (either directly or in-
directly via e.g. a heat pump) cannot operate. Systems 
using oil, natural gas or pellets will not work either 
since electric power is demanded for the operation of 
burners. 

District heating (DH) is the dominating heating system 
in Scandinavia. It comprises central heat production 
and distribution by hot water circulated in a grid con-
stituted of buried pipes. The concept allows for making 
use of waste heat, e.g. from industries or thermal power 
stations. 

Buildings connected to DH are also assumed not to be 
functioning in case of a power failure. Even if the DH 
supplier has back-up power in order to maintain pro-
duction and distribution of heat, the buildings are gen-

150



erally assumed not to be able to receive any heat when 
the house-internal heating system is dependent on elec-
tric power to pump and control equipment. Recent 
studies have, however, proved that this does not have 
to be the case. 

Extensive power failures in recent years have produced 
large efforts on the possibility to produce and distribute 
electric power locally during a breakdown on the na-
tional power grid, so-called island operation. Many 
power stations can produce both heat and electric 
power, so-called cogeneration or CHP (combined heat 
and power). In this case, the DH grid functions as 
cooler to the power generating process. To be able to 
produce electricity during island operation, CHP sta-
tions still need cooling. If it is still possible to use the 
DH grid as a cooler, the power station could still oper-
ate. However, then the end users must be able to re-
ceive district heat during a power failure. 

The society can also benefit if heat supplies is func-
tioning to an extent as large as possible. If, e.g., 
evacuation of citizens could be avoided or at least de-
layed, this could benefit not at least elderly people and 
persons receiving health care. 

The objective of our study is to investigate what will 
happen in buildings connected to DH in case of a 
power failure. Is it possible, if the DH network still is 
functioning, that natural circulation will arise in mod-
ern space heating systems, and to what extent? Natural 
circulation was used many years ago, before pumps 
were introduced in space heating systems, and is based 
on the difference in density between hot and cool wa-
ter. I.e., hot water from the heat source will rise in the 
vertical supply pipes and then, when heat is emitted in 
the radiators, the cold water will descend back to the 
heat source.  

Computer simulations are a useful and necessary tool 
and good complement to field experiments in the proc-
ess to establish how different heating systems and 
buildings are able to receive heat. 

2. Objective of the study 
In the study, a number of buildings of various sizes, 
age and type have been examined through practical 
field studies. To be able to study different outer cir-
cumstances and the influence of different parameters, 
e.g. the outdoor temperature, the field studies have 
been complemented with computer simulations using 
MATLAB’s toolbox Simulink. The simulations are a 
useful instrument when estimating how much district 
heat that could be distributed during a power failure. It 
is also possible to study the influence from various pa-
rameters that might be difficult to capture in reality, 
e.g. the possible gain from an increased DH supply 
temperature. 

The objective of the paper is to show possibilities to 
simulate natural circulation in space heating systems 
and the dynamic influence on the indoor air tempera-
ture. The agreement between results from simulations 
and field experiments will be discussed. 

3. Space heating systems connected 
to DH 

Figure 1 below describes a waterborne radiator space 
heating system connected to a DH grid. The water from 
the DH grid (primary water) is led into a heat ex-
changer (HEX) where the radiator water (secondary 
water) is heated. The secondary supply temperature, 
Tss, is regulated by a controller which in turn regulates 
the DH flow passing through the HEX. The set point 
for Tss is based on the current outdoor temperature and 
the building’s time constant (a sudden change in out-
door temperature should not momentarily be compen-
sated for due to the thermal inertia of the building 
shell). The circulation in the radiator system is 
achieved by an electric pump. In order to receive 
proper indoor temperature in the whole building, 
valves are used to balance the flow between risers and 
radiators in different parts of the system. 

Tout

Tpr

Tps

Tss

Tsr

h

DH Sub-
station

Controller

pump

DH grid

Tout

Tpr

Tps

Tss

Tsr

h

DH Sub-
station

Controller

pump

DH grid

 
Figure 1 A building with space heating system connected 
to a DH grid 

4. Computer modelling 
The building model is based on existing models of 
HEX, control equipment, actuators, valves, connection 
pipes (taking into account pressure drop, heat loss and 
time delay), radiators and building. The theory and 
function of these components have been described in 
detail by a number of authors, for example [1], [2] and 
[4]. 
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In this work, these components have been put together 
in order to constitute a complete building model with 
DH substation, space heating system and building 
shell. To be able to meet the objective of this work, the 
model has also been modified and improved on several 
points. The space heating system has been extended to 
comprise four risers and three storeys, making it possi-
ble to study the heat distribution in the building during 
natural circulation. The flow distribution with pump 
operation is built on a method based on an analogy to 
Kirchoff’s circuit laws. In case of natural circulation 

the problem must however be attacked in a different 
way, which will be described in section 4.1. In order to 
study the dynamics of the indoor air temperature, in 
case of a complete or partial break in heat supply, the 
modelling of the building shell has been modified, 
which will be described in section 4.2. 

The overall structure of the complete model is shown 
in Figure 2 below. 
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Figure 2 Overview of the computer model of the system including substation, space heating system and building 

4.1 Basic parts of the model 

The first step in the energy transfer from the DH grid 
to the building takes place in the DH substation where 
heat is transferred via a HEX. A control valve adjusts 
the DH flow in order to achieve a correct outgoing 
temperature on the secondary side of the HEX, i.e. the 
radiator supply temperature. A traditional way to han-
dle the dynamic thermal behaviour of the HEX is to 
divide it into a number of sections. For each section 
energy balances can be stated for both primary and sec-
ondary side flows, and for the wall separating them. 
After differentiating the following equations are ob-
tained: 
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The equations are easily implemented in Simulink. The 
temperature profile is assumed to be linear, while the 
theoretically correct profile is logarithmic .The loga-
rithmic mean temperature difference, LMTD is defined 
as: 
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(4) 

As mentioned, an arithmetic mean temperature differ-
ence has been used. The advantage with the later is that 
the heat transfer can be directed in both ways, i.e. from 
primary to secondary side and vice versa. Such situa-
tions can occur for short periods in the radiator HEX. 
This means that we must use a sufficient number of 
sections in the model. On the other hand, an increasing 
number of sections will increase the computational 
time. A suitable choice is to divide the HEX into 3-5 
sections, [5]. The method involves a number of as-
sumptions such as uniform temperature in each section, 
no conduction in the water flow direction or in the 
length direction of the HEX wall. The heat transfer co-
efficient, α, is approximated to be a function of the 
flow only, ignoring minor influence from temperature 
dependant quantities. The thermal resistance in the wall 
material can be ignored due to the thinness of the plate. 
All these assumptions ease the mathematical descrip-
tion, but investigations still have proved a good resem-
blance to real data. [1], [7]. 

The piping system model includes three features, pres-
sure drop, heat loss and time delay. The pressure drop 
due to friction in pipes, valves, radiators and HEX is 
essential when calculating the flows in the system. The 
time delay could be of some interest at normal (pump) 
operation, while the heat loss is of minor interest. 
While simulating natural circulation, however, all of 
these features become essential. The driving force from 
natural circulation is rather small, leading to a substan-
tially smaller circulation flow and, consequently, a low 
flow velocity. Especially when studying larger build-
ings, transportation times and heat losses can be con-
siderable and essential for the operation of the system. 

The pressure loss calculations will be discussed later 
on in connection to flow calculations. 

The next level of heat transfer in the system takes place 
in the radiators. Basically, the heat transfer here works 
in the same way as in the HEX. The model can, how-

ever, be simplified on some points. On both sides of 
the HEX the medium is water, while in the radiator we 
have water on one side and air on the other. The air has 
a substantially lower heat transfer coefficient than wa-
ter and is the absolutely dominating resistance in the 
radiator heat transfer. The overall heat transfer number, 
U, can therefore be assumed to be constant. We are in-
terested in calculating the return temperature and the 
emitted heat from the radiator. The air temperature can 
be regarded as constant in the calculations. In the radia-
tor, we can expect that the heat transfer always will be 
directed from the radiator water to the air. Therefore, 
we now can use the LMTD calculation (as shown in 
(4)) and do not have to divide the radiator into sections. 
We then arrive with the following two equations: 
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( ), , ,rad s p s rad in rad outQ m c T T= ⋅ −  (6) 

Note that the LMTD is raised to the exponent n. This is 
an approximation to the fact that only part of the heat 
transfer from the radiator is due to convection, the rest 
is due to radiation. The contribution from radiation 
(which normally amounts to 30-50 per cent of the heat 
transfer) is also a function of the temperature differ-
ence between the radiator’s surface and the surround-
ing walls. The complex relation, which also includes 
physical quantities, can be simplified by including the 
radiation in (5) by introducing the so-called radiator 
exponent, n [6]. 

A common method to model the dynamics of the build-
ing’s heat losses is described for example in [1] and 
[3]. The basic idea is more or less the same as with the 
HEX and the radiator. The wall is treated as a homoge-
nous material with a homogenous temperature de-
scribed as: 
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With the wall temperature known the heat flow from 
the indoor air to the wall can be calculated from: 

( )w i i wQ A T Tα= ⋅ −  (8) 

The indoor air temperature can finally be calculated 
from: 
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Qint is internally generated heat from humans and elec-
tric equipment like TV’s, refrigerators etc. Qvent is the 
unavoidable heat loss from ventilation of the indoor 
air.  

The heat carrier from the HEX to the radiator is the cir-
culating water in the system. The flow depends on the 
available pump head and the flow resistance in the sys-
tem. For fully turbulent flows and limited temperature 
variations, the relation between flow and differential 
pressure in a component can be approximated as: 

vm k p= Δ  (10) 

It is reasonable to assume that the flow is turbulent, 
even when dealing with natural circulation. If a laminar 
flow should occur, the pressure drop will be so small, 
in absolute numbers, that the influence will be negligi-
ble. The factor kv describes the flow capacity of a com-
ponent (to be precise, the flow capacity at 1 bar differ-
ential pressure). A kv value can be calculated for all 
components, a pipe section, valve (which has a variable 
kv value depending on the opening degree), HEX or ra-
diator, as long as the pressure loss for a specific flow is 
known. For a system with many components (con-
nected in parallel or series), equivalent kv values can be 
calculated from: 
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(11) 

Let us now consider the hydronic radiator system as a 
circuit diagram, see Figure 3. This analogy to electric 
circuit laws is described in [4] for a domestic hot water 
system. For branch i, kv values are indicated for supply 
and return pipes to the branch and to the radiator, re-
spectively, and for the radiator itself, including its con-
trol valve which can be controlled manually or by a 
thermostatic head. In fact, every branch in the model 
consists of three storeys, although only one is indicated 
in the figure. However, each branch in turn comprises a 
system just like the one shown in the figure. 

kv,r,hor,i 

kv,s,hor,i 
Branch nbr: 

Δppump 

1 i N 

kv,rad,i 

kv,r,ver,i

kv,s,ver,i

 
Figure 3 Schematic picture of a space heating system 

Equation (11) can now be used to simplify the system 
by replacing flow capacities, in series or in parallel, by 

equivalent capacities which in turn can be simplified. 
The procedure is shown in Figure 4 below. 

kv,br,N/N-1,eq

kv,r,N-1 

kv,s,N-1 

kv,r,N 

kv,s,N 

kv,rad,N-1,eq kv,rad,N,eq 

kv,r,N-1 

kv,s,N-1 

kv,rad,N-1,eq kv,N,eq 

kv,r,N-1 

kv,s,N-1 

kv,br,N/N-1,eq kv, N/N-1,eq 

kv,N,eq 

kv,N/N-1,eq 

Figure 4 Simplification of the circuit scheme of the space 
heating system 

Finally, we arrive with just one equivalent kv value for 
the whole system, and (10) can be used to calculate the 
total circulation flow, sm , in the system. Then, the 
flow in each part of the system can be calculated by 
once again going through the system, but now in the 
opposite direction. We know the available differential 
pressure for the first branch (after the pump) and the 
equivalent kv value and (10) gives us the flow through 
branch 1. We can then carry on by subtracting the pres-
sure loss from branch 1 and repeat the calculation for 
branch 2, and so on. 

Nowadays, the use of speed controlled pumps is a rule 
rather than an exception. In the model the pump pres-
sure head is therefore assumed to be constant. 

4.2 Improvements and expansion of the model 
In this work, the model is used to facilitate the studies 
on how space heating systems connected to DH will 
behave without electric power. In order to do that the 
model needs to be modified. The first step is to intro-
duce the driving force from natural circulation. 

4.2.1 Natural circulation 

This mechanism is based on the difference in density 
between hot and cold water. Many years ago, before 
pumps were introduced, heating systems were designed 
to operate with natural circulation. The differential 
pressure originating from natural circulation can be de-
rived from: 

( )nat r sp g h ρ ρΔ = ⋅ −  (12) 

The height, h, in the system is measured between the 
heat source (HEX) and the heat sink (radiator). This 
force is of course present also in a pump operated sys-
tem, but is negligible compared to the pump’s pressure 
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head, and can be neglected. When designing a natural 
circulation system, large pipe diameters must be used 
in order to minimize pressure drops. As seen in (12) a 
high building and a high supply temperature support 
natural circulation. The question is how this works in a 
system designed for pump operation. 

The problem is that the Kirchoff method will have 
limitations when the pump head is lost. As a first ap-
proach, the differential pressure from the pump can be 
substituted with a calculated differential pressure from 
(12), based on supply and return temperatures at the 
HEX and the system’s height. This is, however, a sim-
plified model, since the differential pressure actually 
arises at every riser in the system, i.e., where the height 
actually is situated. When testing natural circulation in 
large buildings, it turns out that some risers, situated 
far from the HEX, might not obtain any circulation, or 
it might take a long time until circulation arises. Also, 
the magnitude of the circulation tends to be exagger-
ated when the temperature difference at the HEX is 
used for calculations in all risers. During natural circu-
lation, the flow velocity is drastically reduced which 
means that heat losses will be significant and the sup-
ply temperature at the risers will be more or less re-
duced, a fact that gives a reduced driving force from 
natural circulation. 

The mechanism for natural circulation could be com-
pared to having a small “pump” at every riser. In our 
case, the model has four risers which mean that we 
have four such “pumps” or sources for differential 
pressure. With four sources instead of one, we must 
consider four circuits when calculating the flow distri-
bution. The flow in each circuit is calculated individu-
ally and the total radiator flow corresponds to the sum 
of the four circuit flows. The difference between calcu-
lating flows in the system driven by pump or by natural 
circulation, respectively, is shown in Figure 5. 

Natural 
circulation 

Pump 
operation 

Figure 5 Difference between pump and natural circula-
tion regarding flow calculations 

Regarding the implementation of natural circulation in 
Simulink, a smooth way to handle the to operational 
modes, pump or natural circulation, is to introduce a 
control variable which has the value 1 as long as the 

power supply is OK (pump operation) and 0 when the 
power fails (natural circulation). The control variable 
will then govern the switching between the operational 
modes and, consequently, flow calculations. The con-
trol equipment is also affected by a power failure, and 
this is easily taken care of using the control variable to 
freeze the position of the DH valve in its current posi-
tion. 

4.2.2 Building shell model 
The model of the building shell showed in section 4.1 
has proved to be sufficient when modelling the opera-
tion of space heating systems during “normal” condi-
tions or static calculations, i.e. where the transient 
course of the indoor air temperature is of minor inter-
est. However, dealing with power failures must be con-
sidered as rather extreme conditions. The existing 
model showed problems using the conventional build-
ing model where the wall is modelled as one section 
with a homogeneous temperature. Let us consider an 
example: The outdoor temperature is -10°C and the in-
door temperature is 20°C. The temperature throughout 
the wall will then be (20 – (-10)) / 2 = 5°C. If the heat 
supply is cut off (or substantially decreased) the indoor 
air temperature will drastically approach the wall tem-
perature, 5°C. This is not realistic since the wall will 
have a temperature gradient where the inside surface is 
just a few degrees cooler than the indoor air tempera-
ture. 

Figure 6 below shows data from an experiment carried 
out in a small office at our department. The radiator 
and ventilation in the room was shut of and an electric 
radiator, equipped with a timer function, was installed. 
Several temperatures were measured in the room, 
among them indoor and outdoor air, the temperature on 
the inside wall and on the inner surface of the outer 
wall. The figure shows what happens when the heat 
supply is cut of. During the test the outdoor tempera-
ture was about 5°C. 
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Figure 6 Results from an experiment where the heat sup-
ply to a room is cut off 
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As can be seen, the indoor temperature initially ap-
proaches the inside surface temperature of the outer 
wall. Figure 7 below shows a simulation corresponding 
to the experiment above. The figure comprises results 
from, on one hand, the existing model (the curve indi-
cated with “◊”) and, on the other, the modified model 
(the curve indicated with “o”). With the one-section 
model the wall temperature lies exactly between the 
indoor and the outdoor temperature. As already men-
tioned, the indoor temperature drastically approaches 
the wall temperature and estimates to 7°C already after 
24 hours. 
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Figure 7 Simulation using the one-section and the three-
section building wall model, respectively, where the heat 
supply to a room is cut off 

To improve the modelling of the indoor temperature 
the building model has been modified according to 
Figure 8. To the left is the simple, one-section, model 
and to the right is the new, three-section, model. By us-
ing more sections, different wall materials can be used. 
Here, the two innermost sections are assumed to be 
made of concrete, which has a high conductivity but a 
large mass, and the outermost section is the insulation, 
which has a low conductivity but a small mass. Both 
materials are essential. The concrete will assure that we 
have an inside wall temperature relatively close to the 
indoor temperature and make sure that the building has 
a realistic thermal inertia. The insulation will assure 
that we get the correct heat loss and temperature drop 
through the wall. The choice to use three sections is a 
compromise; more sections give higher accuracy but 
longer computational times. 

To

Ti 

To

Ti 

T 

Figure 8 Schematic picture of the one-section (left) and 
the three section (right) wall model 

Now, using the new three-section model, the simula-
tion was run once again. The simulation result, already 
shown in Figure 7, is now much more in accordance 
with the results of the real experiment (Figure 6). 

4.3 Assumptions for the model 
Regarding the model, a number of assumptions have to 
be made in order to limit the complexity of the model 
and the computational time. 

Most of the assumptions are already discussed, such as 
LMTD versus arithmetic mean value calculation in the 
HEX model and number of sections in the wall model. 
Another essential assumption is that there is no heat 
transfer between the flats. Without this assumption the 
model would be extremely complex and demand large 
computational power. The consequence of the assump-
tion is that if the radiator flow is unbalanced the indoor 
temperature in the flats will not be accurate due to the 
fact that heat conduction through the walls between the 
flats is neglected. However, the average temperature in 
the building would still be correct. This is only relevant 
if the flow is unbalanced for a long time since heat 
transfer between the flats is very slow. 

The supply temperature in the DH grid is a function of 
the outdoor temperature. In this study the temperature 
profile for Malmö is used for the simulations, see 
Figure 9.   
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Figure 9 The supply temperature in the DH grid 
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5. Results 
In order to evaluate the accuracy of the model, field 
studies and simulations with similar outer conditions 
have been compared. The model has thereafter been 
used for parameter studies. 

5.1 Model evaluation 
For evaluation of the model a comparison between a 
real field study and simulations are made in Figure 10. 
The studied object is a building located in Malmö. The 
building was built in 1952 and consists of 20 residen-
tial flats distributed on three floors. Before the time 0 
in the diagram, the operation is normal and we have 
100 per cent circulation flow and heat output. At the 
time 0, a power failure occurs and the circulation flow 
decreases drastically. As a consequence, the radiator 
supply temperature increases substantially. Finally, we 
end up with a substantially higher temperature drop in 
the space heating system, which leads to a rather high 
heat load even with natural circulation.  
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Figure 10 Comparison between field study and simula-
tion 

As seen, the simulation shows good resemblance with 
the field experiment. Even if there is some difference 
in the transient phase good resemblance is shown both 
initially (before the power failure) and when the natural 
circulation has come to a steady state.  

Possible explanations to the deviation are the estimated 
time constant for the building and the space heating 
system (water volume, pipe lengths etc.) and variation 
in primary supply temperature.  

The model now makes it possible for example to inves-
tigate long time effects of a power failure for the build-
ing. In Figure 11 a power failure lasting for three days 
is simulated for the same building. 

      
20

40

60

80

100

T
em

p
er

at
u

re
s 

[°
C

] T
ps

,sim

T
pr

,sim

T
ss

,sim

T
sr

,sim

      
0

20

40

60

80

100

R
el

. v
al

u
es

 [
%

]

Q,sim

m
s
,sim

0 0.5 1 1.5 2 2.5
18

20

22

Time [days]

[°
C

] T
indoor

 
Figure 11 Simulation of a power failure lasting for three 
days 

The figure shows the obvious fact that the natural cir-
culation, once started, will go on at the same level after 
reaching a steady state.  The mean indoor temperature 
is also represented in the figure. 

5.2 Parameter variation 
In the modelling world it is possible to investigate the 
influence of different parameters and outer conditions.  

In case of a power failure the DH company can adjust 
the primary supply temperature level. As described in 
section 4.2.1 the magnitude of the natural circulation 
flow is dependent on the temperature drop in the radia-
tor system. In Figure 12 steady state results (the state 
after infinite time) from simulations with different pri-
mary supply temperatures are shown at different out-
door temperatures. In the upper diagram the relative 
heat load (natural circulation compared with normal 
operation) is shown. The lower diagram shows the 
mean indoor temperature.  
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Figure 12 Variation of primary supply temperature at 
various outdoor temperatures at steady state conditions 

The figure shows that by increasing the primary supply 
temperature the relative heat load increases, especially 
for outdoor temperatures above -10°C. At low outdoor 
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temperatures the effects of increasing the primary sup-
ply temperature to 120°C is small due to the already 
high supply temperature. 

The next diagram, Figure 13, shows the dynamic in-
door temperature at three different outdoor conditions. 
Also in this figure the influence of changed primary 
supply temperature is shown. 
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Figure 13 Dynamic indoor temperature at different out-
door temperatures and variation of primary supply tem-
perature 

5.3 Conclusions 
A complete model of a building with a hydronic space 
heating system connected to DH has been built up. 
Parts of the model have been improved and developed 
to make it possible to simulate not only normal opera-
tion using a pump but also natural circulation during a 
power failure. By comparing the results from simula-
tions with field studies good resemblance can be 
shown. A model makes it possible to study a building 
when changing input parameters, e.g. outdoor tempera-
ture. It is also possible to simulate the expected indoor 
temperature dynamic as well as at steady state in case 
of a power failure.  

The model will constitute an important tool in our fur-
ther studies regarding secure heat distribution during 
power failure. 

6. Acknowledgements 
The study was funded by the Swedish Energy Agency, 
the Swedish District Heating Association, the munici-
pality of Malmö, E.ON Värme Sverige AB and MKB 
Fastighet AB. 

References 
[1] Gummérus, P. (1989). "Analys av konventionella 

abonnentcentraler i fjärrvärmesystem" Doctoral the-
sis, Chalmers University of Technology. (Gothen-
burg, Sweden, 1989). 

[2] Hjorthol, E. M. (1990). "Optimization of Design Val-
ues in District Heating Substations by System Simu-
lation" Doctoral thesis, Norges Tekniske högskole. 
(Trondheim, Norway, 1990). 

[3] Näslund, M. (1959). “On the design of residential 
condensing gas boilers” Doctoral thesis, Lund Uni-
versity. (Lund, Sweden, 1997). 

[4] Persson, T. (2004). "Dynamic Modeling of a Domes-
tic Hot Water System Using Simulink" In Proceed-
ings of the 45th International Conference of Scandina-
vian Simulation Society (SIMS 2004). (Copenhagen, 
Denmark, 2004). 

[5] Persson, T. (2005). "District Heating for Residential 
Areas with Single-Family Housing" Doctoral thesis, 
Lund University. (Lund, Sweden, 2005). 

[6] Trüschel, A. (1999). “Värmesystem med luftvärmare 
och radiatorer” Chalmers University of Technology. 
(Gothenburg, Sweden, 1999). 

[7] Wollerstrand, J. (1993). “Fjärrvärme-abonnentcentra-
ler med genomströmningsberedare för tappvarm-
vatten” Licentiate thesis, Lund University. (Lund, 
Sweden, 1993). 

158



 1 

Abstract- The significance of overload in power system has 
increased substantially due to of consumption and ambient 
temperature rise. An important consideration when 
evaluating the impact of overload is their on power system 
ambient tem-and load. Transformers are major components 
in power systems. The increase useful lifetime and hence 
abnormal temperature rise. 
Existing standards give a procedure to determine the 
capability of an existing transformers subject to overload 
problem and ambient temperature rise based on 
conservative assumptions .in addition, the temperature oil 
rise of power transformer due to overloading and ambient 
temperature are estimated based on power and cooling 
system, and the average daily or monthly temperatures to 
which a transformer would be subjected while in service. it 
is the purpose of this research of this effort to quantify the 
decreased life time due to overloading and the 
corresponding temperature rise in transformers. This is 
accomplished using a 2-D FEMLAB Model adapted for 
cooling simulation in power transformers. [20-24].             

    Keyword: Transformer, Overload, temperature, Ambient, cooling 
Femlab                                                                          

NOMENCLATURE 

θ : Temperature ( C°  ) 
HX:  Heat exchanger 

:)(thθ  The windings hot-spot temperature 

:)(tαθ  The ambient temperature 

:)(thθ∆  The hot-spot temperature rise, depending on the 

load, nameplate rating and type of cooling of the 
transformer 
T   : is given degrees Celsius (° c) 
M/s: Meter per second 
U: fluid velocity 
P: pressure field 
ρ : density 
η : Viscosity 
C: specific heat capacity  
Q: heat power per unit volume 
2-D: two dimensions 

Introduction 
Oading of power transformers at their nameplate 
capacity does not always match their loading capacity. 

In [1], an effort to determine loading capability of power 
  
       Corresponding Author; S. Firouzifar PhD student at Mdh     
University,Dept. of public technology, Malardalen University, 

Transformer based on their maximum windings 
temperature and not on their rating nameplate capacity, 
various simulation thermal models have been developed up 
to now to determine the windings hot-spot temperature 
.This temperature is being used not only for the calculation 
of the permissible overloading but for the aging of the 
power transformers as well [2, 3, 4]. IEEE Thermal aging 
of power transformers is a result of their insulation 
deterioration .This deterioration is cumulative, depending 
on the temperature and the corresponding time interval, 
this is why the variation of the windings hot-spot 
temperature vs. time should be taken into account, and  not 
only its maximum value, to determine transformer ageing. 
This variation is given from the expression: 

θ h (t)= θα (t) + ∆θ h (t)…….. (1)                               

Rise in electric power consumption increased the power 
transformer loads by %16.3 during year 2006 in provinces 
of Mazandaran. Over loading generates high temperature 
within the power transformers. Over loading and over 
heating of power transformers combined with high ambient 
temperature caused long black outs and major equipments 
damages in province of Mazandaran during summer of 
2006.  
          Maximum allowable loading and overloading are the 
most important parameters for the power transformers. 
Depending on how long a power transformer is under a 
certain load or overloaded and ambient temperature rise 
they generates a considerable amount of heat internally. 
The internal heat generated in turn reduces the life of the 
power transformer insulation this reduces the life of the 
power transformer. Rise in internal temperature depends on 
amount of load, the time that the transformer is under load 
or amount of over load and the ambient temperature. 

This paper shares general and practical information 
concerning observation of heat generation in power 
transformers due to overloading. It evaluates the effect of 
ambient temperature on over heated power transformers. 
To carry out these tasks IEC-354 standard were used. Data 
collected from regional meteorological center was used to 
evaluate the effect of the ambient temperature on the power 
transformer performance.  
          The ageing rate of power transformers determined 
using IEC & BS standard and guidelines for loading of the 
oil filled power transformers. 
 
1-overload and ambient temperature 
1-1-2-Loading beyond nameplate Rating 

S. Firouzifar, J, Mahmoudi 
M.D.H University of Vasteras , Sweden 

sfirouzifar@yahoo.com 

Assessment of Power Transformer cooler with 
FEMLAB  

L 

159

mailto:sfirouzifar@yahoo.com


 2 

        With the exception of generator-transformers .the load 
imposed on transformers varies between a higher level 
within the day and during the year .the most critical 
limitation in the loading of a transformer is the temperature 
reached in the hottest area of the winding, named Hot-spot 
temperature, Every effort should be made to determine this 
temperature with accuracy .As the size of transformer 
increases. The hot-spot temperatures are more difficult to 
determine correctly. 
        With loading values beyond the nameplate rating, are 
not exceeded for current I, hot-spot temperature hθ  and 
metallic parts in contact with insulating materials and top-
oil temperature. 
      The loading of the transformers beyond the nameplate 
rating cause the aging of the nameplate rating cause the 
aging of the insulation materials and the loss of the life 
expectancy, which is discussed in the next parts . As shown 
in table (1) below, overloading is the biggest problem in 
M.R.E.C. [19] 
 

Table (1): transformers overload in (M.R.E.C) sub-station [19] 
 

transformers transformers transformers 
row No. of transformers 

63/20(kv) 230/63(kv) 400/230(kv) 

No. of transformer in 
1 

 iran 
2304 467 95 

No.of transformer 
2 

 in mazendran 
130 20 8 

No. of transformer in  

more than nominal  3 
 load mazendran 

61% 65% 76% 

No. of transformer   
over  load 4 
 more then(120%) 

37% 34% 27% 

 

 
 

Fig [1]: A power transformer in a 63/20 KV substation, West of 
Mazandaran 

 
1-2- Ambient temperature in M.R.E.C 
       Regional meteorological center in Mazandaran 
province have total of 23 Synoptic stations, 183 rain 
evaluation stations and 27 climatology stations. These 
stations collect meteorological data from environment 
hourly bases. Meteorological stations in Ghaemshar, 
Ramsar, Noshar, Babolsar, Gorgan and Gonbad store the 

meteorological data of past 25 years from Mazandaran 
province. 
       Ambient temperature is an important factor in 
determining the load capability of a transformer since the 
temperature rise for any load must be added to the ambient 
to determine operating temperature. Transformer ratings 
are based on a 24h average ambient  of 20°c. whenever the 
actual ambient can be measured ,such ambient should be 
averaged over 24h ,and then used in determining the 
transformer's temperature and loading capability of the 
ambient air temperature seen by a transformer and the air 
in contact with in radiators or heat exchangers. 
It is often necessary to predict the load that a transformer 
can safely carry at some future time in an unknown 
ambient. The probable ambient temperature for any month 
may be approximated from data in reports prepared by the 
national or local atmospheric authority for the sections of 
the country where the transformer is located. [8, 9] 
      At different locations on earth, the average of 
variations in the ambient temperatures over a day, month 
or the whole  

Fig [2]: Load, ambient temperature and transformer 
temperature M.REC substation 

 
Year varies due to the rotation of the earth on its own axis 
in  
24h and around the sun in a year. The temperature 
variations over a day are plotted for the most of the world, 
but in Mazandaran state the variation observed are found 
close to sinusoidal. 
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Fig [3]: Typical monthly ambient variation 

That will appear as 365 sinusoidal ripples on the yearly 
sinusoidal variations which is very bad news for M.R.E.C.  
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 3 

1-3- Effect of ambient temperature on useful life of the power 
transformers 
       The most important parameters in computation of 
temperature build up in power transformers dielectric are 
the ambient temperature and the cooled airflow from the 
cooling system. Unfortunately, when ordering a power 
transformer most companies indicate the maximum 
absolute temperature as ambient temperature. 
        They believe that loading the ordered power 
transformers with maximum absolute temperature and 
nominal power is possible during the predicted lifetime of 
the power transformer. Based on IEC-354 standards, if hot 
spot temperature of the wire winding hot spot at the time of 
the loading is 98oC regardless of ambient temperature the 
relative aging of the power transformer is one. 
        For every 10oC increase in wire winding hot spot 
temperature within limit of 98oC < Υh < 140oC, either 
caused by ambient temperature or by loading conditions the 
aging rate of the power transformer doubles. Oil 
temperature and wire winding hot spot temperature of 
power transformers should not exceed 105oC and 140oC 
respectively. In order to derive the aging rate of the power 
transformers to one, power transformers must operate 
within the average yearly ambient temperature with 
specified nominal loading. When ambient temperature 
drops below average yearly ambient temperature the aging 
rate also drops blow one. In this condition it is possible to 
load the power transformers beyond the specified nominal 
loading so long as the wire winding hot spot temperature 
does not exceed more than 98oC. If ambient temperature is 
higher than average yearly ambient temperature 
transformer load must be reduced to keep the wire winding 
hot spot temperature at 98oC.  
       If the above loading pattern during a year is not 
acceptable. If it is desired to keep the loading of the power 
transformer at nominal during all seasons of a year; Then 
in hours of a year when ambient temperature is lower than 
average yearly ambient temperature the aging rate of the 
transformers are less than one and vice versa. This gives 
the total aging rate of one for the year that the power 
transformer load kept at nominal constantly. In another 
word over loading a power transformer operating in its 
designed environment accelerate its aging rate.  It is not 
recommended by any standards including the IEC. Power 
transformers designed to operate at higher ambient 
temperature than their geographic location have capacity to 
accept load more than their stated nominal load. 
      For power transformers to live for 30 to 40 years given 
they operate at 98oC which is equivalent to 20oC at 
nominal loads, IEC-354 standard gives the allowable 
loading limit in per unit for power transformers in different 
ambient temperatures according to their nominal power [1]. 
Loading guideline is for power transformers according to 
IEC-354/1991 for hot spot temperature less than 140oC. Fig 
2&3 presents the temperature variation of the different area 
for provinces of Mazandaran  
 
2-.Technique for simulation of temperature [20-24] 

         The principal factor in determining the thermal 
rating, and thus the loading capability and ambient 
temperature of transformers, was the average rise of the 
winding. This temperature rise was determined by 
simulation and the change when in oil temperature when 
the oil velocity was increasing to the transformer. The 
temperature rise was changed when it was discovered that 
the hottest-spot winding temperature gives a better 
indication of how the load affects the life expectancy of a 
transformer [20-23]. 
       However, the hottest-spot temperature cannot be 

measured directly because of the hazard of inserting 
temperature sensors directly into the windings. As a result, 
numerous methods have been developed to calculate the 
hottest-spot temperature, but these are very complicated. The 
winding and oil temperature of a transformer are measured 
with a fiber optic temperature measurement system. Although 
the sensors are not located directly in the hottest-spot of the 
winding, significant results can be obtained. Assuming a 
conventional ONAN transformer design according standard 
using cellulose insulation and mineral oil also  of life table 
can be constructed for a rang of overloads and varying 
periods of timeout overload. Table (4), 

3- Cooling transformers 
The transformer is normally cooled by natural convection 
(via the ambient air) or forced convection (a fan attached to  
The wall of the radiator) 
       The efficiency of the air – side heat transfer in a 
transformer radiator is a primary consideration when 
determining the best heat exchanger for a particular 
application. Further more, air–side heat convection is 
typically the limiting factor affecting heat performance of a 
heat exchanger. The convective heat transfer equation is 
proportional to surface area of the fins or bodies subjected 
to the airflow. 
       In order to improve the modeling of the natural 
convection problem, an independent geometrical model of 
the surrounding air will be created and considered 
separately. The continuity of mass flow, temperature and 
heat flux a long the interface between transformer and air 
will be enforced by an iterative procedure. This procedure 

Table 4, loss of life in power transformer[25]  

load 
% 

rated 

Hot spot 
temp, °c 

at 
amb.20°

c 

Top oil 
temp 
.°c 

% Time at over load 

   5 10 20 
100 98 76 0 0 0 
110 104 78 1.5 2.5 5 
120 110 85 2.5 5 10 
130 116 87 5 10 20 
140 122 94 10 20 >40 
150 127 98 20 >40 >40 

   
loss of life in years 

over normal 

   
Power transformers 

life of 29 years. 
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will allow us to calculate and then prescribe local heat 
fluxes to the external walls of the transformer. The 
numerical results obtained with the numerical model will 
compared with experimental measurements .On the basis of 
hydrodynamic theory and of data obtained by simulated 
with FEMLAB a method will be presented for calculating 
the overall flow and its components through the 
transformer Radiator. Following a hydraulic calculation .It 
is possible to suggest suitable design adjustments to render 
the temperature - rise increments, thus achieving optimum 
utilization of the circulating oil. The calculated oil 
velocities in the transformer radiator permit the heat - 
transfer coefficients to be determined reliably; the oil/air 
temperature gradients can be established from the known 
rates of oil flow through the ducts of the coolers. 
       The optimal configuration will be approached by 
determining the optimal radiator geometry. In brief, 
optimal means to have a batter heat exchanger that those 
are currently available in the market. In addition to high 
efficiency and thermal performance issues such as 
manufacturing cost, ease of manufacturing, as well as 
weight and size reduction Of the HX must be taken into 
consideration. 
4- Prepared program in FEMLAB software [24] 
      Using the equations and data collected from ambient 
temperature changes, overloading data collected from the 
power transformers and also power transformer 
specifications, a computer program was developed to 
simulate the hot spot location and the oil temperature rise.  
The model uses two stationary application modes to 
simulate the problem: 
1- Non-Isothermal flow  
2- General heat transfer 
"It simulates non –isothermal flow with the Navier-stokes 
equations that describe the fluid velocity and pressure field, 
in this case density and viscosity are temperature 
dependent" 
ρ( u.∇) u =∇.[-PI+ η[(∇u+(∇u)] – (2η/3)  
(∇.u)T] + ρg ∇. (ρu)  =0 ……. (6) 
The General heat transfer application mode is based on a 
general energy balance:                                         
   ∇ . (-k∇T)=Q- ρ Cp u. ∇T ………  (7) 
Following are the temperature dependencies of viscosity, 
density and specific heat capacity in this model (this 
information comes from the producer of the transformer 
oil)  
*Ρ =875.6-0.63 T 
 
*y = ρ10  
*Cp = 1960+4.005T 
 
1-4.Design approche 
              Using the equations and data collected from 
ambient temperature changes, overloading data collected 
from the power transformers and also power transformer 
specifications, a computer program was developed to 
simulate the hot spot location and the oil temperature rise.  

The developed program helped to find a suitable cooling 
system for overloaded power transformers for nine areas in 
Mazandaran province of Iran. This program helps us to 
distinguish the kind of the applicable cooling in different 
ambient conditions and transformer load. For this case we 
clarify the cooling kind for transformers, sub transmission 
and transmission substation with the entering ambient 
temperature and kind of insulation in order to make us able 
to calculate aging insulation rate; for example; the hot spot 

is obtained at 98 °
c 

and aging rate is obtained at 0.092. 
With consideration to plot temperatures a function of oil 
velocity, for the simplified model used in this example the 
temperature characteristics is plotted in Fig [4] as a 
function of oil velocity in cooling. Oil temperature will be 
decreased and oil velocity started of 0.001 [m/s] and 
continue until 0.4 [m/s]. Proposed stop at  
0.2 [m/s] that maybe, practicing beholds relay at over than 
0.2[m/s] oil velocity .with decreased oil temperature in 
power transformer modify viscosity and density. Shown in 
fig [4].By using various simulation software's such as 
FEMLAB , we can reach the provided primary design. For 
preventing the reduction of power transformers normal life 
we have to use novel cooling system. {According to Figures 
[5, 6, and 7], Transformer cooling [2] This has been 
developed to provide an alternative, Non-invasive Solution 
to the problem of overload and ambient temperature rise 
.rather than significantly altering the morphological level 
of the novel cooling system. Novel cooling utilizing the 
base of parametric understanding of the phenomenon, 
together with recent advances in morphological level and 
software level of simulation in FEMLAB 
environment.[2].changes only the operation of the system 
.[3,4]with fig  [8] could modify exist cooling system .  

Fig [4]: plot of temperature as a function of oil velocity for the 
Example. 
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 5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Fig[8]: topic of simulated radiators 
                           With FEMLAB software 

 
1-5. Boundary conditions-General heat transfer [24] 
             There is a power transformer module in 
FEMLAB software.. We used of FEMLAB 
Environment. and put boundary conditions General 
heat transfer in software FEMLAB. This program set 
according to table (3). of course whit consideration to 
IEC- 354/standard. 
1- From the metaphysics menu select General heat transfer  
2- From the physics list choose 1, then in the boundary 
condition                                         
   Edit field select axial symmetry. 
3- Select boundaries, and assign them the temperature 
boundary Condition. In the to edit field for temperature 
enter T-0 
   (Note that the value of T-0 is given in degrees Celsius). 
4- Select boundaries, and assign them the convective flux 
   Boundary condition. 
 5- Select boundaries, and assign them the thermal 
insulation    Boundary condition. They click "Ok" 
 
 
 
 
 
 
 

 
options/constants 

name expression value 

T_0°
c
 105 105 

eta -air 60-6+4e8*2018e-6 6.00E-06 
K-air 10000 10000 
Cp-air 1006 1006 
R-air 2000 2000 
Po 1.00E+05 1.00E+05 
Q-SOUR 1 1 
kfl 0.125 0.125 
ks 383 383 
Vo(M/s) 0.008 0.008 
QS 1 1 
rho-air p/(R-air*T-air) 2.5 
P 100000 1.00E+05 
V-air(M/s) 10 10 

T-air °c 20 20 
 

 
Fig [6]: simulation surface: temperature Height: 
temperature of power transformer cooling In FEMLAB 
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 Yes  Yes 

 No 

 No 

 
Fig [7]: simulation of power transformer cooling 
 In FEMLAB 
 

CONCLUSION 
  Overloading the power transformers according to IEC-354 
standard especially in emergency situations for long or 
short period of time at high ambient temperature can 
weaken the power transformers and reduce its effective life. 
       It can generally be said that one of the most important 
reasons early aging of transformers insulation system, is 
the problem of over current and overheat due to the 
increase of environmental temperature. 
By using the FEMLAB simulation software, can somewhat 
improve the existing cooling system to prevent insulation 
early aging in transformers. 
        With the help of temperature simulation in FEMLAB 
software, a design can be implemented so that we may have 
heat without early aging of the insulation.     
      1. Than, we can conclude that the simulation project 
will help remarkably the transformer cooling system 
       2. Considering the kind of material the morphological 
level and the dimensions of Radiators can totally modify 
%17 the cooling system. 
       3. If more studies are carried out on the design of 
cooling system a cooling system can be designed to modify 
%45 the situation. In this case the existing cooling system 
should be changed to a greater extent.  
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Abstract

Traditionally plant design- and process simulation ap-
plications are separated, but increasing use of simula-
tion  to  support  design  and  validation  drives  to  find  
means for integration. We propose an ontology-based  
method for combining 3D plant modelling, large scale  
process simulation, and visualization. The use of onto-
logies allows clear distinction of a plant model and a  
simulation  model,  which  enables  multiple  simulation  
models and simulation types to be used with the same  
plant model. Another contribution is that the same user 
interface  and  same  visualization  techniques  can  be  
used with different simulators.  

Keywords: 3D Industrial plant modelling, process sim-
ulation, visualization, ontology

1. Introduction
Use  of  simulation  has  increased  in  process  industry. 
Plants are getting more complicated, and need for ad-
vanced methods for complex system design is growing. 
Today it is common that when new plant is designed, 
designs are tested and verified using simulators. Typic-
al simulators contain their own user interfaces and their 
own data structures, and transforming modelling data 
to  simulator  compatible  form  is  seldom  automatic. 
Usually a plant model has to be redone for the simulat-
or.  This  makes the  use of  simulators  more laborious 
and more error prone. In typical case, various systems 
in plant  are  modelled  with  different  software,  which 
further increases the risk of error.  

Currently, the most common way to create a model 
for process simulation is to use two dimensional dia-
grams.  At  the  same  time,  nearly  all  new plants  and 
changes to old plants are designed with some 3D mod-
elling software. Combining 3D modelling with simula-
tion combines advantages from both: Two-dimensional 
diagrams cannot show physical properties of the mod-
elled process, but 3D models are similar to real world 
objects.  3D-modelling  comes  especially  handy  when 
sizes of objects are needed by the simulator. In 2D-dia-
grams numbers  must  be given explicitly,  whereas  in 

3D-modelling all dimensional values are already in the 
modelled process. 

Because simulators are used for testing and verify-
ing the functionality of the modelled process, it is more 
practical to include simulation within the plant model-
ling software. This would allow an engineer to test his 
design  earlier  and  improve  his  understanding  of  the 
modelled process and its behaviour. The improved un-
derstanding leads to better design practices and results 
in  savings  in  time  and  money.  In  understanding  the 
process  and its  behaviour,  visualization  is  important. 
Animations and other visualization techniques can im-
prove perception of simulation results over text-based 
numeric information or separate 2D graphs.

Ontology-based  knowledge  representation  has 
gained popularity because of its flexibility and express-
ive power. Here using the ontology-based approach has 
critical advantages: 3D modelling user interface does 
not have to be bound to any particular  simulator nor 
any particular  simulator type. Instead,  simulators can 
be linked to 3D model’s data structures, and the same 
visualization package can be used with many different 
simulators and the same 3D model with multiple simu-
lators. This is required, because different simulators are 
used in different stages of the modelling process: First 
mass and energy balances are simulated using steady 
state simulation; later dynamic simulation can be used 
for  various  purposes,  including  testing  plant’s  beha-
viour in changing conditions, and in operator training.

2. Related work

Gruber[1]  uses  ontologies  for  knowledge  sharing. 
Uschold and Gruninger [2] use them for communica-
tion,  inter-operability,  and  systems  engineering.  Ac-
cording to Guarino [3], ontologies can be used as data-
base components, user interface components, and ap-
plication program components either development time 
or run-time.  Ontologies have become popular in sever-
al  scientific  areas  including  Artificial  Intelligence, 
Computational Linguistics, and Database Theory. 

Kalogerakis, Christodoulakis, and Moumoutzis [4] 
present an interoperable framework for integration of 
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virtual reality scenes and semantic information. Their 
system  uses  several  different  semantic  mappings 
between information model and graphical model.  For 
instance,  “equivalence”-relation  describes  that  every 
NURBS curve  represents  a  membrane  or  a  polygon 
mesh represents a component in a specific shell. Link-
ing graphics to  domain concepts  works with domain 
independent mapping relations and intermediate map-
ping classes, which allow interpreting relationships al-
ways the same way.  Park [5] uses ontologies to com-
bine dynamic models used in simulation to geometric 
models of the phenomena being modelled, calling the 
methodology as integrative multimodeling. With integ-
rative multimodelling,  the  user  could bind geometric 
models  to  simulation  model,  and  then  visualize  the 
simulation. Lehtonen and Karhela [6] combine process 
simulation  and  active  diagrams  with  ontologies.  The 
system used ontologies and rules to generate simula-
tion model from graphical model (diagram), and then 
visualizes the simulation with animations. 

Rohrer [7] shows how visualization provides better 
means  to  understand  behaviour  of  simulated  model. 
The main reason is that the models of manufacturing 
simulations tend to be complex and counter intuitive, 
but visualization is a natural way to communicate a lot 
of information between computer and its user. Quick et 
al.  [8]  develops  a  system for  manufacturing  simula-
tions and visualizations. The system contains a library 
of reusable models of equipment and animation meth-
ods. The user could use those to create manually or in 
some cases automatically a visualization model for the 
simulation. Animations are bound to event-based simu-
lation and it could visualize for example movements of 
a forklift. 

3. Ontologies and mappings

Before we can create an ontology for 3D plant model-
ling,  we have to choose base ontology;  the ontology 
that describes concepts, like classes and instances, ba-
sic concepts that are needed in information modelling. 
Instead of using existing ontology languages, we have 
developed our own language called Layer0. Layer0 is 
similar  to  OWL Full  (Web Ontology Language)  [9], 
but while OWL uses open-world definitions, where on-
tologies can contribute new concepts to other ontolo-
gies, Layer0 uses closed world semantics. This enables 
more stable  environment,  where concepts  remain the 
same. Other Layer0 specific features are separation of 
real-time data from modelling data, which is used with 
simulation engines.

Our  purpose  is  to  distinct  graphical  model  of  a 
plant from its simulation models. At the same time we 
need a way to describe 3D graphical models of plant 
equipment  and  their  animations.   Instead  of  solving 
these separately, it is beneficial to use common repres-
entation for 3D graphics. We use X3D [10] specifica-

tion as a basis for our ontology. Using ontology gives 
better  ways to describe relationships between objects 
and properties than X3D; therefore its concepts are not 
just  copied to  ontological  format.  Basic  design prin-
ciple in 3D modelling ontology is that it supports only 
those features that are necessary, and other features can 
be added by creating new ontologies. This goes accord-
ing to the ontology design principles [1], where minim-
al ontological commitment is considered as good fea-
ture that enhances re-usability of ontologies. Therefore 
created  base  ontology for  3D graphics  contains  only 
minimal set of the features that X3D supports.

Created 3D graphics ontology is used as basis for 
CSG  modelling  ontology  (Constructive  Solid  Geo-
metry) and 3D plant modelling ontology. CSG model-
ling  is  used  for  describing  shape  of  equipment,  and 
while it restricts freedom for 3D modelling compared 
to polygon modelling or B-Rep modelling (Boundary 
representation),  it  provides  all  necessary  features  for 
equipment modelling.   

Similarly as 3D graphics ontology, concepts of 3D 
plant  modelling  ontology are  based  on previous  tax-
onomies. Here we use combination of names and con-
cepts from commercial  plant  modelling products  and 
from ISO 15926 [11,12], but in very reduced form. For 
example, ISO 15926 defines thousands of concepts that 
are related to process industry, but using all of them 
would complicate our design without giving any real 
benefits.  The  plant  modelling  ontology  is  extended 
from the 3D modelling ontology, giving it 3D model-
ling capabilities.

Since the main purpose 3D plant modelling is to 
act as a user interface to process simulation, the simu-
lation model  must  be generated according to  the 3D 
model. Our purpose is not to create our own simulator, 
but instead, in the long run, use existing simulators, for 
instance simulators developed at VTT [13]. The prin-
ciple  here  is  that  an  ontology,  which  describes  data 
structures of a simulator, is created for each used simu-
lator, and then, with mappings, system will automatic-
ally generate simulation model when the user creates 
3D  model.  As  general,  mappings  can  be  divided  to 
one-to-one mappings, where single concepts are linked 
to  each other.  For  example  diameter  of  pipes  in  3D 
model is linked to diameter in simulation model. More 
difficult  cases  are  one-to-many  and  many-to-many 
mappings, which link a group of concepts to each oth-
er. One good example is that when 3D model is linked 
to simulation model, multiple pipelines in 3D could be 
described  as  single  connection  in  simulation  model. 
More detailed discussion can be found in [14]. 

4. Visualizations

The most intuitive way to visualize behaviour of equip-
ment is either mimicking their natural behaviour or to 
use colours to represent some information about them. 

167



For  instance,  visualizing  tank  fill  with  an  animation 
that changes liquid’s height inside the tank is natural to 
every user and requires no further explanation (Figure
1). Sometimes this is not enough, for example, while 
status of a valve can be visualized by animating the po-
sition of its handle, the handle will most likely be too 
small to be seen from long distances. Because under-
standing of the behaviour of the simulated process re-
quires that some part of the process can be seen at the 
same time, it may be more practical to visualize state 
of the valve by changing its colour. Since the colour of 
equipment can visualize multiple different properties, 
the user must be responsible for binding the animation 
to a simulation value. Animations bound to natural fea-
tures are different, for instance, the fluid height chan-
ging  animation  is  only  useful  for  visualizing  fluid 
height.

Figure 1. 3D model of a tank visualizes liquid level.

Animating just equipment will not bring complete 
visualization of a process plant: also flows inside pipes 
are in critical part. Therefore we need means to visual-
ize  flows.  Similarly  as  with  equipment,  flows  may 
have  multiple  properties  that  the  user  may  want  to 
visualize. The most common of them is probably mass 
flow, but other properties,  like temperature and pres-
sure are also important. Various techniques exists for 
flow visualization in 2D and in 3D [15], but most of 
them are not usable in visualizing a flow in pipe, which 
is  essentially 1D flow in 3D space.  Only techniques 
that we considered useful were glyphs and particle an-
imations. Glyphs have proven useful in depicting spa-
tially complex, multivariate data, because their graph-
ical properties, such as colour and size, can be bound 
to visualized data. They can be seen in weather fore-
casts in TV, where arrows indicate wind direction and 
temperature.  Particle  animations  are  probably  more 
realistic visualization of flow, since flow velocity can 
directly be mapped to particle velocity, it requires con-
stant  updates  of  positions  of  particles,  which  can be 
computationally demanding. 

Figure 2 shows overall data model, including a 3D 
plant model, references from plant model to equipment 
models in a library, and a simulation model generated 
from the plant model. The figure also shows how an-
imations  can be chosen for  each piece  of  equipment 

and how their  animation can be bound to simulation 
values.
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Figure 2.  Overall data model. Model is divided to 3D 
plant model, component library containing animatable 
models of equipment, and simulation model.

5. Implementation Environment
Simantics is ontology based modelling and simula-

tion  platform developed  (and  is  still  under  develop-
ment)  by  Semantics  Models  research  team  at  VTT. 
Design principles and history of  the platform can be 
found in  [16].  One of the key concepts of Simantics 
platform is separation of modelling data, simulation al-
gorithms, and real-time data access. With this separa-
tion, the platform is capable of supporting multiple dif-
ferent  models  and  multiple  different  simulation  al-
gorithms, with their  own data structures,  at the same 
time.

Simantics platform is multi-user modelling envir-
onment, hence it consist of two components: client ap-
plication and server (Figure 3). Server, called ProCore, 
is decentralized, versioning triple storage, where all cli-
ent  applications  are  connected.  Client  application, 
called ProConf, is built on top of Eclipse RCP (Rich 
Client Platform) [16].

To  support  modelling,  Simantics  uses  semantic 
graph,  and  its  base  ontology  is  previously  described 
Layer0.  It  also contains  set  of  foundation  ontologies 
that provide basic concepts required in simulation and 
modelling, but were separated from Layer0. These in-
clude math, equations, units, structural modelling, and 
mapping. Math-ontology contains currently only com-
plex numbers, Units-ontology contains units and con-
version functions between them, and it allows user in-
terface to use any units that user wants to use without 
breaking  editors  or  simulators.  Equations-ontology is 
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extensible mechanism for handling mathematical equa-
tions. For instance, it is used in 3D modelling for para-
meterizing equipment models;  A tank may have dia-
meter and length properties that  user can change and 
geometric representation of the tank is changed accord-
ingly. Structural modelling ontology provides mechan-
ism for reusing instance data of models, while provid-
ing unique property values for re-used parts. It is critic-
al part for reducing required storage space, especially 
with simulation models, which typically contain com-
plex property definitions.

Extension

ProConf ProConf

ProCore

ProCore

ProCore

Extension

Figure 3. Architecture of Simantics Platform

Eclipse, which is used for user application, is plug-
in  based;  core  components  contain  only  OSGi-based 
plug-in  managers,  which  are  capable  of  loading  and 
unloading plug-ins when needed. Whole Eclipse-based 
application is just a set of plug-ins, which use each oth-
er’s services to provide functionality that user needs. 
Plug-ins can use services of other plug-ins two ways: 
either extending other plug-in and its classes, or adding 
new functionality to existing plug-in using Extension / 
Extension Point mechanism.  For ontology based pro-
gramming Eclipse’s plug-in architecture suits perfectly 
because  the  editors  related  to  an  ontology  can  be 
loaded only if the ontology is used,  which decreases 
memory footprint of the program, when the user needs 
only few of the all available ontologies to do his tasks. 
An  other  way,  how  Eclipse’s  plug-in  architecture  is 
used, is that when an ontology extends concepts of an-
other  ontology,  it  can  provide  code  that  can  handle 
those extended concepts by using the Extension Point 
mechanism.

For simulators, platform provides Extension mech-
anism. Extensions are client  applications to ProCore, 
similarly as ProConf, but they are not tied to Eclipse 
and do not contain user interface. The most common 
use for the extension mechanism is simulators; exten-
sions can be either registered to ProCore and it is able 
to launch them when needed, or extensions can be at-
tached as part of local ProConf installation. Simulation 
data  transfer  between  extensions,  ProCore,  and  Pro-
Conf is done with Value Sets, real-time data access in-
terface of Simantics platform. Value Sets are separated 
from triple database, and therefore are capable of trans-
ferring much larger amount of data.

Since ProConf is used for simulation, data visualiz-
ation capabilities are one of required features of such 

platform. ProConf contains data visualization package 
called Webmon (Web technology based process data 
monitoring tool). Webmon is  extensible  visualization 
package, where new visualizations and data connectiv-
ity capabilities can be added as plug-ins. Currently im-
plemented  visualizations  are  2D trend,  binary signal, 
2D curve, 3D trend, 3D surface, and 4D surface (Fig-
ure 4). Webmon can retrieve data from OPC XML-DA 
servers [17], import and export ASCII-based files, typ-
ical in automation systems, import data from and ex-
port  data  to  historian  server.  Similarly  capability  to 
read data from Simantics’ ValueSets has been added to 
Webmon, which allows it to visualize any simulation 
that is run in Simantics environment.

Figure 4. Data visualization component of Simantics. 

6. An Example Case: Bleaching Line

As a practical use case, Process Editor is used for mod-
elling a bleaching line that is part of a pulp mill. Own 
ontology is developed for this case. Ontology contains 
equipment that is needed to model the process (bleach-
ing  tower  and  washer)  and  mappings  that  generated 
simulation  model  from  3D  plant  model.  Simulation 
model itself is divided to multiple ontologies, one de-
scribing  basic  flowsheet,  one  describing  concepts  of 
multiphase chemistry, and one specific to this simula-
tion case, dubbed as Vista ontology. Name Vista comes 
from the name of project where multiphase chemistry 
simulation algorithms were developed [18].

Before mapping between 3D plant model and sim-
ulation model could be created, simulation models had 
to  be  linked  to  equipment  models.  While  simulation 
model of a bleacher were implemented with a custom, 
algorithm  [19],  simulation  of  a  washer  was  handled 
with  more  generic  model.  Therefore  its  simulation 
model  had  to  be  modelled  with  diagramming  tools 
(Figure 5) before ontology for the test case could be 
created. The actual simulation model is generated by 
cloning  flowsheets  attached  to  equipment,  and  then 
linking ports in flowsheets to nozzles when the nozzles 
are connected to each other with pipelines. As a sum-
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mary, one piece of equipment is always mapped to one 
flowsheet, and one pipeline to one flow. 

Figure  5.  Multiphase  chemistry  model  of  a  washer 
modelled with ProConf’s diagramming tools [20].

Figure 6 shows visualization of the bleaching line, 
where particle effects are used for visualizing flows in 
pipes: colour of particles show cleanliness of the pulp 
and velocity of the particles is mapped to mass flow in 
the pipes. Effect of the first reactor can bee seen right 
from the image: particles are red when they enter the 
reactor and particles coming out of the reactor are viol-
et. Difference of mass flow rates is much harder to see, 
even when pulp’s mass flow is 190 Kg/s and water’s 
mass flow is 295 Kg/s. 

The problem of particle effects shows in the figure; 
particles are very hard to see at large distances. Anoth-
er  problem,  which  cannot  be  seen  in  the  figure,  is 
frame  rate  dependency  of  the  particle  effects:  When 
computer cannot render visualization fast enough, not 
only seeing velocity of mass flow is hard, but also see-
ing direction of mass flow is impossible. This problem 
was hit  when visualization was used in a laptop that 
used power saving mode, and its graphics processing 
capability was significantly reduced.

While particle effects  give rather  vague informa-
tion about the simulation, text based monitors, which 
appear in the figure, can show precise numerical data. 
When the user enables monitors, simulation data from 
equipment that user is pointing is shown. Monitors can 
be configured, and here it is set to show mass flow rate, 
pH, and Kappa value of flows.

Test case showed that implemented animation fea-
tures are not enough for all cases. The simulation mod-
el of reactors can provide Kappa in multiple points of 
the  reactor.  Simple  colour  change  animation  can 
change the colour of the whole object, and cannot cre-
ate a colour gradient over the surface of model. Now 
Webmon’s 2D curve and 3D trend plots were the only 
way to visualize kappa value’s change inside reactors.

Figure 6.  3D model of a bleaching line with visualiza-
tion of simulation results.

7. Future work

One of the main challenges for ontology based simula-
tion environment in the future is scalability. As the ex-
ample case of bleaching line shows, ontology based ap-
proach creates large amount of triples even for simple 
models. The future vision for Simantics platform is to 
use it as a user interface for VTT’s own process simu-
lation solvers, Apros and Balas. This sets a challenging 
goal for scalability: currently Apros has been used for 
simulating nuclear and conventional power plants and 
paper and pulp mills. These models may contain hun-
dreds, if not thousands of equipment, and many kilo-
metres of piping. When all that is described in ontolo-
gical  format,  database  will  contain  several  hundred 
million triples. Therefore the example test case is just a 
tiny fraction of what the system should be capable of 
handling.

Work for this has already been started.  Unneces-
sary  relations  have  been  removed  from Layer0,  and 
that reduces amount of triples needed by the models. 
Caching  algorithms  of  ProConf  have  been  re-imple-
mented: Now it contains only one cache and it can also 
release cached triples. There has also been discussion 
of packing properties; instead of storing all relations, 
structured property is stored using arrays. This would 
reduce  amount  of  triples  especially  with  simulation 
models.  Also  clustering  capability  for  ProCore  has 
been implemented. This allows distribution of triples to 
multiple servers, reducing workload of one server.

If the scalability issue for triples can be solved, the 
next  limit  will  be  graphics.  Designed caches of  Pro-
Conf will allow it to handle larger models that will fit 
to  the  computer’s  memory.  When a  whole  industrial 
plant is modelled, that is also required from graphical 
editors.  When user is modelling the plant,  it  is more 
practical  to filter unnecessary objects from the view, 
but when whole plant level simulation is visualized, the 
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case is bit different. It depends on the user and what he 
wants to do: he may want to simulate the whole plant 
but is interested in only one section of it. Then similar 
filtering can be used, but when the user wants to just 
browse the plant and see everything, dynamic loading 
and unloading of graphical models is required.

8. Conclusions

The industry uses process simulators e.g.  for process 
and automation design, control system testing and for 
training  and  support  of  operators..  Modelling  and 
designing applications are currently separate from the 
simulation applications, and that leads to manual input 
of  configuration  data  to  simulator.  Combining  the 
design application and simulators into a single package 
provides  means  to  tackle  this  problem.  The designer 
can use simulators without extra effort and without in-
formation loss in the translation process.

3D industrial plant modelling has been widely ac-
cepted by the industry, and most of the new plants are 
designed  with  some  3D  modelling  software.  When 
compared  to  traditional  2D process  simulation  tools, 
3D graphics  provide  more  lifelike  view of  the  plant 
that benefits designers and end users.

We  studied  how  3D  industrial  plant  modelling, 
process  simulation  and  visualization  could  be  com-
bined  with  ontologies.  Ontology-based  approach  was 
proven useful mechanism to break coupling of the user 
interface and the actual simulator. The visual model is 
separated  from  the  simulator  model,  but  since  both 
models  are  in  the  same  database,  simulation  can  be 
configured through the 3D model. Therefore different 
simulators can be easily added without changing any-
thing in 3D modelling and visualization.

Used  visualization  techniques  provide  means  to 
better understand the behaviour of a simulated process. 
When compared to traditional text based monitors and 
graphical  trends,  animations  are  more  intuitive  and 
faster to interpret.  When more precise information is 
needed,  older  methods  are  better;  animations  should 
not be seen as replacement,  but as additional way to 
help the designer.  

Easy extendibility comes at its cost: semantic triple 
model takes large amount of space, and requires lot of 
caching  to  work  fast.  This  creates  huge  memory re-
quirements  and scalability  of  the  method is  an  issue 
that  represents  a  future  challenge  for  the  whole  Si-
mantics platform.
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Abstract

The operation of an industrial semi-batch reactor, in which
the bulk chemical EHEC, ethyl hydroxyethyl cellulose, is
produced, is studied and simulated. In the reactor a
strongly exothermic polymerization reaction takes place fol-
lowed by a slightly exothermic reaction, and we want to
minimize the duration of the operation of the process. Var-
ious operational as well as quality and safety related con-
straints have to be met during the batch. The complete
process model, derived from measurements, first principles,
and reasoning about effects on molecular level, is stated.
The model includes heat and mass balances of the reactor,
a pressure model, models of PID controllers, the jacket and
the condenser. Technical limitations, for instance maximal
and minimal jacket temperature changes due to limitations
in the heat exchanger, have been modeled as constraints.

The equations have been implemented in SIMULINK,
MATLAB and the model predicts the process variables
rather well over time. During the first reaction, the model
is not able to reproduce the jacket temperature to the de-
sired accuracy, but the other variables have acceptable pre-
dictions. An optimization problem is formulated, wherein
the total batch time is minimized under the constraints of
the differential algebraic equation system and other con-
straints originating from the process, for instance limited
pump capabilities.

As a first step in optimizing the operation of the pro-
cess, a series of simulations has been performed in order to
decrease the total batch time. It is concluded that a 10 %
shorter batch time than today is possible if the quality is dis-
carded, and a 5 % shorter batch time can be reached while
using the existing requirements for the quality.

Keywords: Semi-batch reactor, simulation, opti-
mization

1 Introduction

1.1 Optimization of batch reactors

In a batch process, the materials are loaded, the pro-
cess is initiated, and after the reactions are completed,
the products are removed. Hence, the conditions
within the process are changing. The technology for

making a given product is contained in the product
recipe that is specific to that product [18]. The recipes
are typically based on heuristics and experience. By
the term semi-batch we means processes in which
some parts are continuous but others are of batch type.
For instance, in semi-batch operation a gas of limited
solubility may be fed in gradually as it is used up.

Batch reactors are popular in practice because of
their flexibility with respect to the duration of the
chemical reaction and to the kinds and amounts of
reactions that they can process. Generally batch pro-
cesses are less safe, both for people and the environ-
ment, and the variations are smaller than in continu-
ous processes [12]. In industry, batch and semi-batch
reactors are often used in the production of fine chem-
icals, specialties, polymers and other high value prod-
ucts. Batch reactors are typically used when produc-
tion volumes are low, when there are many processing
steps, when isolation is required for reasons of sterility
or safety, and when the materials involved are difficult
to handle. The plants are often small and flexible, and
the raw material and the products are expensive, but
they can also be used in large volumes. They are pri-
marily employed for relatively slow reactions of sev-
eral hours duration, since the down time for filling,
emptying and cleaning the equipment may be about
one hour.

Chemical processes are modeled dynamically us-
ing differential algebraic equations (DAEs), consisting
of differential equations that describe the dynamic be-
havior of the system, such as mass and energy bal-
ances, and algebraic equations that ensure physical
and thermodynamic relations. Batch systems are dif-
ficult to study numerically due to the fact that steady
state is never reached. In addition, chemical processes
are typically nonlinear. In order to improve their per-
formance and safety conditions, batch reactors gener-
ally require knowledge about the dynamic behavior,
for instance through a mathematical description of the
kinetics. The development and validation of detailed
dynamic models are often quite expensive, why there
is, in contrast to continuous processes which have
been rigorously studied, a limited availability of de-
tailed dynamic models. For bulk chemicals, the cost of
developing models is rarely taken. Instead, the opera-
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tors use experience to adjust the process periodically.
Verwater-Lukszo [18] addresses this issue.

Starting as a technology in applications, mainly
through operations research in the sense of optimiz-
ing complex systems and phenomena, optimization
gradually became an area of academic interest. In
the process systems engineering, on the contrary, it
has evolved from an academic interest into a technol-
ogy that has and continues to make a significant im-
pact in industry. The increased competition in indus-
try makes process optimization a natural choice for
reducing production costs, improving product qual-
ity and reducing product variability. Often the ob-
jective in optimization of batch and semi-batch reac-
tors is economic in nature, for instance reducing op-
erational costs. Typically, operational decisions such
as temperature and feed flow rates are determined
from the optimization problem, and various opera-
tional constraints are considered. The practice of, and
optimization challenges in, batch chemical industry is
addressed by Bonvin et al. [4]. Overviews of the re-
search on optimization of batch reactors until 1998 can
be found in Rippin [14] and Bonvin [3]. Generally,
the industry has a limited acceptance for optimiza-
tion based techniques for the determination of oper-
ational profiles: to develop and validate detailed dy-
namic models is often considered too expensive to be
motivated.

1.2 Optimal control problems

A general continuous optimal control problem, with
the control variable u, and state variable x, is written
as follows:

minimize f =

∫ tf

0

L(x(t), u(t), t)dt + φ(x(tf )),(1a)

s.t. h(
dx

dt
(t), x(t), u(t), t) =0, (1b)

g(x(t), u(t), t) ≤0, (1c)
x(t) ∈ X, u(t) ∈U, (1d)

x(0) ∈ X0, x(tf ) ∈Xf , (1e)
t ∈ [0, tf ]. (1f)

Minimum-time problems, which is the type of opti-
mization problem we have in this work, are optimal
control problems in which it is required to go from
some initial state to some terminal state in a minimum
amount of time.

minimize tf (2a)

s.t. for t ≥ 0 h(ẋ(t), x(t), u(t), t) = 0 (2b)
g(x(t), u(t), t) ≤ 0 (2c)
x ∈ X, u(t) ∈ U (2d)

x(0) ∈ X0, x(tf ) ∈ Xf (2e)

Optimization problems can be classified in terms

of continuous or discrete variables. For continu-
ous problems an important distinction is whether the
problem is differentiable or not. Another important
distinction, for both types of problems, is whether the
problem is convex or nonconvex, since the latter may
give rise to multiple local minima.

1.3 Dynamic optimization methods

A continuous optimal control problem, Equation (1),
can be solved either by Calculus of variations (indirect
methods) or by applying some level of discretization
that converts the problem into a discretized problem
(direct methods) [2]. If the optimization will be per-
formed in combination with an existing simulator, a
direct sequential method is the first choice.

The variational approach, resulting in indirect
methods, is based on the solution of the first order
necessary conditions for optimality, that are obtained
from Pontryagin’s Maximum Principle [13], which re-
sults in a Two Point Boundary Value Problem (TP-
BVP). This TPBVP can be solved with different ap-
proaches, including single shooting, invariant em-
bedding, multiple shooting, or some discretization
method such as collocation on finite elements or finite
differences [6].

In direct methods, the problem is parameterized
by a finite number of parameters, transforming the
continuous optimization problem to a discretized op-
timization problem. These methods use NLP solvers,
and can be divided into two groups, sequential and si-
multaneous strategies. A general drawback is that the
quality of the solution depends on the parametriza-
tion. In simultaneous methods all variables are dis-
cretized, and the dynamic equation is solved implic-
itly, simultaneously with the optimization problem.
This results in large nonlinear optimization problems,
which require specialized methods. The simultaneous
methods couple the DAE to the optimization prob-
lem, and the DAE is solved only once at the optimal
point. An advantage of these methods is that they
are applicable to general problems. The methods are
advantageous for problems with path constraints and
also for problems where instabilities occur for a range
of inputs, since they are able to suppress unstable
nodes by enforcing the appropriate boundary condi-
tion. A disadvantage is the need to solve large nonlin-
ear problems. A review of simultaneous methods can
be found in [6]. Examples of methods that can be used
to solve the NLP are Successive Quadratic Program-
ming (SQP) [7], single shooting, multiple shooting [10]
and direct shooting method (which is a bridge be-
tween direct and indirect methods), invariant embed-
ding, global orthogonal collocation, orthogonal collo-
cation on finite elements [5, 19], and moving finite el-
ements [2].
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Solves ẋ = f(x, u, t)

Parameters

Object function

value

Figure 1: In sequential methods, each iteration the NLP solver sends values of the control parametrization to the DAE
solver, which solves the equation ẋ = f(x, u). This produces a value of the objective function which is used by the NLP
solver to find the optimal parameters in the control parametrization.

In sequential methods, also called Control Vec-
tor Parametrization (CVP) [1], the control vector u
is discretized (piecewise constant, piecewise linear or
piecewise polynomial), and the dynamic equation ẋ =
f(x, u) is solved explicitly in each optimization step,
with well-known integration, which means that also
a non-optimal solution is feasible, Figure 1. Advan-
tages of these methods are that they can handle rather
large problems without large scale optimization tech-
niques, and that a non-optimal solution is feasible.
These methods run into problems, if the optimiza-
tion algorithm requires gradient information, because
standard DAE solvers are not usually written to pro-
vide parametric sensitivities of the solution, or, if pro-
vided, they might not be accurate enough for highly
nonlinear models.

1.4 Objectives

In this study, a bulk chemical is produced in a semi-
batch reactor. We want to show that also small mod-
els can be used to gain knowledge when optimizing
a semibatch process. In our model, two PID- regu-
lators are included, in addition to mass and energy
balances. Our semibatch process works reasonably
well today. However, the set point temperature and
set point pressure profiles are more or less based on
experience, and measurements during batches show
that with the existing equipment, these profiles are
quite difficult to follow. Also, measurements on the
resulting product implies that the prevailing settings
gives a product with larger variations of the proper-
ties between batches than wanted. If the temperature
can be better controlled the variation between batches
can be decreased, with a more homogeneous product
as a result. In this work, which is a first step in opti-
mizing the operation of the process, we minimize the
total batch time, without changing the slopes in the set
point temperature profile or set point pressure profile
and keeping the existing equipment.

We handle the dynamics of the cooling system by
adding constraints on the dynamics and we assume
that the control system is fast enough in order to im-
plement the new trajectories. We do not have access to
sensitivity information for the objective function and

the constraint states with respect to the free optimiza-
tion variables, as Abel et al. [1] do. Compared to Khuu
et al. [9], in which the reactor content is preheated to
the reactor temperature before EO is added, we in-
clude the heating in our study. Also we have limited
access to reaction kinetics.

In this work we focus on a sequential method for
optimization.

2 The model

2.1 Process description

In the reactor alkali cellulose is reacted with ethy-
lene oxide (EO) and gaseous ethyl chloride (EC) un-
der pressure and increased temperature, to produce
EHEC, (Ethyl HydroxyEthyl Cellulose), a thickener in
water-based systems. The reactions are described by:

Cell − OH + OH− → Cell − O− + H2O

Cell − O− + nEO → Cell − O − (EO)−n

Cell − O − (EO)−n + EC → Cell − O(EO)n − Et + Cl−

Cell − O− + EC → Cell − O − Et + Cl−

The EO is added to the reactor as a liquid and vapor-
izes. In our process, the distribution of phases inside
the reactor is not known. Possibly three phases are
present, and it is also not known in which phase the
reactions take place.

The temperature in the reactor is controlled by two
separate systems; a condenser and a jacket, cf. Fig-
ure 2. The water in the jacket is circulated through a
cold water inlet, through a heat exchanger to the re-
actor jacket, passing by an outlet where surplus wa-
ter can be removed to keep pressure constant on the
way back to the cold water inlet. The flow through the
jacket system, Fj , is kept constant at a high level with
a pump. In the heat exchanger steam is used as heat-
ing agent and the temperature of the cold, so called
raw, water varies slightly during the year. The flow in
the jacket is much higher than in the condenser. Two
PID-regulators control the temperature of the jacket
flow and the flow through the condenser, and the tem-
perature and the pressure in the reactor is measured.
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Figure 2: A process schematic, showing the jacketed reactor with the condenser to the left. The jacket system consists of
the reactor jacket, outlet, pump, inlet and heat exchanger.

2.2 Model equations

The complete process model, derived from measure-
ments, first principles, and reasoning about effects
on molecular level, is stated below. All variables
are scaled and uncertainties are not included in the
model. The overall mass balance over the reactor, with
units kg:

mtot(t) =
∑

All
Substances i

mi(0) +

∫ t

0

ṁEO(τ) dτ. (3)

The overall heat balance, with units kJ/s, over the
reactor, assuming CP,tot is constant:

∂

∂t
(mtot(t)CP,totTr(t)) = Qin(t) − Qout(t) + Qr(t)

= Qin(t)−Qj(t)−Qc(t)+Qr(t),
(4)

where heat content in the EO-addition is:

Qin(t) =
ṁEO(t)

MEO

[∆HEO
vap (T0)

+ Cgas
P,EO(Tr)Tr(t) − Cgas

P,EO(T0)T0],

with

∆HEO
vap (T ) = A(1 −

T

B
)C ,

Cgas
P,EO(T ) = a0 + a1T + a2T

2 + a3T
3 + a4T

4.

The heat transfer Qj from material inside the reactor
to the jacket water is (the units are kJ/s):

Qj = kjAj(Tr(t) − T j(t)),

and to the condenser average temperature:

Qc = Uc(t)Ac(Tr(t) − Tc,in(t)),

where

Uc(t) =
1

1
kcAc

+ 1
2Fc(t)ρwCP,w

.

The reaction heat Qr is given by

Qr(t) = ∆HEOrEO(t) + ∆HECrEC(t),

with the reaction rates ri:

∂cEO

∂t
=− rEO′ = −kEO(T )cEO,

∂cEC

∂t
=− rEC′ = −kEC(T )cECcRO− ,

∂cRO−

∂t
=− rRO−′ = −kRO−(T )cECcRO− .

Here the reaction constants ki are given by Arrhenius
equation ki(T (t)) = Aiexp(− Ei

T (t) ).

We include two PID-regulators, each described by
the following equation, with all variables expressed in
percents:

u = K

(

r − y +
1

TI

∫

(r − y) dt − TD

dy

dt

)

. (5)

In the condenser, u = Fc/Fc,Max, y = Pr/PMax and
r = Pset/PMax and in the jacket u = Tj/TMax, y =
Tr/TMax and r = Tset/TMax.

In order to fully describe the system we also need
an expression for the reactor pressure:

Pr = PEO + PEC ,

PEO = P o
EO(T )(α1nEO(t) + β1),

PEC = P o
EC(T )(α2nEC(t) + β2)(γ1λEO(t) + δ1),
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where P o
i (Tr), the vapor pressure for species i, and

λEO(t), describing the progress of the EO-reaction, are
given on the form

P o
i (Tr) = 10(A+ B

T+C
),

λEO(t) =
nEO,reacted(t)

nmax
EO,reacted

.

The set point curves for temperature and pressure
are shown in Figure 3, as well as the original EO-
profile.
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Figure 3: The figure shows the set point curves for temper-

ature Tset, and pressure Pset, and the original EO-addition

ṅ = mdotEO,add.

This system is simulated in SIMULINK, with the
result shown in Figures 4 and 5. As can be seen, all
simulated curves but the jacket temperature follow
the real curves quite well. The simulated jacket tem-
perature rises in the beginning, as does the real jacket
temperature, but then, during the time interval of 0.3–
0.7 time units, it does not fall far enough compared
to the real jacket temperature. This error, in turn,
affects all the other variables in this time interval:
the simulated reactor temperature is somewhat lower
than the real one, the simulated pressure is some-
what higher than the real one, and there are twitches
in the simulated concentrations cEO and cEC which
are not present in the real concentrations. This er-
ror is possibly due to two major things: first, in the
simulations we use constant PID parameter values
instead of time variable ones, and second, the heat
transfer between the reactor content and the jacket
water is deliberately modeled with rather low accu-
racy. In this work, the focus has been on making
a simple model to use as a start for further model-
ing work, and this is why we have chosen to use
these approximated values. The relation between
the effects of the approximations is difficult to say
anything about without further information. In the
future, these things should be looked further into.
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Figure 4: The figure shows real data from the process.
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Figure 5: The figure shows a simulation in Simulink using

the model equations above. As can be seen, all simulated

curves but the jacket temperature follow the real curve quite

well.

2.3 Optimization problem

We want to minimize the total batch time and hence
use the complete model above to formulate the dy-
namic minimum time problem, Equation (2). It has
the form

minimize tf ,

subject to h(ẋ(t), x(t), u(t), t) =0,
g(x(t), u(t), t) ≤0,

x ∈ X, u(t) ∈U,
x(0) ∈ X0, x(tf ) ∈Xf ,

t ≥0.

In this study, we consider the reactions starting
with the addition of ethylene oxide, including the heat
transfer from the reactor, but not loading, preheating,
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cooling and emptying. We define the end of the batch
as the time tf characterized by the concentration of EC
dropping below a limit c0

EC . We optimize the opera-
tion by finding an optimal way of adding the ethylene
oxide to the reactor, ṁEO(t).

In this formulation, the system equations h are
given by the model equations above, summarized as

Ṫr = f1(Tr, nEO, nEK , nRO− , Tj, Fc, ṁEO, t),

Ṫj = f2(Tr, nEO, nEK , nRO− , Tj, ṁEO, t),

Ḟc = f3(Tr, nEO, nEK , nRO− , Fc, ṁEO, t),

ṅEO = f4(Tr, nEO, t, ṁEO),

ṅEK = f5(Tr, nEK , nRO− , t),

ṅRO− = f6(Tr, nEK , nRO− , t),

with the constraints g (both technical and natural)

0 ≤ Tr,

c ≤ Tj ≤ C,

m ≤
∂Tj

∂t
≤ M,

0 ≤ Fc ≤ D,

l ≤
∂Fc

∂t
≤ L,

0 ≤ nEO ≤ nEO,max,

0 ≤ nEK ≤ nEK,max,

0 ≤ nRO− ≤ nRO−,max.

The function ṁEO(t) is parameterized by dividing
the batch time into J = 150 equal time elements and
assuming the flow rate to be constant in each of these
elements. To prevent too fast changes in flow rate
(which originates from limited capability of pumps
etc.), two adjacent elements are not allowed to differ
more than a preset value, α:

ṁEO(t) = mj , t ∈ [tj−1, tj), j = 1, . . . , J

|mj − mj−1| ≤ α, j = 2, . . . , J.

To prevent too high temperatures and too large
temperature gradients, which are not allowed in the
real process, but are accepted by MATLAB in simula-
tions, a penalty is added to the objective function:

fobj = tf + P. (6)

As a first step, used in the simulations below, a dis-
continuous penalty is used, namely

P (Tr) =

{

p, |Tset − Tr| ≥ β,
0, otherwise,

(7)

where p ≫ 0. It should be mentioned that when
performing an automatic optimization, a continuous
penalty is preferred, for instance the following

P (Tr) = p max{0, |Tset − Tr| − β}. (8)

The penalty P is added in those simulations where the
control system does not manage to keep the reactor
temperature close enough to the set point temperature
Tset. The constant β is determined by the ability of the
PID controllers to control the reactor temperature and
using a large value means that we rely on the jacket to
be good at controlling the reactor temperature. Since
a DAE system is just a model of the real system, it con-
tains errors, and the constant β is also used as an ad-
ditional error control of the reactor heat transfer and
the control system. If the error in the control system
and/or the reactor heat transfer is large and the simu-
lated system is able to control the reactor temperature,
a small value of the constant β in Equations (7) and (8)
decreases the risk of escalating reactor temperature in
the real reactor.

3 Simulations

In this study, the focus has been on finding a math-
ematical model for the batch time, and initially not
on the quality of the end product. Still, we need to
use information about the end product quality to de-
termine which profiles are acceptable: if a large por-
tion of the EO is added prior to the wanted reaction
temperature is reached, this may result in a worsened
product quality. Below, this is judged by the user.
Since, prior to this study, there is a lack of knowledge
about how the quality is affected by different temper-
ature profiles, adding this to the mathematical model
would have been to comprehensive. The acceptable
size of the portion of EO added prior to the wanted
reaction temperature and how the quality is affected
by the reaction temperature are interesting future re-
search topics. To get a proper objective function, the
quality should be added to the optimization problem,
for instance as a penalty in the objective function just
as large temperature gradients above.

Below we use the objective function defined by
Equation (6), including a discontinuous penalty ac-
cording to Equation (7) with p = 10. This means that
an objective function value above 10 has been penal-
ized. For the original EO profile in Figure 4, this ob-
jective function value is fobj = 0.61.

A series of simulations have been run, and in each
step we change as little as possible, to clearly notice
the effects. We compare each simulation with the orig-
inal profile used in the process today. All simulations
have in common that the slopes and the plateau val-
ues of the set point curves Tset and Pset are the same
as in the original profile. The starting time for the sec-
ond set point rise is determined by the end of the EO
addition. A reason for not allowing changes in slopes
for the set point curves, is that if the reactor temper-
ature (or pressure) rises too fast, there is a potential
risk for escalating reactor temperature, which is not
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wanted; it is even dangerous. Of course, varying the
set point curves would be interesting to include in a
future optimization with a more accurate model.

We have relaxed the starting times for the first rise
of the set point curves by delaying the start of the EO
addition, and have run the following series of simula-
tions with piecewise constant EO-profiles:

1. Using an EO-profile with only one plateau, at
a starting level being the same as the second

plateau in the original profile, varying the delay
and level.

2. Using the original EO-profile with two plateaus,
varying the levels proportionally and varying
the delay.

3. Using a profile with three plateaus varying only
the delay.

Table 1: Objective function values for different simulations, with one, two or three plateaus and varying levels and delays.

One plateau Two plateaus (original profile) Three

Delay Level rise l = New levels
Original levels

Level rise l = New levels
Original levels

plateaus

(time units) 1.00 1.20 1.60 2.00 1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.75
0.00 0.57 0.56 10.58 10.55 0.61 0.60 0.58 0.58 0.58 0.58 0.58 0.58 10.58 0.55
0.05 0.60 0.57 10.62 10.58 0.65 0.63 0.62 0.62 0.62 0.61 0.61 0.60 0.60
0.10 0.63 0.60 10.62 10.62 0.69 0.68 0.66 0.66 0.66 0.64 0.64 0.62 0.63
0.15 0.67 0.64 0.64 10.65 0.74 0.72 0.71 0.71 0.69 0.68 0.68 0.66 0.65
0.20 0.71 0.68 0.68 10.69 0.78 0.77 0.75 0.75 0.73 0.72 0.72 0.70 0.69
0.25 0.76 0.72 0.72 10.73 0.83 0.81 0.80 0.79 0.78 0.76 0.76 0.74

4 Results

The different objective values for combinations of
variations in delay and variations in levels are shown
in Table 1. Using a profile with one plateau as in Fig-
ure 6, it is seen that for those simulations in which the
penalty is not activated, the batch time decreases with
increasing levels, which is natural since higher con-
centrations of EO in the reactor results in a higher re-
action rate according to the reaction rates. But
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Figure 6: The figure shows a simulation where EO is added

at a constant level being the same as the second plateau

level in the original profile, with no delay.

increasing the EO-addition too much results in a too
large heat production for the control system to han-
dle, which is seen in that the objective function value
is penalized and fobj > 10. For each level rise, in-
creasing the delay naturally increases the batch time.
For the two smallest level rises (1.00 and 1.20) some
of the batch times are smaller than the original profile.
However, here the quality must be taken into account,
since a portion of the EO is added prior to the reactor
temperature reaches the wanted reaction temperature.
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Figure 7: The figure shows a simulation with original EO

profile, but where the EO addition is delayed 0.05 time units.

The corresponding objective function value is fobj = 0.65.
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Using variations of the original EO-profile with
two plateaus, it can be seen in Table 1, that using a
20 % rise in the plateau levels, with the delay = 0.00, it
is possible to shorten the batch time to 0.58 time units,
which is an improvement of 5 % compared to the orig-
inal profile. As mentioned above, in these simulations
we have kept the original set point curves. According
to these simulations, with no delay, nothing is gained
by raising the levels further. We conclude that the
batch time increases when delaying the original pro-
file. Figure 7 shows a simulation using the original
profile with 0.05 time units delay, with the objective
function value fobj = 0.65.

Using the profile with three plateaus, again keep-
ing the original set point curves, as in Figure 8, it is
possible to decrease the batch time, with delays up to
0.05 time units, which correspond to 10 %. However,
also here one must keep the quality in mind; in order
to to determine whether these profiles give acceptable
quality, more research is needed.
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Figur 8: The figure shows a simulation in which the EO-

profile has tree plateaus and no delay.

Summarizing, we have used piecewise constant
EO profiles with up to three constant plateaus and
varying levels, and simulations show that a 5 % in-
crease in total batch time is possible, using a profile
with two plateaus as in the original, but with 20 %
higher levels and no delay.

Even a 10 % shorter batch time than today is pos-
sible, using a profile with three different plateau lev-
els. However, in this profile, a large portion of the EO
is added prior to when the wanted reaction tempera-
ture is reached, which may result in a worsened end
product quality. In order to decide which profiles are
acceptable, more research about the effect of the reac-
tion temperature used on the end product quality is
needed.

5 Future work

When optimizing the operation of a semi-batch reac-
tor, an overall point of view is advantageous, since
the decisions are of an economic character: mainly
the costs of raw material, the production, and the end
product quality. This should be kept in mind when
performing an optimization like in this work. Short-
ening the batch time with for instance 10 % may in the
end not decrease the total cost with more than 0.5 %.

This work is the first step in optimizing the oper-
ation of a semi-batch reactor. Steps planned to be fol-
lowed include improving the process model, extend-
ing the optimization problem, performing the opti-
mization with the aid of CVP and testing the optimal
solution in the real process. We also intend to look
further into other optimization techniques, such as si-
multaneous methods and optimization under uncer-
tainty.

Work on improving the process model has al-
ready started, especially on achieving better values
for the heat capacity of the reactor content CP,tot. In
the future, also a more complete model of the jacket
system is to be added to the optimization problem.
Several parameters in the model used in this work
are uncertain to different degrees. Including uncer-
tainty into the process model gives a different type
of optimization problem, which demands other op-
timization techniques than discussed in this study
[8, 11, 15, 16, 17].

As a first extension of the optimization problem,
we recommend that the quality of the end product
is included in the objective function of the optimiza-
tion problem, following a proper mathematical mod-
eling of this entity. From the series of simulations per-
formed in this work, it is hard to tell which profile
is the best. It is highly probable that further inves-
tigations, and especially automatic optimization, can
show profiles resulting in even shorter batch times.

In an extended optimization problem, both the
temperature and the pressure set point curves should
be used as control variables and hence optimized over,
together with the addition of the EO. The impact of the
different set point curves on the total batch time in op-
timization is interesting to study, since the batch time
depends on the reaction rates, which in turn strongly
depend on the temperature. The pressure is strongly
connected to the temperature due to the gas phase
present and the chosen working point.

Performing a complete optimization to find a solu-
tion to the dynamic optimization problem, using for
instance the control vector parametrization approach
for the solution, can give useful, and perhaps unex-
pected, profiles. In parallel to improving the model,
we intend to use the existing model when using CVP
to optimize the operation of the process.

We already know that our existing model contains
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uncertainty, and the sensitivity of input parameters
must be further investigated before the optimal solu-
tion is tested in the real process. An investigation into
these uncertainties and their effects may ultimately
produce a new and more robust optimization formu-
lation of the problem. This work is also ongoing in
parallel to the above mentioned work.
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Nomenclature

mi = mass of substance i, kg
MEO = molar mass for EO, kg/mol
Tr = average reactor temperature, K
T0 = temperature of added EO, K
T j = average jacket temperature, K
Tc,in = temperature of water into condenser, K
Fc = water flow through the condenser, m3/s
Pr = reactor pressure, Pa
ṅ = molar flow of EO into the reactor, mole/min
ni = moles of substance i in the reactor, mole
ci = concentration of substance i in the reactor,

mole/m3

kj = heat transfer coefficient from reactor
content to jacket water, W/m2, K

kc = heat transfer coefficient from reactor
content to condenser water, W/m2, K

Uc = overall heat transfer coefficient from reactor
content to condenser water, W/m2, K

Aj = jacket area, m2

Ac = condenser area, m2

Ai = constant in Arrhenius equation for
reaction i

Ei = activation energy in Arrhenius equation
for reaction i

r = set point
y = measured variable
u = controlled variable
K = proportional constant for regulator
TI = integral constant for regulator
TD = derivative constant for regulator
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Abstract 
System identification is about building models from 
data. A data set is characterized by several pieces of 
information: The input and output signals, the 
sampling interval, the variable names and units, etc. 
Similarly, the estimated models contain information of 
different kinds, estimated parameters, their covariance 
matrices, and model structure and so on. In this paper 
we collected Temperature of oil and winding in 
230/63kv transformer of SARI Substation and 
considered the winding temperature for input in the 
model and oil temperature for out put. After that 
calculated their data by MATLAB software and get a 
new model with the good best fit for the heat transfer 
from core and winding to oil. For verification of were 
calculated results, has been simulated the process in 
COMSOL Software.  
 
Index: best fit, simulation, identification, error, model 

1. Introduction 
The system identification problem is to estimate a 
model of a system based on the observed input-output 
data. Several ways to describe a system and to estimate 
such descriptions exist. 

This paper provides a brief account of the most 
important approaches.  
The procedure to determine a model of a dynamic 
system from observed input-output data involves three 
basic ingredients: 

• The input-output data  

• A set of candidate models (the model 
structure)  

• A criterion to select a particular model in the 
set, based on the information in the data (the 
identification method)  

The typical identification process consists of stages 
where you iteratively select a model structure, compute 
the best model in the structure, and evaluate this  

 

 

model's properties. This cycle can be itemized, as 
follows:  

1) Design an experiment and collect input-output 
data from the process to be identified. 

2) Examine the data. Polish the data by removing 
trends and outliers, and select useful portions of 
the original data. You can also apply filters to the 
data to enhance important frequency ranges.  

3) Select and define a model structure (a set of 
candidate system descriptions), within which a 
model is to be found.  

4) Compute the best model in the model structure 
according to the input-output data and a given 
criterion for goodness of fit.  

5) Examine the properties of the model obtained. If 
the model is good enough, then stop; otherwise 
go back to step 3 to try another model structure. 
You can also try other estimation methods (step 
4), or work further on the input-output data (steps 
1 and 2).  

For step 2, the System Identification offers routines to 
plot the data, filter the data, and remove trends in the 
data, as well as to resample and reconstruct missing 
data.  
For step 3, there are a variety of nonparametric models, 
the most common black-box input-output and state-
space structures, as well as general tailor-made linear 
state-space models in discrete and continuous time.  
For step 4, general prediction error (maximum 
likelihood) methods, as well as instrumental variable 
methods and subspace methods, are offered for 
parametric models, while basic correlation and spectral 
analysis methods are used for nonparametric model 
structures.  
For examining the models in step 5, many functions 
are provided to compute and present frequency 
functions, poles, and zeros, as well as to simulate and 
predict with the model. There are also functions for 
transforming between continuous-time and discrete-
time model descriptions. 
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In figure 1 a conventional thermal model is 
represented. 

      
Rc: thermal resistance between core and oil 
 Ro: thermal resistance between oil and ambient 
Cc: thermal capacitance core and winding 
Cc: thermal capacitance oil  
P: heat generation in core and winding per watt 

 
Figure 1: Model of heat generation and transfer in power 
transformer in the above and so tank and windings&cores 
of power transformer, in the below. 
 
The constructed thermal model is employed to predict 

the bottom-oil temperature inoil−θ and top-oil 

temperature outoil−θ  that can be expressed by a set of 
ordinary, first-order differential equations. After 
comparing the matrix of the thermodynamics equations 
with the basic electric principles, the computation is 
undertaken using the following differential equations: 

θθ mdcdtGPdt p+=
                    (1)  

or dt
CdGP θθ +=                            (2) 

where P is the heat power as a vector, G is the heat 
conductance matrix, C is the heat capacitance matrix, 
θ is the temperature rise vector, in is the mass of a 
specific object, cp is the specific heat capacity, and d is 
the differential operator. 

2. Experimental Data 
A thermal test have performed on 230/63/20 kv, 
250MVA power transformers, in SARI substation, 
Iran. The result of test have used for input data of 
calculation and simulations.  
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Figure2: Measured winding and oil temperature of 
230/63/20kv SARI transformer no.1 (TV). 
 
That group’s of data that could not been available and 
hasn’t been on nameplate or manual service catalog of 

Ro 

Rc  

P  Co  
Cc Table 1: transformer data from IEEE guide 1995[17] 

Description Value  

No Load (W) 78,100  

Pdc losses (W) 411,786  

Eddy losse (W)s 41,200  

Nominal Voltage 118 kv 230kv 

Pdc at HST location 467 527 

Eddy current losses at HST 309(0.65pu) 157(0.3pu) 

p.u. height to winding HST 1 1 

Temperature Rise ºC 

Rated top oil rise 38.3  

Rated top duct oil rise            38.8  

Rated hot spot rise 58.6 50.8 

Rated average winding rise 41.7 39.7 

Rated bottom oil rise 16  

Initial top oil 38.3  

Initial top oil duct 38.3  

Initial average winding 33.2  

Initial bottom oil 28  

Initial hot spot 38.3  

Transformer components weights (kg) 
Mass of core and oil 
assembly 172,200  

Mass of tank 39,700  

Mass of oil 37,887  
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power transformer has used by Table 1 data’s, and they 
present the necessary data for calculation and 
simulations. 
 
Table2:  Temperature of oil and winding in 230/63/20kv 
SARI Substation at 21Feb. 2006 

HV LV TV HV LV TV

39 40 41 36 35 42 41 38 1
38 39 40 36 34 41 40 38 2
38 39 40 36 34 41 40 38 3
38 39 40 36 34 40 39 38 4
37 38 39 36 33 38 38 38 5
37 38 39 36 33 37 37 37 6
36 37 38 36 33 36 37 37 7
38 38 38 36 34 38 37 37 8
39 38 38 36 34 39 38 38 9
40 39 39 35 35 40 38 38 10
40 39 39 35 35 40 39 38 11
41 40 41 35 35 41 39 39 12
41 40 41 36 35 41 40 39 13
42 41 42 37 36 42 41 40 14
42 41 42 37 36 42 41 40 15
42 41 42 37 36 42 41 40 16
43 42 43 38 38 43 42 41 17
43 43 44 39 40 45 44 41 18
44 44 44 39 40 45 44 41 19
45 45 45 40 40 45 44 42 20
45 45 45 40 41 46 45 42 21
44 45 45 40 41 47 45 42 22
44 44 44 39 39 47 44 41 23
44 45 44 39 39 46 44 41 24
45 45 45 40 41 47 45 42 MAX

36 37 38 35 33 36 37 37 MIN

T e m p ra tu re  o f  o il  a n d  w in d in g  in  230/ 63k v   P o u n e l S u b s ta tio n  a t  21F E B . 2006
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Table3: Temperature of oil and winding in 230/63/20kv 
SARI Substation at 25 July 2006 

HV LV TV HV LV TV
61 61 63 57 56 63 62 59 1
61 61 62 57 56 62 61 59 2
61 60 62 57 56 61 60 58 3
60 60 60 56 56 61 59 58 4
60 59 59 56 56 60 58 57 5
60 59 59 55 56 60 58 57 6
60 59 58 55 56 60 58 57 7
61 60 58 56 57 60 59 58 8
61 60 59 56 57 61 59 58 9
61 60 59 57 57 61 59 58 10
62 60 60 57 58 61 60 59 11
62 61 60 58 58 62 60 59 12
62 61 61 58 58 62 61 60 13
63 61 62 58 59 63 61 60 14
63 62 62 59 59 63 62 61 15
63 62 63 59 59 63 62 61 16
63 62 64 59 59 63 62 61 17
63 62 64 59 59 63 62 61 18
63 62 64 59 59 63 62 61 19
63 62 64 59 59 63 62 61 20
63 62 64 59 59 63 62 61 21
63 62 63 59 59 63 62 60 22
62 62 63 58 58 63 62 59 23
61 62 62 58 58 63 62 58 24
63 62 64 59 59 63 62 61 MAX

60 59 58 55 56 60 58 57 MIN

Temprature of oil and winding in 230/63kv  Pounel Substation at 25 July 2006
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3. Theories and Model definition 
3.1General Input-Output Models 
 A general input-output linear model can be written for 
a single-output system with an input u and output y, as 
follows: 
 
A(q) y(t) = [B_i(q)/F_i(q)] u_i(t-nk_i) + [C(q)/D(q)] 
e(t) 
 
Where u_i denotes input number i. There is an implied 
summation over all the inputs in the above expression. 
A, B_i, C, D, and F_i are polynomials in the shift 
operator (z or q). The general structure is defined by 

giving the time delays nk and the orders of the 
polynomials (i.e., the number of poles and zeros of the 
dynamic model from u to y, as well as of the noise 
model from e to y). 
Most often the choices are confined to one of the 
following special cases:  
 
ARX: A(q) y(t) = B(q) u(t-nk) + e(t)  
ARMAX: A (q) y (t) = B (q) u (t-nk) + C (q) e (t)  
OE: y(t) = [B(q)/F(q)] u(t-nk) + e(t) (Output Error)  
BJ: y(t) = [B(q)/F(q)] u(t-nk) + [C(q)/D(q)] e(t) (Box-
Jenkins)  
 
The basic state-space model in innovations form can be 
written as: 
X (t+1) = A x (t) + B u (t) + K e (t) 
Y (t) = C x (t) + D u (t) + e (t)  
 
Note that A(q) corresponds to poles that are common 
between the dynamic model and the noise model 
(useful if noise enters system "close to" the input). 
Likewise, F_i(q) determines the poles that are unique 
for the dynamics from input number i, and D(q) 
determines the poles that are unique for the noise. 
These are all special cases of general linear input-
output models. They correspond to linear difference 
equations relating the input to the output under various 
noise assumptions. 
A prediction error/maximum likelihood method is used 
to estimate the coefficients of the polynomials by 
minimizing the size of the error term, e(t), in the above 
expressions. Several options govern the minimization 
procedure. 
 
3-2.The ARX Model 
 The ARX model is a linear difference equation that 
relates the input u(t) to the output y(t) as follows: 
y(t) + a_1 y(t-1) + ... + a_na y(t-na) = b_1 u(t-nk) + ... 
+ b_nb u(t-nk-nb+1)  
 
The structure is thus entirely defined by the three 
integers na, nb, and nk. na is the number of poles, nb+1 
is the number of zeros, and nk is the pure time delay 
(the dead time) in the system. For a sampled data 
control system, typically nk=1 if there is no dead time. 
For multi-input systems nb and nk are row vectors, 
where the ith  element gives the order/delay associated 
with the ith input. 
 
3-3. Model Output 
With using of Temperature data’s that has collected by 
performing of a test on oil and winding of a 
230/63/20kv Transformer in SARI Substation, the 
winding temperature for input in the model and oil 
temperature for out put has been used in calculation 
and simulations. 
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In the next sections the results of calculation in 
MATLAB that models has been estimated in many 
cases, and simulation in COMSOL would has been 
described. 
 
3-3-1.State-space model  

x(t+Ts) = A x(t) + B u(t) + K e(t) 
 y(t) = C x(t) + D u(t) + e(t) 
 A =  
         x1           x2             x3              x4 
x1     1.4537        0.97779        -0.88746          0.79613 
x2    -0.92075     0.39492          1.4887           -0.7313 
x3    0.80456      -0.35831        0.051135         0.81162 
x4   -0.020607   -0.074647     -0.27479          -0.62393 
 
B =  
                        u1 
           x1       2.1079 
           x2     -0.94638 
           x3      -1.3377 
           x4     -0.10788 
  
 C =  
        x1             x2             x3              x4 
y1  1.1812   0.92276    0.49652     -0.75747 
 
D =  
                           u1 
           y1            0 
  
 K =  
                         y1 
           x1       3.3074 
           x2      -4.4271 
           x3       2.5696 
           x4      0.14731 
  
 x(0) =               
         x1       73.586 
           x2      -80.235 
           x3       34.517 
           x4      -6.1225 

•  Estimated using N4SID from table 1 data 
• Loss function 7.51265 and FPE 37.5632      
• Sampling interval: 1           

 
3-3-2.Discrete-time IDPOLY model (ARX):  

A(q)y(t) = B(q)u(t) + e(t ), 
 
A(q) = 1 - 1.098 (± 0.3115) q^-1 + 0.4869 

(± 0.4678) q^-2 - 0.6212 (  ±  0.4525)q^-3 + 0.5517 
(± 0.3386) q^-4 

 
 B(q) = 0.3419 (± 0.4319) q^-1 - 0.346 (± 0.5567) 

q^-2 + 0.1409(± 0.5868)q^-3 + 0.1606 (± 0.4587) 
q^-4 

• Estimated using ARX             
• Loss function 0.425452 and FPE 0.850903  
• Sampling interval: 1 

3-3-3.Process model with transfer function     
                        K 

  G(s) = ---------- * exp (-Td*s)  
              Tp1*s+1                                                

                      
With   K = 7771.1± 7.3368e^(17) 
     Tp1 = 9.4869e ^ (5) ± 9.6618e^ (19) 

     Td = 30± 1.5629e^ (11) 
• Estimated using PEM from data set of 

table1. 
• Loss function 2.14608*e^(-025) and FPE 

2.75925*e^ (-025) 
 
3-3-4.Process model with transfer function 

with zero    
                   
                    Tz*s+1                               
G(s) = K * ---------- * exp (-Td*s)              
                  Tp1*s+1                             
With   K = -0.037547 
          Tp1 = 0.0010076     
     Td = 30 
      Tz = 34183     

• Estimated using PEM      from table 1  
• Loss function 4.20726*e^(-29) and FPE 

5.89016*e^(-29) 
 
3-3-5.Discrete-time IDPOLY model (ARAMAX): 

y(t) = [B(q)/F(q)]u(t) + e(t) 
F(q) = 1 - 1.81 (± 0.05219) q^-1 + 0.905 

(± 0.04991) q^-2 
B(q) = 0.2859 (± 0.1169) q^-1 - 0.1988 

(± 0.1111) q^-2    
• Estimated using PEM  
• Loss function 0.57436 and FPE 0.829632 

• Sampling interval: 1  

4- Result and discussions 
The plots have shown the simulated (predicted) outputs 
of selected models. The models are fed with inputs 
from the Validation Data set, whose output is plotted in 
black (in white on a black background). 
The plot takes somewhat different forms depending on 
the character of the validation data. This could be Time 
domain data. 
     Then the simulated or predicted model output is 
shown together with the measured validation data 
(figure3). 
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     In all the cases, the percentage of the output 
variations that is reproduced by the model is displayed 
at the corner of the plots. The higher number means the 
better model.  
The precise definition of the fit is: 
 
FIT = [1 – NORM(Y – YHAT)/NORM(Y –
MEAN(Y))]*100 
 
Where Y is the measured output and YHAT is the 
simulated/predicted model output. The time span over 
which the fit is measured can be changed under the 
Options sub-menu Customized time span for fit.  
There are sub-menus under the Options menu, which 
allow you to choose between simulated and predicted 
model output. 
There are also options to show measured and model 
outputs together or to show the difference between 
them. 
An intuitive interpretation of a K-step ahead predicted 
output is to see it as a result of a simulation, using the 
actual input that was started at the correct (measured) 
output level K samples earlier. K is called the 
prediction horizon. 
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state space model: with68.06% best fit 
OE model:with72.24%best fit
PID and PIDZ model:with100%best fit
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Figure3: Measured and simulated winding and oil 
temperature model of 230/63/20kv SARI transformer no.1 
(TV). 
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Figure 4: Comparison Measured, Simulated and 
calculated of Oil Temperatures.  

 
Figure5: simulated HV winding temperature of 230/63kv 
SARI transformer no.1 (TV), in COMSOL software. 

 

 
Figure6: simulated LV winding temperature of 230/63kv 
SARI transformer no.1 (TV), in COMSOL software. 

By simulation in COMSOL that is shown in figures 5 
and 6 it can be seen  that the temperature of LV 
windings is higher than HV windings, because the LV 
carry out the higher current, this results has a good fits 
with measured data’s. and so figure 6 is shown that the 
measured, simulated and calculated data has a good 
best fits. 

5- Conclusion   
    A power transformer thermal model has been 
developed based on the analogy between thermal 
dynamics and electric circuits. The proposed thermal 
model can calculate continuously temperatures of the 
main parts of an ONAN/OFAF cooled power 
transformer under various ambient and load conditions. 
The model parameters can be obtained by the 
estimations search only based on the on-site 
measurements, instead of the experimental methods 
and off-line tests. 
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    In the top of contexts we can see that the Process 
model of transfer function with zero is a best method 
for get a model for heat transfer from winding to oil 
and oil to ambient. It has a good best fit with highest 
coordination. It is shown in figure 3. 

It is shown in figure3. of course with conversion of 
discrete to continuous, the data versus of continuous 
would obtain.  

In figure 4 shown that the tolerances of simulation and 
calculation with measured data are less than 4%.  
It shown that new model has a good best fit. 
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Abstract  
Super heater elements concentrated in very high and 
clean power at temperature up to 1800 ºc is needed for 
aluminium melting, oil drying equipment using for power 
transformers and same that material. There fore, always 
it is need to minimize power consumption and increase 
effectiveness at power reflector customers. This means to 
minimize heat losses in the High Power Reflector, and to 
optimize heat performance with respect to output power 
and temperature distribution. This can be done by 
altering the size and form of the insulating ceramic fiber 
to have as much power as possible 'reflected' out from 
the module. It can also be done by altering the size and 
form of the element .It has been done and the task solved 
mainly by heat transfer simulations, using COMSOL and 
MTLAB software’s. To minimize the number of different 
designs (and thus the number of calculations) were 
studied; it is also done that statistical methods for 
experimental design used to determine which designs 
should be used in the calculations. When an optimal 
solution has been found, it has been tested at factory’s 
facilities, with two reference designs. 
Keywords: reflector, simulation, element. 

1. Introduction 
Molybdenum disilicide (MoSi2) are resistance type 
heating elements made of a dense ceramic-metallic 
material which can produce furnace temperatures 
approaching 1800°C. Although more expensive than 
traditional metallic elements, MoSi2 elements are known 
for their longevity due in part to a protective quartz layer 
that forms on the surface of the element “hot zone” 
during operation. 

The MoSi2 elements are made to industry standard 
established resistance values, dimensions and 
geometries, and therefore are interchangeable with other 
manufacturers of molybdenum disilicide elements.  

 

 

The MoSi2 elements are graded in many maximum 
temperature ranges, same 1700°C (3090°F) and 1850°C 
(3270°F). Elements are available in many shapes and 
forms (see examples shown below).  

Benefits of MoSi2 elements include high temperature 
operation (in air), long element life and the ability in 
some cases to replace any failed elements hot.  

Customers of The MoSi2 elements enjoy two key added 
benefits – first, unparalleled price and second, 
experienced engineering support. Anyone can sell 
MoSi2, but knowing how to design the system is where 
MoSi2 excels. MoSi2 systems must be engineered for 
customer to get the best performance and optimum 
service life. The engineers can assist in: 

analyzing the relationship between the furnace 
temperature, element temperature and the element 
surface load selecting the element surface load according 
to the furnace construction, atmosphere and operating 
temperature choosing the most suitable element size and 
style for customer application designing a new furnace 
with MoSi2 or converting from gas or oil fired to a 
MoSi2 based electric heating system determining if one 
of MoSi2 Power Pack systems can work for application.  

MoSi2 heating element is used in the high temperature 
under oxidizing atmosphere. It will form the SiO2 film 
which can keep the element from being melted. During 
the oxidizing process, the SiO2 protecting film is formed 
again when the element continues to be used. The MoSi2 
heating element must not be used in the temperature 
between 400ºC and 700ºC for a long time; otherwise the 
element will be cremated under the strong oxidizing 
function in the low temperature. 

The resistance of MoSi2 heating element increases fast 
along with the temperature going up. This means that 
when the elements are connected to a constant voltage, 
the power will be higher at lower temperatures and will 
be graduadlly reduce with increasing temperature, thus 
shortening the time for the furnace to reach operating 
temperature. Furthermore, as the power of the elements 
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decreases, the danger of overheating will be reduced. 
Under the normal condition, the elements resistance does 
not change along with used time generally. So the old 
and the new element can be used together. Element 
length, diameter and distance between elements- element 
with reflector wall and bottom; depth and dimensions of 
reflector, reflector material (material of surface, 
insulation and back of reflector), and design of reflector, 
power and sealed system are important in temperature 
distribution and so losses. Low losses and have high 
temperature efficiency in 20 centimeter in top of element 
is the aim of this optimization.  

2. Problem definition 
It’s necessary to create optimum heating solutions for 
each power reflectors. 

One of manufacturer same as RATH and KANTHAL 
many heating solutions is called Superthal, which consist 
of vacuum formed ceramic fiber shapes with an 
integrated Kanthal Super ceramic (MoSi2) heating 
element. The Super ceramic heating elements can be 
operated at element temperatures up to 1850°C. 

The Superthal High Power Reflector is a compact fiber 
insulated modular heater with so-called 'cubic' Kanthal 
Super elements, see Fig. 1. It is designed for a power of 
up to 110kW/m2 at 1650°C. 

Multiple units can easily be joint together in different 
configurations e.g. in rows or squares. The Superthal 
High Power Reflectors are used wherever a concentrated 
high power at temperatures of up to 1650°C is needed, 
for instance in single billet heating, aluminum melting 
furnaces or ladle heaters. 

 
Figure 1. A Kanthal Superthal High Power Reflector 

A reflector dimension that has been used for simulation 
is: 600×600mm in wide and so 230mm in depth, voltage 
and current are 66v and 605 Amp. at 1650 ºC 
respectively; power density is 110 w/m2 and finally 
element type is 12/24mm.  

2.1 Description of task 
There is always a need to minimize power consumption 
and increase effectiveness at customers. In this case it 
means to minimize heat losses in the Power Reflector, 
and to optimize heat performance with respect to output 
power and temperature distribution. This can be done by 
altering the size and form of the insulating ceramic fiber 
to have as much power as possible 'reflected' out from 
the module. It can also be done by altering the size and 
form of the element. 

It is suggested that the task is solved mainly by heat 
transfer simulations, using e.g. some FEM software and 
so COMSOL and MTLAB software’s. 

To minimize the number of different designs (and thus 
the number of calculations) that need to be studied, it is 
also suggested that statistical methods for experimental 
design are used to determine which designs should be 
used in the calculations. 

When an optimal solution is reached, this will be tested 
at Kanthal's facilities, together with one or two reference 
designs. 

3. Material properties 
Thermal conductivity (W/m K), heat capacity (J/kg K) 
and resistivity (Ωm) are shown in figures 2,3 and 4 and 
so in this element emissivity is ε = 0.7 
 

   
Figure 2. Thermal conductivity (W/m K)versus temperature  
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Figure 3.  Heat capacity (J/kg K) versus temperature  

 

 
Figure 4.  resistivity (Ωm) versus temperature  
  
Table 1. Element for 12mm hot zone diameter and fiber 
panel characterizes  

Element Min Max   
Number of shanks 4 25 4, 6, 12, 16, 20, 25 

Hot zone length, Le (mm) 100 300   

Terminal length, Lu (mm)   150 mm for 12 mm hot zone. 

Center-to-center distance, 
a (mm) 35/45 60/80 

Depends on the diameter of 
the hot zone (9 or 12 mm). 

Hot zone diameter, d (mm) 9 12  12mm 

Terminal diameter, c (mm) 18 24 
For 12 mm hot zone, the 
terminal is 24 mm. 

Surface load (W/cm2) 10 40   

Current (A) 200 700  605 

Plug and Fiber panel     

Material quality 1400 1700 1700 

Size   600*600*230mm 

Shape   To be determined by sim. 

Heat transfer coefficient   100w/m2k4 

Emissivity  0.7 

Coefficient of radiation   5.67w/m2ºC 

  
Figure 5.  Element  

3.1 1600°C VACUUM FORMED CERAMIC 
FIBER PRODUCTS 

Vacuum formed reflector exhibit excellent thermal 
conductivity, good compressive strength and exceptional 
thermal stability. This combination of physical properties 
allows reflector products to be used in hot face 
applications at temperatures up to 1500°C (2732°F) as 
well as efficient back-up insulation. By surface- 
rigidizing, heating elements are able to be effectively 
mounted on the board or shape. 

 
Table 2. Technical data of reflectors  

Classification/Service Temperature 

                     1600°C/1500°C            2912°F/2732°F 

Chemical Composition  

                      65% Al2O3                      34% SiO2 

Density          300 kg/m3                         18.6 lb/ft3 

LOI (@1000°C, 6h) 

                    KVS 161 4%                       KVS 164 0% 

Linear Thermal Shrinkage (KVS 161) 24 hours: 

@ 1300°C (2372°F) - 0.5% 

@ 1400°C (2552°F) -1.0% 

@ 1500°C (2722°F) -1.5% 

[“-“ = shrinkage “+” = expansion] 

Compressive Strength                             0.15 MPa 

(@ 10 % compression)                            21.9 lb/in2 

Cold Bending Strength (MOR)               1 Mpa 

(3 Point Bend)                                         146 lb/in2 

Specific Heat           0.92 J/g·°C             0.22 BTU/lb·°F 
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Figure 6.  Thermal conductivity of ceramic reflectors 

4.  The Heat Equation  
The mathematical model for heat transfer by conduction 
is the heat equation:  

QTKC t
T =∇−⋅∇+∂
∂ )(ρ  

Quickly review the variables and quantities in this 
equation:  

T is the temperature.  

ρ  is the density.  

C is the heat capacity.  

Cp is the heat capacity at a constant pressure.  

Cv is the heat capacity for a constant volume.  

k is the thermal conductivity.  

Q is a heat source or heat sink.  

For a steady-state model, temperature does not change 
with time and the first term containing ρ and C 
vanishes. If the thermal conductivity is anisotropic, k 
becomes the thermal conductivity tensor k:  
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To model heat conduction and convection through a 
fluid, the heat equation also includes a convective term. 
this formulation in the General Heat Transfer application 
mode as:  

QTuCTKC pt
T

p =+∇−⋅∇+∂
∂ )( ρρ           (1) 

Where u is the velocity field, this field can either be 
provided as a mathematical expression of the 
independent variables or calculated by a coupling to a 
momentum balance application mode such as 
Incompressible Navier-Stokes or Non-Isothermal Flow.  

The heat flux vector is defined by the expression within 
the parentheses in the equation above. For transport 
through conduction and convection this equation yields:  

TuCTKq pρ+∇−=  

Where: q is the heat flux vector. If the heat transfer is by 
conduction only, q is determined by:  

TKq ∇−=  

Heat capacity refers to the quantity that represents the 
amount of heat required to change one unit of mass of a 
substance by one degree. It has units of energy per mass 
per degree. This quantity is also called specific heat or 
specific heat capacity.  

4.1- Boundary Conditions  

We use two different types of boundary conditions, the 
Dirichlet type and the Neumann type. The Dirichlet type 
boundary condition is used to set a temperature on the 
boundary:  

0TT =  

While the Neumann type condition is used to set the heat 
flux on the boundary:  

0qqn =⋅−                                   (2)  

Where:  

q is the heat flux vector.  

n is the normal vector of the boundary.  

q0 is inward heat flux, normal to the boundary.  

The Heat Transfer Module uses the following, more 
general and formulation of Equation 2 :  

)( inf0 TThqqn −+=⋅−             (3)  

This formulation allows you to specify the heat flux in 
terms of an explicit heat flux q0 and a heat transfer 
coefficient, h, relative to a reference temperature, Tinf.  

The thermal insulation condition is obtained by setting q0 
= 0. This is also the case for symmetry boundaries.  

For heat transfer problems involving radiation, additional 
terms are added on the right side of Equation 3 to 
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represent the radiative heat flux. This is covered in the 
next section.  

4.2- Radiative Heat Transfer  

So far we have considered heat transfer by means of 
conduction and convection. The third mechanism for 
heat transfer is radiation. Thermal radiation denotes the 
stream of electromagnetic waves emitted by a body that 
has a certain temperature. Here we will study the theory 
behind the radiative heat transfer process that occurs on 
the surface of a body.  

The radiosity is the sum of the reflected radiation and the 
emitted radiation:  

4TGJ εσρ +=                      (4)  

The net radiative heat flux into the body is obtained by 
computing the difference between the irradiation and the 
radiosity:  

JGq −=                                  (5)  

Using Equation 4 and Equation 5 , we eliminate J and 
obtain the following expression for the net inward heat 
flux into the body:  

4)1( TGq εσγ −−=                (6)  

Besides the assumption that the surface is opaque, we 
also assume that the surface is diffusive-gray. For 
diffusive-gray surfaces, we can assume the following for 
the reflectivity and the emissivity:  

εγα =−=1                            (7)  

By inserting Equation 7 into Equation 6 we eliminate the 
reflectivity from Equation 6 and express the net radiative 
heat flux q in the inward direction as:  

)( 4TGq σε −=                        (8)  

The expression above denotes the net radiative heat flux 
into a boundary.  

We distinguish between two different types of radiative 
heat transfer: surface-to-ambient radiation and surface-
to-surface radiation. Equation 8 holds for both radiation 
types. However, the irradiation term, G, is different for 
surface-to-ambient and surface-to-surface radiation. The 
irradiation term and the resulting radiative heat flux for 
both radiation types are derived in the sections below.  

4.3- SURFACE-TO-AMBIENT RADIATION  

For surface-to-ambient radiation, assume the following:  

The ambient surroundings in view of the surface have a 
constant temperature Tamb.  

The ambient surroundings have the properties of a black 
body, that is, emissivity and absorptivity equal to 1 and 
reflectivity equal to zero.  

These assumptions allow us to explicitly express the 
irradiation on the surface as:  

4
ambTG σ=                                                          (9)  

By inserting Equation 9 into Equation 8 we obtain the net 
inward heat flux for surface-to-ambient radiation:  

)( 44 TTq amb −= εσ                                           (10)  

4.6- Electromagnetic equations: 

To derive the equation system this mode solves, start 
with Ampère’s law, 

t
De

t
D JBVEJH ∂

∂
∂
∂ ++×+=+=×∇ σσ     (11) 

Now assume time-harmonic fields and use the definitions 

of the potentials, t
AVEAB ∂

∂−−∇=×∇= , , and 
combine them with the constitutive 
relationships )(0 MHB += µ  and PED += 0ε  to 
rewrite Ampère’s law as: 
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In the 2D in-plane case there are no variations in the z-
direction, and the electric field is parallel to the z-axis. 
Therefore you can write V∇ as −∆V/L where ∆V is the 
potential difference over the distance L. 

Now simplify these equations to: 
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Where: σ electrical conductivity, loopV loop potential, 
eJ ϕ external current density, ϕP electric polarization, 
zA magnetic potential z component and v is velocity.  

With using finite element mode performs this 
transformation to avoid singularities on the symmetry 
axis. 

The relevant interface condition is ϕJHHn =−× )( 212  

The natural boundary condition fulfills this equation if 
the surface current vanishes. We can transform the 
Neumann condition of this PDE into: 
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Joule Equations:  
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Where: V is potential is around of 66 volts, δ  is 
conductivity at reference temperature and d is thickness.  

5. Simulation in COMSOL software 

The simulations of temperature distribution have done on 
base of many cases. Element length, diameter and 
distance between elements- element with reflector wall 
and bottom; depth and dimensions of reflector, reflector 
material (material of surface, insulation and back of 
reflector), and design of reflector, power and sealed 
system are important in temperature distribution and so 
losses. Low losses and have high temperature efficiency 
in 20 centimeter in top of element is the aim of this 
simulation. Necessary data for simulation has been given 
in table 1,2 and figures 2,3,4 and 6.   

6. Result an discussion 

 
 
Figure 7. Simulation of temperature distribution in bowel 
form reflector in 500A current 
 
Table 3. Simulation results 

Parameter Descriptions 
Emistivity  0.7 0.85 0.7 0.85 
Reflector shape cave Cave circle circle 
a[mm] 80 80 80 80 
Le[mm] 200 200 200 200 

Depth[mm]  230 230 230 230 
Element tmp.[ºk]  1900 1900 1900 1900 
Simulated tmp.[ºk] on 20cmre 1720 1745 1795 1820 

 
Figure 8. Simulation of temperature distribution in bowel 
form reflector in 605 A  

 

 
Figure 9. Simulation of temperature distribution in circular  
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form reflector in 605 A current and the Temperature 
distribution on element is drown in down figure 

 
Figure 10. Simulation of temperature distribution in bowl 
form reflector in 605 A current at 20 centimeter on the top 
of element 
 
In figures 7-10 the temperature distribution in bowl and 
circular reflector forms are shown. The summary results 
have written in table3. In these results illustrated that 
circular reflector on his fireplace has a high efficiency on 
temperature profile. And so in figure 11- 13 electrical field 
and temperature distribution are shown.  

 
Figure 11. Simulation of temperature in Cone form 
reflector on 605 A current 

7. Conclusion 

These simulations indicate that the emissivity of the 
work piece has to be considered in addition to its thermal 
mass. Necessary distance, between elements, to 
counteract the effect of the electromagnetic force on 
elements must be kept; in this case, with increasing in the 
surface loading and so element length, the distance must 

be increased. Accessible area for element installation, 
element dimension and element location has shown that 
has a responsible effect on temperature distribution. In 
elliptical and circular reflectors, if 20 cm line will have 
located in the fireplace, on that’s case, it will have higher 
efficiency.  
 

 
Figure 12. Simulation of Z direction electrical field in Cone 
form reflector on 605 A current 

 
Figure 13. Simulation of temperature in Cone form 
reflector on 605 A current, 2D of figure 11 
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Abstract 
Building energy simulation is important for the study 
of energy efficiency in buildings. An energy saving 
control system of lightning, heating and variable-air-
volume air conditioner in intelligence building is 
simulated in this paper. It reaches good control effect 
and energy efficiency by making the best of the 
advantages of intelligence building. In the regulating 
period, the lightning lux, heating flux and air volume is 
decided by means of feed forward control. The 
previous turning off period is determined in the way of 
penalty function. It has been used in a sample building 
for developing building energy standards and 
analysing energy consumption and conservation 
measures of buildings. 
Keywords: neural network, building, intelligent 

1. Introduction 
Intelligent building is a building with intelligence. The 
air condition (AC) system exhausts most energy in the 
building, so it is necessary to adopt a control method to 
get the optimum energy efficient by making the best of 
the resources in the intelligence building. The air 
system is a complex system with characters such as: 
too many factors, nonlinear, long delaying, strong 
inertia etc. And the accurate mathematics model is hard 
to make out, so the performance of classical control 
theory can hardly be satisfying. Thanks to the ability of 
intelligent building, such as measuring, recording and 
analyzing the data, some advanced methods can be 
used to achieve both good control effect and ideal 
efficiency. 

Energy management and control system (EMCS) 
technology has evolved over the past three decades 
from pneumatic and mechanical devices to direct 
digital controls (DDC) or computer based controllers 
and systems. Today's EMCS systems consist of 
electronic devices with microprocessors and 
communication capabilities and utilize widespread use 
of powerful, low cost microprocessors and standard 
cabling communication protocols. 

This paper discusses functions and capabilities of a 
typical building/facility EMCS and its simulation.  

Most basic functions and some intermediate and 
advanced functions described in this paper are 
generally required to operate buildings/facilities 
efficiently.  

1.1. Intelligent buildings - control theory  

The essence of Building Management Systems 
and Intelligent Buildings is in the control technologies, 
which allow integration, automation, and optimisation 
of all the services and equipment that provide services 
and manages the environment of the building 
concerned. 

Programmable Logic Controllers (PLC's) formed the 
original basis of the control technologies.  

Later developments, in commercial and residential 
applications, were based on 'distributed-intelligence 
microprocessors'.  

The use of these technologies allows the optimisation 
of various site and building services, often yielding 
significant cost reductions and large energy savings. 
There are numerous methods by which building 
services within buildings can be controlled, falling 
broadly into two method types:  

• Time based - providing heating or lighting 
services, etc., only when required, and  

• Optimiser Parameter based - often utilising a 
representative aspect of the service, such as 
temperature for space heating or illuminance 
for lighting.  

1.2. Heating - time-based control 
Time-based controls can be used to turn on and off the 
heating system (and/or water heating) at pre-selected 
periods (of the day, of the week, etc). Optimiser 
Parameters: whatever the conditions, the controls make 
sure the building reaches the desired temperature when 
occupancy starts. 

• Heating - optimizer parameter-based 
(temperature) control examples  

• Temperature control: protection against 
freezing or frost protection generally involves 
running heating system pumps and boilers 
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when external temperature reaches a set level 
(0°C).  

• Compensated systems: will control flow 
temperature in the heating circuit relative to 
external temperature. This will give a rise in 
the circuit flow temperature when outside 
temperature drops.  

• Thermostatic radiator valves: these sense 
space temperature in a room and throttle the 
flow accordingly through the radiator or 
convector to which they are fitted.  

• Proportional control: involves switching 
equipment on and off automatically to regulate 
output.  

• Other methods can include thermostats, 
occupancy sensing PIR's (passive infra-red 
sensors), and manual user control.  

1.3. lighting control methods  
Different control systems exist, again time-based 
control and optimiser parameter-based where a level of 
illuminance or particular use of lighting is required.  

• Zones: lights are switched on corresponding to 
the use and layout of the lit areas, in order to 
avoid lighting a large area if only a small part 
of it needs light.  

• Time control: to switch on and off 
automatically in each zone to a preset schedule 
for light use.  

• Passive Infra-Red (PIR) Occupancy sensing: 
In areas which are occupied intermittently, 
occupancy sensors can be used to indicate 
whether or not anybody is present and switch 
the light on or off accordingly.  

• Light level monitoring: this consists of 
switching or dimming artificial lighting to 
maintain a light level measured by a photocell.  

1.4. building management systems and 
intelligent buildings - energy savings 

Until recent years, energy efficiency has been a 
relatively low priority and low perceived opportunity 
to building owners and investors. However, with the 
dramatic increase and awareness of energy use 
concerns, and the advances in cost-effective 
technologies, energy efficiency is fast becoming part of 
real estate management, facilities management and 
operations strategy. The concepts are also now making 
significant inroads into the domestic residential house 
building sectors. 

For lighting, energy savings can be up to 75% of the 
original circuit load, which represents 5% of the total 
energy consumption of the residential and commercial 
sectors.  

Energy savings potential from water heating, cooling, 
or hot water production, can be up to 10%, which 
represents up to 7% of the total energy consumption of 
the domestic residential and commercial sectors.  

Experiences from studies in Austria suggest potential 
heating and cooling energy savings are up to 30% in 
public buildings. Even allowing for the fact that 
buildings used in the study may have been those with 
particularly high energy usage, the figure is an 
impressive one. (Source: EU2 Analysis and Market 
Survey for European Building Technologies in Central 
& Eastern European Countries - GOPA)  

Intelligent Buildings and Building Management 
Systems technologies contribute directly to the 
reduction in energy use, in commercial, industrial, 
institutional and domestic residential sectors. 

In short, Intelligent Buildings and suitably applied 
Building Management Systems are good for the 
environment. 

Careful interpretation is required. In the UK, adoption 
of controls technologies into the new build and major 
refurbishment sectors is relatively high: Estimates a 
few years ago of the UK market for Building 
Management Control Systems for new build and major 
refurbishment, all sectors, suggest market adoption of 
(as at 1994 - Source UK1 An Appraisal of UK Energy 
RTD, ETSU -1994):  

• Heating controls 70%.  

• Hot water system controls 90%.  

• Air conditioning controls 80%.  

However according to European Commission as many 
as 90% of all existing buildings have inapplicable or 
ineffective controls, many of which require complete 
refurbishment of control systems. 

Moreover conventional control systems stop short of 
automated Intelligent Buildings full capabilities. A 
significant human element is required for optimal 
effective operation even if control systems correctly 
specified and installed. 

Given typical installations and equipment there is often 
a difficulty for building occupants (residential) or 
managers (commercial) to operate them correctly. 
Usage and correct operation are vital for effective 
results. 

Education of users; improved systems-design user-
friendliness, and the provision of relevant instructions 
and information are all critical to enable theory to 
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translate into practice, and for potential effectiveness 
and savings to be realised.  

1.5. Practical benefits  
Energy-effective systems balance a building's electric 
light, daylight and mechanical systems for maximum 
benefit.  

Enhanced lighting design is more than an electrical 
layout. It must consider the needs and schedules of 
occupants, seasonal and climatic daylight changes, and 
its impact on the building's mechanical systems. 

1.6. Lighting systems 
Adding daylight to a building is one way to achieve an 
energy-effective design. Natural daylight 'harvesting' 
can make people happier, healthier, and more 
productive. And with the reduced need for electric 
light, a great deal of money can be saved on energy. 
Nearly every commercial building is a potential energy 
saving project, where the electric lighting systems can 
be designed to be dimmed with the availability of 
daylight. Up to 75% of lighting energy consumption 
can be saved. In addition, by reducing electric lighting 
and minimizing solar heat gain, controlled lighting can 
also reduce a building's air conditioning load.  

1.7. Mechanical systems  
The HVAC system and controls, including the 
distribution system of air into the workspaces, are the 
mechanical parts of buildings that affect thermal 
comfort. These systems must work together to provide 
building comfort. While not usually a part of the 
aesthetics of a building, they are critical to its 
operations and occupant satisfaction.  

The number one office complaint is that the workplace 
is too hot. Number two is that it's too cold.  

Many people cope by adding fans, space heaters, 
covering up vents, complaining, conducting 'thermostat 
wars' with their co-workers, or simply leaving the 
office. Occupants can be driven to distraction trying to 
adjust the comfort in their space. Improper 
temperature, humidity, ventilation, and indoor air 
quality can also have significant impacts on 
productivity and health. When we are thermally 
comfortable we work better, shop longer, relax, breathe 
easier, focus our attention better.  
In order to provide a comfortable and healthy indoor 
environment the building mechanical system must: 

• Provide an acceptable level of temperature and 
humidity and safe guard against odours and 
indoor air pollutants.  

• Create a sense of habitability through air 
movement, ventilation and slight temperature 
variation.  

• Allow the occupant to control and modify 
conditions to suit individual preferences.  

2. Simulations: 
Thermal problem detection a model for integrating a 
rigorous thermal simulation with computational 
reasoning is discussed. This model is used to build an 
intelligent computer-aided system that assists designers 
throughout the design process. The model uses 
rigorous hierarchical thermal simulation modules 
linked to several databases. In addition, Artificial 
Intelligence Techniques are used to build a multilevel 
reasoníng structure for both the initial and the final 
design. Neural networks are utilized for the initial 
design stage problem detection where problems are 
incomplete. The neural networks are integrated with a 
multi-knowledge reasoning structure that utilizes the 
blackboard framework. This structure is used for 
problem detection in the intermediate to final design 
stages and for advice throughout the design process. 

  

Figure 1: the system model 

The system consists of four major components that are 
organized in an integrated framework. These 
components are: 1. the graphical user interface 2. The 
simulation program 3. The data base 4. The intelligent 
agents; figure (1). 

The interface in this system is built to provide flexible 
tools to propose the design problem and to navigate 
and interact with the system’s output and intelligent 
agents. This way accomplished by providing a 
graphical user interface that performs all necessary 
criteria in one environment. The interface allows the 
user to define the thermal design problem, start a 
detailed simulation, navigate the outcome, interact with 

199



the intelligent agents and based on this, allow 
alterations to the design. The interface is designed to 
allow integration with other CAD software.  

The simulation in this system uses Transfer Function 
Method algorithm (TFM) for analysis.  

The intelligent structure in the system consists of the 
problem detection and advise agents. The agents in the 
system use the blackboard model supported by a multi-
knowladge statistical reasoning framework. The 
statistical reasoning supports modelling the uncertainty 
that is present within the reasoning. The control in the 
intelligent agent is based on a combination of a 
backward and forward reasoning and backtracking. 
Currently the problem detection agent is being revised 
to include an additional model that uses the neural 
network as its reasoning structure to support problem 
detection in incomplete designs. Both models are being 
connected to the multi-knowledge intelligent advisory 
structure.   

 
figure2: intelligent agent’s structure 

 

2.1. Control of Air Condition System  
An energy saving control system of variable-air-
volume air conditioner in intelligence building is 
formulated in this section. It reaches good control 
effect and energy efficiency by making the best of the 
advantages of intelligence building. During the cooling 
preparation period, neutral works is used. In the 
regulating period, the air volume is decided by means 
of feed forward control. The previous turning off 
period is determined in the way of penalty function. 

In this paper, the predictive control of cooling 
preparation period of AC system in intelligence 
building by means of neutral network is expressed. BP 
network has the strong ability of adapting and self-
studying. It suits to the control of those nonlinear or 
indefinite systems. The arithmetic could approach any 
nonlinear mapping relation and has strong deducing 

ability. So it suits to the cooling preparation predictive 
control. The preparation period Top is mainly 
determined by the outdoor temperature x I , initial 
indoor temperature x2, volume of rooms x3 and the 
power capability of the air conditioner x4. 

),,,( 4321 xxxxfTop =    (1)  

For a given building, as x3 and x4 are constant, so only 
x1 and x2 are considered. This object is a typical MIS0 
nonlinear system. The precious mathematics model can 
scarcely be worked out in traditional way. 

However, it can be solved by neutral BP algorithm. 
The Network is made up of 3 layers, the input layer, 
the hidden layer, and the output layer. The node 
number n1 of input layer is 2, and n3 of out layer is 1. 
n2 of the hidden layer is 7, which is determined by 
experience equation: 

annn ++= 312          )10,1(Na ∈      (2) 
As the BP algorithm has the shortcoming of slow 
convergence speed, so a variable studying step 
amendment is adopted: 
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Where ω is the weight; α is the studying step; D is the 
minus grade of k time; E is the error, defined as the 
function of input and output sample x and d: 
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The program is written in VC, and is trained by the 
data from a physical simulation system. The simulation 
system consists of a control subsystem, a given room 
and air conditioner. The studying data come from 
different conditions in this system, which meet the 
requirement of BP network. 70 sets of date are used to 
train the weight and valve of network. And 20 sets of 
date are used to detect it. 

The result is proved to be good, shown in Fig.3 In 
practice, all the training date required can be got from 
the data sampling and storing system of intelligent 
building for the self-studying of BP network. And the 
predicted cooling preparation period can be figured out 
by it, and then air conditioner would turn on according 
to it. 
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Figure3: The compare of predicted and Measured values 

2.2. Feed-forward  
Control in Regulating Period The main aim of AC 
control during regulating period is the temperature. The 
comfortable temperature scope is 18-28 degree, and the 
temperature in the buildings should be kept in it. The 
energy exhausted W by AC is approximately in 
proportion to the temperature deviation: 

∫ ∆−=−= tTTdttTTkW AV )()).(( 00
         (8) 

Where To is the initial temperature, T(t) is inner 
temperature, TAv is the average temperature. 

According to the statistics data, compared with 25 
degree, if the inner average temperature is kept at 20 
degree in summer, the electricity energy could be 
saved about 35%. 

So, if the intelligence of the building is fully utilized, 
such as all kinds of sensors and controllers, the 
temperature can be regulated below the high limit, 
which can achieve ideal energy efficiency.  

Feedback control can only reduce the error after it 
occurred. However, due to the time lag of the AC 
system and the delay of the control, the temperature 
would wave up and down like curve 11. So, an energy-
saving method by means of feed forward control is 
presented, the main idea of which is to predetermine 
the lead time of control actions to reduce the overshoot 
and fluctuation of the controlled temperature. 

Feed forward control is different from feedback 
control. 

It makes decision according to the disturbance. When 
the disturbance occurs in a system, the forward control 
outputs the control value according to it and in the end 
to removing it. 

If the arithmetic and the parameters are correct, the 
high control resolution and little fluctuation could be 

got easily, shown in Fig4. It can make an intelligent 
building “know” the trend of heat changing through the 
gate management system and energy statistic system, 
just like a man. In practical system, both feedback 
control and feed forward control is used to get good 
quality in the regulation of temperature in air 
conditioning system. 

 
Fig4: Feed-forward Control 

If disturbance N(S) could be measured, so the error 
Y,(S)caused by it would be eliminated by the feed-
forward loop DIl(S). 

D,(s)G(s) + G,(s) = 0 (9) 

So the feed-forward control unit should be: 

If both forward and backward feedback control are 
used, the controller can eliminate the fluctuation 
caused by the measurable disturbance, and can reduce 
the interference immeasurable. Also the feedback can 
provide the function to detect the result of control. The 
forward and backward feedback controller can improve 
the control resolution greatly, and get the satisfactory 
control effect and energy efficiency. A digital 
simulation system by MATLAB is adopted to test the 
control of variable air volume condition system. As 
shown in Fig5, curve 2 has the accurate feed-forward 
function, where there is no error; curve 3’s feed-
forward function is not accurate to the disturbance, 
where there is little error; and curve 1 is the pure 
feedback function, where there is great error. 

 
Fig.5 Simulation Results 
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Figure6: thermal model of intelligent building for heat 
cost calculation. 

Figure 6 is run in MATLAB software, SIMULINK 
environment. It can monitor the temperature of building 
by online mode. 

3. Conclusion     
Ultimately, the tools developed in this research will go 
beyond saving energy — they could also help building 
operators respond to electricity grid emergencies and to 
money-saving opportunities when energy costs are 
high. Thermal design contains many variables and 
constrains that must be taken into construction. These 
variables and constrains increase as the design evolves 
and make it more difficult to detect potential problems 
in the design. 

In this paper we found a new method for thermal 
simulation and problem detection in the building and 
so have suggested a intelligent building for energy 
saving. 

The prediction data has had a good fit with measured 
data’s.  

Finally, for network controlling we suggest a internet-
based control systems to improve the energy efficiency 
of buildings (IBEC). IBECS is a practical networking 
system that takes advantage of a building's existing IT 
infrastructure to control off-the-shelf lighting 
components and other building equipment through the 
internet. 

 
Figure7: IBECS is a practical networking system that 
takes advantage of a building's existing IT infrastructure 
to control off-the-shelf lighting components and other 
building equipment through the internet. 
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