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WELCOME TO SIMS 58

Welcome to the 58th Conference on Simulation Modelling and Optimization in Reykjavik,
Iceland. Reykjavik is the northernmost and one of the smallest capital cities in the
world. Although small for a capital, it is the country’s largest and most populated city and with
the urban area population of around 200000, it is the home of the vast majority of Iceland’s
people. The city is pioneer in the use of geothermal energy to provide low-cost heating and
electricity. Iceland’s energy consumption per capita is among the highest in the world, and the
proportion of this consumption provided by renewable energy sources exceeds most other
countries. The electricity is produced almost entirely from renewable energy sources,
hydroelectric (70%) and geothermal (30%) and simulation, modelling and optimization are the
key elements to utilize the renewable energy more efficiently.

The SIMS 58 will cover broad aspects of simulation, modelling and optimization and be a
technical forum for participants to further their knowledge by being exposed to diverse topics,
and exchange opinions and ideas both from industry and academia in a variety of topics related
to simulation, modelling and optimization. The ambition is to bring the field of applied
modelling and simulation techniques of energy systems to the general public as a contributing
technology for efficient and sustainable energy systems. This year, the conference program
contains two keynote speakers, 53 research papers and presentations organized into 14 sessions
and an excursion to a geothermal park.

The focus of the conference is on simulation, modelling and optimization in a variety of applied
contexts including topics such as geothermal, hydro and bio energy, oil production, automotive
industry and methodology and technologies for simulation, modelling and optimization.

A key component of the SIMS conference is the opportunity to socialize and make new
connections. The conference offers several possibilities such as a conference dinner at Bryggjan
Brugghts (Bistro and Brewery), an excursion to the Reykjanes GEOPARK and last but not
least some coffee and lunch breaks.

SIMS stands for the Scandinavia Simulation Society with members from five Nordic countries,
Denmark, Finland, Norway, Sweden and Iceland. The goal of SIMS is to develop further the
science and practice of modelling and simulation in all application areas and to be a forum for
information interchange between professionals and non-professionals in the Nordic countries.

Thanks to all participants, authors, keynote speakers and presenters for their contribution to this
conference. I also want to acknowledge the support I have received from the conference board,
program committee and the SIMS board. The support from the National energy authority,
Iceland is gratefully acknowledged.

Welcome, I hope you will enjoy the conference and the interactions with your colleagues and
other presenter here.
Magnus Thor Jonsson
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Numerical investigation of conjugate heat transfer and flow
performance of a fin and tube heat exchanger with vortex
generators

Shobhana Singh Kim Sgrensen

Department of Energy Technology, Aalborg University, Pontoppidanstraede 111, 9022, Aalborg, Denmark,

{ssi,kso}@et.aau.dk

Abstract

Vortex generator is considered as an effective device for
augmentation of the thermal-hydraulic performance of a
heat exchanger. The aim of present study is to examine
the influence of vortex generators on a double fin and
tube heat exchanger performance. Vortex generator of
rectangular winglet type is chosen and investigated at
different angles of attack 0°, —10° and —20° with the
flow direction. Three-dimensional numerical model is
developed and simulations are performed for a Reynolds
number range 5000 < Re < 11000 taking conjugate heat
transfer into account. The heat transfer and pressure loss
characteristics are determined and analyzed for an in-line
configuration of a fin and tube heat exchanger. In order to
evaluate the enhancement in the performance on an
equitable basis, the heat exchanger with plain fin surface
is considered as a reference design. Results show that the
angle of attack of a vortex generator has a significant
impact on the volume goodness factor, and enhance the
thermal performance of a fin and tube heat exchanger in
comparison to the design with plain fin. The vortex
generator at an angle of attack —10° is found to perform
superior over the Reynolds number range studied. At
Re = 5000, the vortex generator with an angle of attack
—10° increases the volume goodness factor by 32% with
respect to the baseline heat exchanger design.

Keywords: Fin and tube heat exchanger, vortex generator,
conjugate heat transfer, volume goodness factor

1 Introduction

Fin and tube heat exchangers are one of the most
commonly used thermal engineering systems due to the
larger heat transfer area provided by the extended surface
integrated tubes. In the process industry, vortex
generators (VGs) are being increasingly incorporated in
modern multi-functional heat exchangers to enhance heat
and mass transfer and to increase energy efficiency
(Ghanem et al. , 2013). The enhancement by vortex
generators shows a great promise in reducing the size of
heat exchangers (Biswas et al. , 1994). They are
integrated into a surface by means of embossing,
stamping, punching, or by other attachment processes.

DOI: 10.3384/ecp1713813

Wide range of application and design flexibility have
made vortex generators an effective mode of performance
enhancement. In fin and tube heat exchanger often
negligible heat transfer takes place in the downstream of
the circular tube due to a low velocity fluid which can be
enhanced by several hundred percent by placing VG in
the wake region behind the tubes (Biswas et al. , 1994;
Joardar and Jacobi , 2008). Several experimental and
numerical studies on different configurations of VGs have
been carried out over the last two decades (Turk and
Junkhan , 1986; Joardar and Jacobi , 2008; Tiggelbeck et
al. , 1992, 1993; Jacobi and Shah , 1995; Jang et al. ,
2013) including fin and tube heat exchangers (Fiebig ,
1995; Fiebig et al. , 1994, 1993). However, most of the
studies are commonly based on convective heat transfer
analysis.

In majority of engineering applications, for example,
waste heat recovery, heating and cooling, aerospace
engineering etc., physical phenomena usually combines
both heat transfer in solid and fluids. For accurate
predictions of improved performance for a given
application, numerical simulations with coupled
temperature fields in solids and fluids are essential. It is
pragmatic in testing different design configurations with
vortex generators. Due to the lack of sufficient data on
the impact of VGs on doubled fin and tube heat
exchangers, present study work aims to investigate the
effect of VGs with different angles of attack (¢t) on the
heat transfer and pressure loss characteristics. The
analysis is performed by developing a three-dimensional
(3D) numerical model that includes conjugate heat
transfer in solid and fluid domains simultaneously.

2 Numerical Model

2.1 Computational Geometry: Fin and Tube
Heat Exchanger with Vortex Generators

Figure la shows a double fin and tube heat exchanger
with plain fin and with VGs as investigated in the present
study. The double fin and tube heat exchanger is
generally designed for a wide range of applications such
as marine exhaust gas boilers for waste heat recovery
from coal-fired boilers (Singh et al., 2016a,b, 2017) due
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Plain fin
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(a) Plain fin

» )
Fin with vortex generators

(b) Fin with vortex generator

Figure 1. Illustration of fin and tube heat exchanger design

to good anti-wear and anti-fouling performance, compact
design, stability (Chen and Lai, 2012; Jin et al., 2013,
2016). To investigate the effectiveness of VGs,
rectangular winglet vortex generator (RWVG) are
selected considering their heat transfer enhancement
performance better than delta winglets (Li et al., 2015).
Two pairs of RWVGs each of height 0.004 m and length
0.019 m are placed longitudinally on the fin surface in the
direction of the flow. The rectangular winglets can be
easily manufactured by punching out off the fin surface at
an angle of 90° as shown in Fig.1b. Figure 2 illustrates
the design details of the rectangular vortex generator at
an angles of attack ¢ with the incoming flow direction.
Table 1 lists the design parameters of the heat exchanger
considered in the study.

2.2 Governing Equations

Based on flow velocity and Reynolds number (> 5000),
Shear Stress Transport (SST) turbulence model is adopted
to simulate the fluid flow in the domains of interest
(Menter, 1994; Menter et al., 2003; Woelke, 2007).

The governing equations of mass, momentum, and

DOI: 10.3384/ecp1713813

Table 1. Dimensions of the computational geometry simulated
in the present study

Parameter Value

Length of the fin, Ly 0.145 m
Width of the fin, Wy 0.032m
Thickness of the fin base, ¢ 0.002 m
Width of the gap between fins, dy 0.006 m
Fin pitch, ps 0.015m
Inner diameter of the tube, D; 0.030 m
Outer diameter of the tube, D, 0.038 m
Tube pitch, p; 0.075m
Length of the gas domain, L, 0.150 m
Width of the gas domain, W, 0.075m

Thickness of the gas domain, % 0.0075 m

Length of RWVG, lyg 0.019m
Height of RWVG, hy ¢ 0.004 m
Thickness of RWVG, oy 0.002 m
Angle of attack of RWVG, o 0°, —10°,—20°

energy conservation can be written as:

ap B
5 TV(PU) =0 (1)
a(g:J) +V(pU®U) = V(less—VU) =-Vp
+V(lers— VU +F (2)

where U is the averaged flow velocity field [m/s], p is
the density [kg/ m?], ® is the outer vector product, p is the
pressure [Pa], F is the total body force [N/ m3], Uery is the
effective viscosity coefficient [Pa.s].

% +V(pC,U)T = —V(q)+7: VU—pVU+Q
(3)
WS _ vig+Q @

where C), is the specific heat capacity at constant pressure
[J/kgK], q is the heat flux by conduction [W /m?], T : vU
is the viscous heating term and is assumed negligible, Q
is the heat source [W /m?].

The transport equations of SST model in terms of k and
 can be written as:

d
29) | v(pou) = v (u+ = )ww)) +
! On,1
2RSS P0G B PG o

®)

where @ is the turbulent frequency [1/s] and y, = %k is
the eddy viscosity.
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Figure 2. Schematic illustration of rectangular winglet vortex generator
Table 2. Boundary conditions used to solve the numerical model
2(pk) Uy Boundary Conditions
T+V(PkU) =V H+g V(k))| + B Periodic m= niy,
k Wall Uon=0 k=0
—Bpko  (6) [limy, o @ = 713/37,2]
. .. S t Un=0;Vk=0; V.0
where & is the rate of turbulent kinetic energy [m? /s]. ymmetry _ (;l
. The rate of production of turbulent kinetic energy which .t e wall T=T,
1S given as: Operating Conditions
2 AU Gas temperature, Tj, 573.15K
P = (2 L Sij.Sij— =P le 5”.) 7 Inner tube wall temperature, T, 453.15K
X

3 J

2.3 Solution Procedure

In most of the numerical problems, Computational Fluid
Dynamics (CFD) based tool solves the governing
transport equations faster under specified conditions and
predicts the physical processes such as fluid flow, heat
transfer etc. with reliable accuracy. In the present work,
Ansys CFX v.17.1.(Ansys , 2017) is used to develop the
finite volume model and simulate steady state flow with
coupled conjugate heat transfer. Control surface approach
is used to perform the coupling between the fluid and
solid grid interface. To gain the time savings and reduced
computational power, symmetric boundary conditions are
employed as shown in the Fig.3. The computational
geometry has faces set as a plane of symmetry and
periodic inlet and outlet. The boundary conditions at
different faces of the computational domain are described
in Table 2. Due to a high complexity design including
VGs, unstructured mesh is generated with a fine
boundary layers. Meshes with =~ 7000000 and
~ 13000000 average number of grid elements are
selected for plain fin and fin with VG to achieve the
reliable numerical solution, respectively. The
convergence is obtained when the maximum residual of
objective variables (i.e.  temperature, pressure and
velocity components) accomplished 1074,

(2014) are compared with the present numerical results as
shown in Fig.4. The standard deviation of predicted
values of Nusselt and Euler numbers from the values
obtained from the correlations values vary from 0.004 to
5.150, respectively. The deviation can be justified by the
assumptions made in model parameters in addition to the
experimental error in developing the correlations. The
lower standard deviation in the numerical values indicates
the reliability and validity of the computational model
under given operating conditions.

3 Data Analysis and Performance
Evaluation

In this section, the heat transfer and flow characteristics
are defined to evaluate the performance enhancement in
the fin and tube heat exchanger by RWVGs.

Reynolds number in the present study is determined as:

Re — uinDy,
\%

®)

where Re is the Reynolds number [-], u;, is the inlet flow
velocity [m/s], D, is the outer tube diameter [m] and Vv is
the kinematic viscosity of the air [m/s].

The overall avergae heat transfer coefficient of the fin

2.4 Model Validation and tube heat exchanger is calculated as:
In order to validate the model, the Nusselt number and _ 0
Euler number values from the correlations of Chen et al. h= (©))
AIAEm
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Figure 3. Computational geometry simulated in the present study
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Figure 4. Numerical model validation based Nusselt number
and Euler number correlations

where £ is the overall heat transfer coefficient [W /m? -
K], A, is the total heat transfer area [m?], and Q is the total

heat transferred calculated as:
0= me(Tm -

Tour) (10)

where 71 is the mass flow rate [kg/s], C, is the specific
heat capacity [J/kg - K], T, and T,, are the mass
averaged air temperature at the inlet and outlet [K]. ATy,
is the logarithmic mean temperature difference which is
calculated as:

where 7, is the inner tube wall temperature [K].
In order to determine heat transfer characteristic,
average Nusselt number which is calculated as:
—  hD,
Nu =
k

Colburn-;j factor is calculated based on average Nusselt
number and is expressed as:

12)

~ Nu
~ RePr'/3
where p is the density of the fluid [kg/m’], Pr is the
Prandtl number [-], and Nu is the

In addition to the heat transfer characteristics, pressure
losses are be evaluated using the Euler number, Eu and the
friction factor, f as:

J 13)

A
Eu= 0 (14)
Zpumax
Ap D,
f= X —2 (15)
%puzzn Lg

where, Ap is the pressure loss [Pa] and L, is the length of
the gas domain in the computational geometry [m]

Due to a number of possible enhancement methods,
operating conditions and available designs, comparison
of performance on equitable basis can be challenging. In
the present study, a factor called Volume goodness factor
as proposed by Kays and London (1998) is utilized to
predict the overall performance. It considers
simultaneous effect of heat transfer and pressure loss and,
therefore, useful in several practical applications.

ATy =

(Tin - Tw) - (Tout - Tw)

DOI: 10.3384/ecp1713813

j Nu
_ RePrl/3 (16)
(1 17 (1 m)“
T2 X I
2PUy, 8
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4 Results and Discussion

4.1 Heat Transfer Enhancement

The influence of angle of attack (¢) on Nusselt number
can be seen in Fig.5a. It is clear that heat exchanger with
RWVG has higher Nusselt number than that of baseline
plain fin surface which increases with a increase in
Reynolds number at a given . VGs induce stronger
vortical fluid flow due to which heat transfer coefficient
becomes higher, thereby, augments the heat transfer
between the fluid and surface. It is observed that Nusselt
number increases as @ varies from 0° to —20°, however,
the increment becomes insignificant as o« goes higher
than 0°.

To make a rational comparison between the heat
transfer performance at different «, Colburn-j factor
normalized with the baseline plain fin value is plotted in
Fig.5b. It can be seen that adding RWVG can enhance the
heat transfer by up to 55% at a given Reynolds number.
Moreover, it is interesting to note that Colburn-j factor
ratio of fins with RWVG at @ = —10° and a = —20°
decreases as the Reynolds number increases while
remains more or less constant at o = 0° over the
Reynolds number range. The results indicate that
RWVGs in double fin and tube heat exchanger tend to
loose their advantage relative to baseline plain fin at
higher Reynolds number.

4.2 Induced Flow Loss

Enhancement in heat transfer in most of the applications
is accompanied with a penalty of pressure loss. To
account for this penalty, the Euler number with a different
angle of attack is plotted against Reynolds number in Fig.
6a. The figure shows that Euler number increases as o
vary from 0° to —20°. At ov = —20°, Euler number is the
highest which is due to the increased fluid velocity and
consequently large pressure loss. The RWVG with
o = 0° performs nearly similar to the baseline plain fin
design.

Another factor called friction factor (f) is evaluated
using Eq.15. Figure 6b compares the normalized friction
factor at different angles of attack to the baseline plain fin
design. It can be seen that friction factor ratio remains
nearly constant over the entire range of Reynolds number,
however, fins with RWVGs have higher friction factor
than baseline plain fin and the highest at o0 = —20°. At
a = —20° and Re = 11000, friction factor is 20% higher
than that of baseline plain fin design. It is demonstrated
by the results that adding RWVG to the fin surface
increases the pressure loss which certainly is a
disadvantage to the overall performance.

It is clear from the results that the angle of attack of
RWVG has a significant impact on thermal and pressure
loss characteristics of a fin and tube heat exchanger. It is,
therefore, essential to analyze both characteristics
together. In the present study, the overall performance is
evaluated using Volume goodness factor from Eq.16.
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Figure 5. Heat transfer characteristics with RWVG at different
angle of attack

Figure 7 compares the factor with the plain fin factor as a
reference. it is found that RWVG at @ = —10° has higher

volume goodness factor followed by o = —20° over the
entire range of Reynolds number in this study which
indicates that @ = —10° performs better in comparison to

RWYVG at other angles of attack when both heat transfer
and pressure losses are considered together. The RWVG
at ¢ = —10° and Re = 5000 has 32% higher volume
goodness factor than that of conventional plain fin
surface.

It is important to emphasize that the overall
performance of the heat exchanger with RWVG at
a = —20° and oo = —10° decreases as the Reynolds
number increases which indicate that the advantage of
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Figure 6. Pressure loss evaluation with RWVG at different angle
of attack

using RWVG at these angles of attack becomes less
useful for higher Reynolds number. This is due to
relatively lower heat transfer and higher pressure loss at
higher Reynolds number (Figs.5b and 6b). On the other
hand, performance improvement by RWVG at o = 0° is
noticed insignificant and nearly constant at all Reynolds
numbers.

A larger value of Volume goodness factor leads to
reduced heat exchanger volume and weight which is
desirable in most of the practical applications. Adding
RWVG at o = —10° in the double fin and tube heat
exchanger can not only increase the overall performance
but also fulfills the light weight heat exchanger demands
in a number of applications.
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5 Conclusion

Performance enhancement using RWVGs in the double
fin and tube heat exchanger is investigated numerically in
the present study. The influence of different angles of
attack of RWVG on heat transfer and pressure loss
characteristics in relation to baseline plain fin design is
demonstrated and discussed. The study can be concluded
with following outcomes:

e The RWVGs significantly influence the thermal
performance over the investigated range of
Reynolds number i.e.5000 < Re < 11000. In
reference to the reference design with plain fin,
thermal performance is enhanced by up to 55% by
RWVG with an angle of attack at oo = —20°.

e It is interesting to note that beyond o = —10°, the
angle of attack does not show significant
improvement in thermal performance and performs
similarly to o¢ = —10°.

e As the angle of attack of RWVG varies from 0° to
—20°, the pressure loss also increases. However, the
trend remains more or less same over the entire range
of Reynolds number studied.

e The overall performance enhancement is evaluated
by comparing the volume goodness factor. Under
the given operating conditions, the vortex generator
at an angle of attack —10° is found to enhance the
overall performance by up to 32%, thus furnishes
the best performed double fin and tube heat
exchanger design.

e The present investigation is useful not only in
enhancing the overall performance of a double fin
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and tube heat exchanger but also directs the future
studies to limit the range of angle of attack of VGs
while focusing on the VG location and other design
parameters.
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Abstract

The possibility for modelling and simulating
hydropower systems as accurately as possible take an
important role in order to develop a control structure and
to make efficient analysis tools for testing a designed
controller for stability and performance in different
operating regimes. Both the simulation time for such
models as well as the accuracy are important.

A high head hydropower system is considered for this
study. The pipe with the main part of the height drop is
known as pressure shaft or penstock, and it can be
modeled with two levels of accuracy which have been
compared in this studying. A simple model with one
nonlinear ODE considers inelastic walls of the penstock
and incompressible water. A more realistic model for
large pressure variations assumes a penstock with elastic
walls and compressible water column in the penstock.
This more detailed model of a penstock is described
with two nonlinear PDEs which have been solved using
the Kurganov-Petrova scheme.

Comparing results from these two models it can be
concluded that the simple ODE model shows by and
large the same results as the PDE model with just
slightly smoothed dynamics. Obviously, the simulation
time for the inelastic penstock model is considerably
smaller. Both models show reasonable results and can
be further used for control synthesis and analysis. In
cases where the time consumption is most important, the
simple ODE model for the penstock is preferred. On the
other hand, for more accurate studies the
elastic/compressible model for the penstock or even for
other waterway units, such as conduit, is more useful.

The modeling part for both cases was done in
OpenModelica using our own hydropower library,
where all models for different units of the hydropower
system have been developed and collected.

Keywords: high head hydropower, penstock/pressure
shaft, Kurganov-Petrova scheme, OpenModelica

1 http://Ivk.no/LVK/Fagomrader/Vannkraftproduksjon/
Nokkeltall---Oversikt-over-konsesjonssystemet-for

2 https://snl.no/vannkraft

3 https://no.wikipedia.org/wiki/Liste over vannkraftverk

1 Introduction

1.1 Background

A transition towards more renewable energy sources is
currently happening in Europe and all over the world,
with increasing use of flexible hydropower plants to
compensate for the highly changing production from
intermittent energy sources such as wind and solar
irradiation. Flexible hydropower plants involves
pumping water up into reservoirs during surplus of
intermittent power, and high head storage is the most
efficient way to store such surplus power.

Around 96% of generated electricity (138 GWh) in
Norway is produced by hydropower systems, which
have a total capacity over 30 GW; over 1500
hydropower plants are operated®. With these values,
Norway occupies the 7th place among the hydropower
producers in the world?. Among the power plants, the
high head hydropower plants generate more than 75%
of all electricity produced from hydropower in Norway?3.

In addition to hydropower plants, the number of wind
power plants in Norway increase from year to year
(13.4% increase in 2015 with respect to 2014*) due to
this technology becoming cheaper and more mature.
With long coast line, wind power has a huge potential
for producing power in Norway®. On the other hand, this
renewable energy source is intermittent and create
considerable disturbances in the power grid. From this
perspective, hydropower can be used to compensate for
disturbances from the wind power.

To optimize the combination of intermittent power
and stored power, the possibilities for modelling and
simulating the hydropower system as accurately as
possible take an important role in order to make an
efficient analysis tool for testing a designed controller
for stability and performance in different operating
regimes (Sharefi, 2011).

4 http://www.ssh.no/en/energi-og-
industri/statistikker/elektrisitet/aar

5 http://www.vindportalen.no/Vindportalen/Vindkraft/
Vindkraft-i-Norge

i_Norge
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1.2 Previous work

High head plants typically collect and store water in
reservoirs in the mountains, with tunnels leading the
relatively small flow of water down a considerable
height difference to the aggregated turbine and
generator. A dynamic model for such a hydropower
system has been developed and studied in a previous
work (Sharefi, 2011), where the Staggered grid scheme
was used for discretization of a part of the model with
partial differential equations (PDEs). Another scheme
for discretization is the Kurganov-Petrova (KP) scheme,
described in (Sharma, 2015; Kurganov & Petrova,
2007). The comparison of this KP scheme with
Staggered grid for an open channel model using Matlab
was done in (Vytvytskyi, et al., 2015). In (Saldamli,
2006) a Modelica extension for modeling with partial
differential equations, PDEModelica, was proposed. An
updated version of PDEModelica with implementation
for OpenModelica was recently presented in (Silar, et
al., 2017); this extension is not fully completed, though.
In addition, a commercial Modelica library for
hydropower system exists (Hydro Power Library from
Modelon AB®), and has been used for modeling a high
head hydropower plant in (Winkler, et al., 2011).

1.3 Overview of paper

In this work, a simple model of a hydropower system
described with ordinary differential equations (ODEs) is
compared with a more realistic model described with
PDEs in order to find what accuracy level is needed in
control synthesis. The current work uses the semi-
discrete KP scheme implemented in Modelica for

Surge tank

solving the hyperbolic PDEs, which is a novelty
compared to the commercial Hydro Power Library.

The paper is structured as follows: Section 2 gives a
system description of the high head hydropower system.
Section 3 consists of formulation and discretization of
the model. Then simulation with validation and
comparison of the different model complexities are
described in Section 4. Finally, discussion and
conclusions are given in Section 5.

2 System description

A typical structure for the high head hydropower plant
is depicted in Figure 17. Here, the water is transported
from a reservoir, where it is stored, through a tunnel
known as intake race / conduit / headrace closer to the
powerhouse where the turbine and generator is installed.
The conduit can have considerable length, normally
with a small slope.

After the conduit, the water flows down with a steep
slope and a relatively small flow rate to the turbine
through a pipe known as the penstock or pressure shaft.
There is large pressure change in this pipe due to the big
height difference. At the point where the penstock is
connected to the intake race, a surge tank may be
installed to reduce the water hammer pressure variation
and keep the mass oscillation within limits. This surge
tank can be constructed as a pipe and is then denoted a
surge shaft, but can also be variations such as an open
or closed reservoir.

After the turbine, the water can flow directly to a
downstream lake or river, often denoted tail water, or the
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Figure 1. Structure of the high head hydropower plant.

6 http://www.modelon.com/products/modelica-
libraries/hydro-power-library
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water can flow through a discharge race if the
powerhouse is situated some distance from the tail
water. Normally the turbine is installed below the level
of the tail water in order to increase the pressure at the
outlet of the turbine to reduce the possibility of
cavitation.

Two types of turbines are common for high head
hydropower systems. When the height difference is
large (300 — 4000 m), a Pelton turbine is used with
relatively small flow rate (<30 m?/s). Alternatively, with
smaller height differences and large flow rates, Francis
turbines are preferred. In our simulations, a Francis
turbine is used, and the control of the flow rate through
the turbine is done by manipulating the guide vane.

The turbine is rotating an axis which also holds the
rotor of the generator producing electricity to the power
grid. Normally, a synchronous generator is used.

2.1 Geometry

For simulations in this paper, the data from the
Sundsbarm hydropower plant in Telemark, Norway is
used with data provided in (Winkler, et al., 2011), see
Table 1 and Table 2.

Table 1. The waterway geometry of Sundsbarm
hydropower plant.

Waterway | Height Length, m | Diameter, m
unit difference, m

Reservoir | 48 - -

Conduit 23 6600 5.8
Penstock | 428.5 600 3

Surge tank | 120 140 34
Discharge | 0.5 600 5.8

race

Tail water | 5 - -

Table 2. The turbine geometry of Sundsbarm hydropower
plant.

Turbine Nominal | Nominal flow | Nominal
type head, m rate, m¥/s power, MW
Francis 460 24.3 104.4

3 Modeling and discretization

3.1 Model presentation

Models for all of the waterway units can be described
with mass and momentum balances. For the mechanical
part (turbine with aggregate), a simplified energy
balance is used assuming that the turbine behaves as a
simple valve. All of these models for different units of

8 Modelica® is a non-proprietary, object-oriented,
equation based language to conveniently model complex
physical systems. https://www.modelica.org

® OpenModelica is an open-source Modelica-based
modeling and simulation environment intended for
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the hydropower system have been developed and
collected for our own hydropower Modelica® library
that can be used in either OpenModelica® or Dymola®®.

In this paper, a more detailed description is presented
for the models that will be compared, namely a
simplified pipe (tunnel) model that can be used for the
penstock and a more realistic model with compressible
water and elastic walls of the penstock.

3.1.1 Waterway pipe (tunnel)

In some of the waterway units such as conduit, there are
only small pressure variations due to the small slope
angle (height difference between inlet and outlet of the
component). That is why the model for these units can
be simplified by considering incompressibility of the
water and inelasticity of the walls. A sketch of the pipe
with all needed terms for modeling is shown in Figure
2.

e

2\I‘.’l-’luut

Figure 2. Model for flow through a pipe.

In the case of incompressible water, mass in the filled
pipe is constant, and:
dm
dt
Here, the mass of the water in the pipe is m = pV =
pLA, where p is the water density, IV — the volume of the
water in the pipe, L — the length of the pipe and 4 — the
averaged cross section area of the pipe that defined from
averaged pipe diameter D. The inlet and outlet mass
flow rates are equal with 1, = pV;,, and i1y = pVyus
respectively, where V;,, = V,,, — the inlet and outlet
volumetric flow rates in the pipe.
The momentum balance for this simplified model can
be expressed as:
dM
dt
Here, the momentum of the water in the pipe is M =
muv, where v is the average water velocity and can be

= My — Moye = 0 1)

=M — Moy + B+ E,+F (2

defineasv = V/A' The inlet and outlet momentum flow

industrial and academic usage.
https://www.openmodelica.org

10 Dymola is a commercial complete tool for modeling
and simulating integrated and complex systems; is based
on the Modelica open standard language.
http://www.modelon.com/products/dymola
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rates are M, = my v, and My, = Moy Vour

respectively, where vin=Vi"/ A and vey =
mn

V"uf/A . are the velocities in the inlet and outlet of the
ou

pipe respectively and are equal in a case with constant
diameter of the pipe (A;, = Aoue)- F, — the pressure
force, due to the difference between the inlet and outlet
pressures p; and p, and can be calculated as follows:
E, = Ainp1 — Aoutb2- There is also gravity force that is
defined as F; = mg cos 8, where g — the gravitational
acceleration and 6 — angle of the pipe slope that can be
defined from ratio of height difference and length of the
pipe. The last term in the momentum balance is friction

force, which can be calculated as F; = —%Lfanﬁvlvl
using Darcy friction factor f;,.

3.1.2 Penstock with elastic walls and compressible
water

Unlike the conduit, the penstock has considerable
pressure variation due to a considerable height drop.
Thus, to make model for the penstock more realistic,
compressible water and elastic walls of the penstock
should be taken into account. To express the
compressibility/elasticity, some compressibility
coefficients which show the relationship between
pressure, water density and pipe inner radius, are used.

According to  (Sharefi, 2011), isothermal
compressibility S is defined as follows:
1ldp
=—— 3
br=2an ®3)

Here p and p denote density and pressure, respectively.
Assuming that the isothermal compressibility is
independent of the pressure, this equation can be
rewritten in a way that is convenient to calculate fluid
density at different pressures:
p = pAtmehr@-p"M (4)

Here p®™ is the atmospheric pressure and p3™ is the
water density at atmospheric pressure. The relation
between density and pressure from this equation can be
seen in Figure 3.

Figure 3 shows fairly linear dependency of the
density with respect to the pressure in the range that is
normal in hydropower plants. That is why the previous
equation (4) can be simplified as follows:

p = p*™(1+ Br(p — p*™) ®)
In the same way, the relation between pressure and pipe
cross section area can be defined using equivalent
compressibility coefficient 84 due to the pipe shell
elasticity (Sharefi, 2011); after simplification the
relation looks as follows:

A~ A (1+4(p — p*™)) (6)
Here A2™ is the pipe cross section area at atmospheric
pressure.
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Figure 3. Variation of density with respect to pressure.

In reference to (Sharefi, 2011), it is also possible to
define a linear relationship for the product of density and
cross sectional area that change with pressure.

A- p= Aatmpatm(l + ﬁtot(p _ patm)) (7)
Here Bt is the total compressibility due to water
compressibility and pipe shell elasticity (3%t = g9 +
Br), and is related to the speed of sound in water inside
the pipe.

Hence, using the previous equations for the
relationship between density of the water, cross
sectional area of the pipe, and pressure in the pipe,
ODEs (1) and (2) for mass and momentum balances can
be further developed into the PDEs:

dp am
atm jatmptot _ & _ __
S T
am Ja .
57 = 35 (v +Ap) + pAg cos b (8)
1
—ngﬂPDU|V|

3.2 Model discretization

There are many discretization techniques for PDEs, but
from previous work (Vytvytskyi, et al., 2015) it was
observed that the well-balanced second order
Kurganov-Petrova (KP) scheme shows reasonably good
results for hyperbolic PDEs. The KP scheme is therefore
also chosen for discretization of the model for the elastic
penstock with compressible water. The detailed
development of the KP scheme is shown in (Kurganov
& Petrova, 2007) with some run-of-river case studies in
(Sharma, 2015; Vytvytskyi, et al., 2015; Dissanayake, et
al., 2016; Dissanayake, et al., 2017).

Firstly, PDEs (8) for the elastic penstock model
should be presented in vector form as a standard
formulation for KP scheme (Sharma, 2015):

ou oF

= 9
Jat  Ox ©)
with: U = [p, m] - vector of conserved variables,
7 T
F = | amgeor pzm Giot v +Ap] — vector of
fluxes,

T
S = [0, pAgcosb —%fanDUIUIJ — source
terms vector.
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The result of discretizing the elastic penstock model
using the KP scheme is the semi-discrete (time
dependent ODEs) central-upwind scheme and can be
written in the following from:

d _ Hi 1) —Hia()
—U.(t) = — . (10)
7 0i® v +5,0)

Here, U; is the cell center averaged values while H;, 1 -
-2

the central upwind numerical fluxes at the cell
interfaces, are defined as:

atF (Vi) - aisF (V)

H”%(t) - at, —a-
11— W1
i+3 i+5
al+%ai+% + _
——2 U} - U
— i+ i+5
A = Gyy1™ 72 2
. - 2 _2 . (11)
o iF (V1) - aiaF (U]2)
Hia(t) = ———F—— )
2 a. 1 a. 1
i-3 i-3
a;_1a; 1
+ [, - v
a 1 a. 1 2 2
i-3 i-3

Here aii+l are the one-side local speeds of propagation,
-2
and can be defined as the smallest and the largest

eigenvalues of the Jacobian Z—Z of the system. These
eigenvalues become:

44
v+ Jvz + W (12)
Mo = 2
From these eigenvalues, it can be deduced that the speed

. . A - -
of sound is given as ¢ = /W’ thus confirming

that the total compressibility factor gt is related to the
speed of sound.

3.3 Operational data and parameters

The complete set of models for different units of the
hydropower system now consists of a number of ODEs
that can be simulated in OpenModelica or Dymola with

the der operator for d/dt using the dassl solver

algorithm with simulation interval time equal to 0.4 s
and tolerance 1le-4. All operational parameters for
simulation are given in Table 3.

4 Simulation

Firstly, basic simulations of the system with various
penstock models (inelastic and elastic penstock) are
done to validate the models from our own library with a
commercial one. Then, a more detailed comparison of
models with different penstock complexities is given for
various simulation scenarios.

DOI: 10.3384/ecp1713820

Table 3. Parameters for simulating the high head
hydropower system.

Variable | Value Unit Comments
Acceleration due to
g 9.81 m/s? eratl u
gravity

p (p?™Mm) | 997 kg/m3 | Density of water
Dynamic viscosity of
water

Pipe roughness height
Water compressibility
Total compressibility
Atmospheric pressure

Cell length for

U 0.89e-3 | Pas

€ 155 |m
Br 4.5e-10  Pat
pret 1.003e-9 Pa?
p™ | 1.013¢5 Pa

Ax 60 m penstock discretization
Cy 3.7 m3/s | Turbine valve capacity
Turbine hydraulic
0.9 - .
Ih efficiency
Electricity  generator
0.99 - .
Me efficiency
Moment of inertia of
m2
Ja 285 kgm the aggregate
W-s? | Friction factor in the
ke p 1e3 5 .
rad aggregate bearing
4.1 Validation

Itis of interest to validate the developed models with the
commercial Hydro Power Library in order to check that
our own library shows reasonable results; some basic
simulation is done for this validation. The scenario for
this simulation is a simple turbine guide vane (valve)
opening after time 30 s from 10% over a period of 30 s
to 100%. The block diagrams for the hydropower
systems using the Hydro Power Library and our own
developed models are shown in Figure 4.

In case of both libraries, the turbine is presented as a
simple valve. That is why the turbine valve capacity
together with the pipe roughness height should be set to
similar or equivalent values. After some tuning of these
variables for our in-house models, the results of the
simulation fits the results from the Modelon Hydro
Power Library reasonably well and are shown in Figure
5: the pressure drop variations through the turbine are
presented for different cases.

From Figure 5, it is seen that the system with simple,
inelastic penstock shows smother dynamics after the
beginning of disturbance (at time after 30 sec.), while
some small oscillation take part in the results for the in-
house elastic penstock model and using the Modelon
Hydro Power Library. It should also be noted that the
simulation time for the system with inelastic penstock is
around one third of the two other models.

Proceedings of the 58th SIMS 24

September 25th - 27th, Reykjavik, Iceland



= B ramp

surgeTark L |
- duration=30

o TRt
| ®
| | ol o

o@o ct-'-t ‘lg

e g o
yaopeuad
-

Figure 4. Block diagrams for hydropower system using
Hydro Power Library (upper) and in-house library
(lower).
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Figure 5. Validation of simulation results from own
developed models (elastic and inelastic penstock) with
Hydro Power Library.

4.2 Comparison

4.2.1 First simulation scenario

With the rudimentary validation in the previous section,
a more detailed comparison of models with different
penstock complexities can be studied. Firstly, the
simulation scenario with sudden and small closing of the
turbine guide vane (valve) is considered. Here, the
systems are being simulated for 2000 s and the
disturbance is applied at 600 s, when the valve is closed
by 5% within 1 s. The results of simulation of the
inelastic and the compressible/elastic models are
presented in Figure 6, where plots are zoomed and
shows just the time interval around disturbance (550 —
750 sec.). In this figure the comparison of the pressure
drop through the turbine (upper plot) and volumetric
flow rate on the turbine (lower plot) are given for both

11 The disturbance is not applied earlier in order to reach
the steady state for the systems.
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cases: systems with elastic and inelastic penstock
models.

We observe smoother dynamics after disturbance for
the inelastic penstock for both pressure drop and
volumetric flow rate in Figure 6, which is similar to the
validation case. From a power production perspective,
this difference looks insignificant and may be neglected
for control purposes if we take into account that the
simulation time for a system with elastic penstock
model is 3 times longer. On the other hand, it may be
extremely important to observe these pressure
oscillations to avoid cavitation and wear and tear of the
turbine. That is why the outlet turbine pressure is also
presented (see Figure 7) in order to compare models
with elastic and inelastic penstock from the perspective
of the cavitation problem.

S0

—Inelastic penstock
49 | —Elastic penstock

Turbine pressure
drop, bar
P
&

18 L

Flow rate, m

16 I I L
550 600 650 700 750
Time, s

Figure 6. Comparison of simulation results for the
systems with elastic vs. inelastic penstock models.

—Inelastic penstock
15 L —Elastic penstock
A

14 | 4

12 L 4

Outlet turbine pressure, bar
-
w
T
I

I I I
550 600 650 700 750

Time, s

Figure 7. Comparison of the outlet turbine pressure for
the systems with elastic vs. inelastic penstock models.

Figure 7 shows the same smoother dynamics with the
simple inelastic penstock model, but the amplitude of
the first oscillation is slightly higher for the model with
elastic penstock.

4.2.2 Second simulation scenario

It is of interest to check another simulation scenario to
see the effect of the penstock model complexity: a
system without surge tank, but with the same
disturbance as in the previous case (5% turbine valve
closing at time 600 s). The results of simulating this
scenario is shown in Figure 8, where only the

Proceedings of the 58th SIMS 25

September 25th - 27th, Reykjavik, Iceland



comparison of the pressure drop through the turbine is
presented; the volumetric flow rate through the turbine
shows similar results as in the previous simulation.
From Figure 8, it is seen that amplitudes of the first
oscillation are different: in the system with inelastic
penstock model the pressure drop rise higher after the
disturbance than in the system with elastic penstock
model. This difference can be related to the speed of
increasing the pressure drop after disturbance: the
pressure drop rises faster in the case with inelastic

penstock model.
—Inelastic penstock
—Elastic penstock

52
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q

I I
550 600 650 700 750

Time, s

Figure 8. Comparison of the simulation results for the
systems without surge tank.

It is also of interest, for these two penstock models,
to see the difference at the outlet pressure from the
turbine, which takes an important role in cavitation
studies: due to the difference between the pressure drops
through the turbine, here a point is to check from which
side, inlet/outlet, of the turbine this difference was
caused. Thus, this outlet turbine pressure is compared in
Figure 9, where the simulation scenario is still the same
(system without surge tank and 5% closing of the guide
vane at time 600 s). Here, it is observed that the
dynamics slightly differ between the system with elastic
and inelastic penstock models, but the amplitude of the
oscillation just after the disturbance is similar. This
means that the inlet pressure to the turbine causes the
difference in the turbine pressure drop.

The wave propagation is taken into account in the
system with elastic penstock model and that is why
models take some longer time for the turbine pressure
drop to reach the maximum amplitude of the first
oscillation after the disturbance, while in the system
with inelastic penstock model all variables change
simultaneously through the whole system. This can be
observed in Figure 10, where the volumetric flow rate
through the conduit is compared for cases with elastic
vs. inelastic penstock models. Here, the flow rate
through the conduit for the system with inelastic
penstock starts to decrease at the time (600 s) when the
disturbance occurs, while around half a second is needed
for the wave in the system with elastic penstock model
to reach the conduit.
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Figure 9. Comparison of the outlet turbine pressure for

the systems without surge tank.
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Figure 10. Comparison of the wave propagation in the
systems with elastic vs. inelastic penstock models.

4.2.3 Third simulation scenario

In the last scenario, the effect of the wave propagation
in the longest part of the hydropower system is studied.
For this case, the elastic penstock model with
compressible water is used for the conduit and the
penstock units; the disturbance is the same as it was in
the previous two scenarios. The simulations are done for
both systems with (see Figure 11) and without (see
Figure 12) surge tank and the turbine pressure drop is
compared with the results for the previous two
scenarios. It should be noted that the elastic model for
the conduit is discretize with the same step length as for
the penstock (60 m) and it leads to dramatic increasing
of the simulation time, around 20-30 times.

From Figure 11, it is seen that the results for all three
cases look almost the same. The system with the elastic
conduit shows slightly more oscillatory results, but in
general, there are no difference in overall dynamics. On
the other hand, the dynamics differ substantially for the
system without surge tank; the case with elastic conduit
give a rather different behavior, which can be seen in
Figure 12. Here, the oscillations after the disturbance
need more time to reach a new steady state (compared
to two other cases) and the amplitude of the first
oscillation for the elastic conduit case is lower than for
systems with elastic or inelastic penstock models.
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Figure 11. Comparison of the elastic conduit for the

system with surge tank.

The longer oscillation time for the system with elastic
penstock and conduit models is caused by the water
wave moving back and forth (up and down) through the
whole system. This is actually one of the reasons of
using the surge tank: to keep mass oscillations within the
limits: the oscillations in the system with surge tanks are
much smother and their amplitude variation is smaller.
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Figure 12. Comparison of the elastic conduit for the
system without surge tank.

Itis also of interest to compare the behavior of the outlet
turbine pressure for the elastic model of the conduit.
Thus, the comparisons have been done for both systems
with and without the surge tank and results are shown in
Figure 13 and Figure 14. Both figures show that the
model with both the elastic conduit and penstock
behaves more oscillatory, and at the same time, reaches
the maximum amplitude values similar to the model
with just the elastic penstock.

T
—Inelastic penstock
—Elastic penstock
—Elastic conduits

Outlet turbine pressure, bar

| I I
550 600 650 700 750

Time, s

Figure 13. Comparison of the outlet turbine pressure for
the systems with surge tank.
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Figure 14. Comparison of the outlet turbine pressure for
the systems without surge tank.

5 Discussion and conclusion

In this paper, the comparison of different penstock
models for modeling and simulation of a high head
hydropower system has been explored. The Kurganov-
Petrova second order central upwind scheme has been
implemented to discretize the more complicated
penstock model with compressible water and elastic
walls that is described by PDEs. This scheme has been
implemented in Modelica and collected into an in-house
library together with all other models for the
hydropower elements. Then the models for simulating
the hydropower system with different scenarios have
been developed and simulated in OpenModelica. This
in-house hydropower library has been validated with an
already existing commercial Hydro Power Library.

Based on three simulation scenarios, it can be
concluded that the system with inelastic penstock model
exhibits a somewhat simpler dynamics, but on the other
hand it has an advantage in the simulation time which is
only one third of the same system but just with elastic
penstock model (discretized by KP scheme). It is also
observed that the wave propagation, which is taken into
account in the elastic penstock model, affects the
system, in particular the one without a surge tank. This
effect leads to longer oscillations but also a smaller
amplitude just after the disturbance (system without the
surge tank). Despite all these difference, the inelastic
penstock model can perhaps be used for control design
problems due to the simplicity of this model, being less
time consuming for simulation and reasonably good
accuracy. Clearly, a model based controller based on a
simple model should be tested on a more rigorous
model, and, if necessary, re-tuned in order to ensure
good performance. For a more detailed and accurate
design, the elastic penstock model could be used in the
controller, due to better representation of the system
dynamics, which is caused by including the speed of the
wave propagation to the model. Even better dynamic
representation of the system can be reached by using the
elastic model for the conduit. Then the delay caused by
the speed of the wave propagation leads to more
dramatic changes in the system dynamics (well
observed in Figure 12).
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Finally, our limited experience indicates that the
simpler model appears to cover the worst case due to
higher amplitude of the oscillation just after disturbance,
even though it does not show proper dynamics. The
systems with elastic and inelastic models do not behave
in the same way for the outlet turbine pressure, the
amplitude of the first oscillation after disturbance can
differ, and this can be extremely important for a
cavitation study.
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Abstract

Open Venturi channel flow measurement could be a
cheap method to be used in drill bit pressure control. The
main objective of this study is to identify the factors
related with the flow depth in an open Venturi channel.
A commercial computational fluid dynamics tool was
used for the simulations. The simulation results were
validated with the previous related experimental results.
The agreement between simulation and experimental
data was satisfactory. The open Venturi channel at a
horizontal angle gave a higher flow depth before the
contraction region compared to its negative angles
(downward). When the channel inclination angle was
reduced, flow velocity increased and flow depth
reduced. Likewise, flow became supercritical and
created a hydraulic jump. The wall roughness played a
significant role with the starting position of the
hydraulic jump. This was due to the energy loss between
wall and fluid. There is an energy loss in a hydraulic
jump, when the supercritical flow transition into the
subcritical flow. Large eddies were generated in a
hydraulic jump. Flow depths difference between
supercritical and subcritical is a factor to generate the
large eddies. Fine meshes gave sharp interfaces, which
was similar to what is seen in reality. The difference
turbulence models: standard k-¢ model, k- model, k-¢
RNG model and k-g realizable model gave almost the
same flow depths.

Keywords: Flow depth, velocity, open Venturi
channel, hydraulic jump, energy loss

1 Introduction

Hydraulic jumps generate due to transition of the
supercritical flow into the subcritical flow in an open
Venturi channel (Welahettige et al., 2017). In a
hydraulic jump, a strong shear layer is formed at the toe
of the wave (Hornung et al., 1995). The resistance
phenomena in an open channel can be explained by
using the inner and outer layer theory (Ben, 2002). A
constant value for the roughness coefficient is not
recommended for an open channel flow (Konwar &
Sarma, 2015). The Colebrook White explicit equation is
comparatively suitable for friction handling about the
unsteady varied flow and the tidal computations in an
open channel (Ahmed, 2015). The level jump in a
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Venturi channel depends upon the fluid properties and
the length of the flume (Berg et al., 2015). There are few
studies on flow depth parameters related to the open
Venturi channel in literature. This study focused on the
flow depth variation in an open Venturi channel for
Newtonian fluid. Computational fluid dynamics (CFD)
simulations were validated with experimental results
(Welahettige et al., 2017). ANSYS Fluent R16.2
commercial simulation tool was used for the
simulations.

2 CFD models

The Volume of fluid (VOF) method was used for the
simulations where phase interaction was based on the
continuum surface force model and the phase localize
compressive scheme (ANSY'S, 2013). Equation. 1 gives
the species mass balance. Here, «,, is the water volume
fraction, U is the three-dimensional velocity component,
and U, is the maximum velocity at the transition region.
a, (1 — a,) is non zero only at the interface (Rusche,
2002), (Weller et al., 1998) and (Ubbink, 1997).

Baz

> T div(a,U) =-div(a, (1- a) U,). (1)

The normalized wall roughness (K1) is given as,
(ANSYS, 2013), (Akan, 2006) and (Versteeg &
Malalasekera, 2007):

Kf =pKsu'/ (2)

ut = C;/4K1/2

Here, K; is the physical roughness. u*is a constant equal
to 0.346. Here C, = 0.09 is a k-¢ model constant and
Kk = 0.4 is the von Karman’s constant. Density (p) and
viscosity (u) are considered as,

p=oaypy+ (1-az)p; (3)

U= oy + (1- az) yy. (4)
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Here, p, and p, are the densities of air and water. x, and
14, are the viscosities of air and water.

Time discretization was based on the implicit Euler
method for transient simulations. The semi implicit
method for pressure linked equations (SIMPLE) scheme
was used to calculate the pressure-velocity coupling.
The hyperbolic partial differential equations were
solved by using the second order upwind scheme
(Versteeg & Malalasekera, 2007) and (ANSY'S, 2013).

3 Geometry

Figure 1 shows a 3-D geometry that was used for the
simulations. Boundaries were inlet, outlet, wall, and
atmosphere. X-direction was the main flow direction,
from the inlet to the outlet. The channel width was in Y-
direction. The flow depth was measured in Z-direction.
The main mesh contained 0.74 million computational
cells. The elements near to the wall boundaries were
modified by adding inflation layers.

Figure 1. 3-D geometry of the trapezoidal channel; x =
0 m was defined as the inlet of the channel. The Venturi
regionwasx = 2.95mtox = 3.45 m. The bottom depth
was0.2mforOm< x < 295mand3.45m< x < 3.7
m. The bottom depth was 0.1 mfor3.1m< x < 3.3 m.
The trapezoidal angle was 70°.

4 Results and discussion

4.1 Flowrate and flow depth

Figure 2 shows flow depths along the channel central
axis for different flow rates. The channel inclination
angle was zero degrees (horizontal) for all the cases in
Figure 2. Simulations were done for water the flow
rates: 100 kg/min, 200 kg/min, 300 kg/min, 400 kg/min
and 700 kg/min. The experimental water flow rate
result, which was equal to 400 kg/min, was used for the
validation (Welahettige et al., 2017). The contraction
region started at x = 2.95 m (see Figure 1). The flow
depth increased with increased of the flow rate. The flow
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depth increment with the flow rates was not a linear
relationship due to the geometry of the channel. Flow
depth near to the contraction walls slightly increased in
high flow rates (e.g. 700 kg/min). Low flow rates
showed almost horizontal flow depths until the Venturi
contraction walls (e.g. 200 kg/min). The flow depth was
reduced from the end of the Venturi contraction to the
outlet of the channel for all the cases. There were no
barriers at the end of the channel and the channel
expanded after the contraction. Therefore, flow
condition was changed from subcritical to supercritical,
when flow depth reduced at the end of the channel
(Welahettige et al., 2017). In generally, the channel at
horizontal angle gives subcritical flow before the
contraction and supercritical flow after the contraction
for all flow rates. The flow transition from subcritical to
supercritical occurs at the Venturi region for all flow
rates (when the channel at horizontal angle).

Figure 3 shows the average velocities along the x-axis
for different flow rates. The average water velocity was
calculated by considering the average of all cell’s
velocities in the considered cross section (except air
velocities in the cross section). Velocities before the
contraction region were averagely constant in each
cases. This was due to the constant flow depths in this
region (see Figure 2). Velocity gradually increased after
the Venturi region due to the flow depth reduction.
According to Bernoulli’s law, the potential energy
converts into the kinetic energy in this region. Mass flow
rate (7in) is given as

= ph (o+25)0. ®
Here, b is the bottom width, 6 is the trapezoidal angle,
p is the density of water. Flow depth (h) and the average
velocity perpendicular to the area (U) are variables with
the mass flow rate for a considered position. When the
mass flow rate increases, both flow depth and flow
velocity increase in the channel. Because of this, the
high mass rates give higher flow depths and higher flow
velocities compared to the low mass flow rates.

140
—— Simulation 100 kg/min

Simulation 200 kg'min

Simulation 300 kg/min

Simulation 400 kg'min

—— Simulation 700 ke/min

Flow depth (mm)

26 28 3 32 EX] 36

Figure 2. Flow depth changes along the channel centerline
axis in the Venturi region for different flow rates. The
channel inclination angle was zero degrees. The
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experimental result was from (Welahettige et al., 2017) for
400 kg/min water flow rate.

1§
16

Figure 3. The average velocity along the x-axis for
different water flow rates. The channel inclination angle
was zero degrees for all cases. The average velocity was
calculated as the average cross sectional velocity
perpendicular to x-axis.

4.2 Different channel inclination angles and
flow depths

Figure 4 shows the flow depth variation with the channel
inclination angles. In this case, flow rate was 400 kg/min
for all the cases. When the channel inclination angle was
a negative value, a gravitational support added to the
flow direction (x-direction). When the channel
inclination angle was a positive value, a gravitational
support added opposite to the flow direction. The
highest flow depth was given before the Venturi
contraction, when the channel inclination angle was
+1.5 degree. In this region, flow became subcritical due
to the barriers such that the contraction walls and the
gravitation opposite force (only in the positive channel
inclination cases). The channel at the horizontal angle,
the flow depth was almost a flat surface. Because only
the contraction walls hydraulic jumps were affected
opposite to the flow direction, except the friction force.
When the channel inclination angle was a negative
value, the flow depth before the Venturi contraction
reduced due to flow convert into the supercritical flow
(Welahettige et al., 2017). At -1.0 degree angle, the flow
depth increased in the Venturi region due to the oblique
jump propagation (Welahettige et al., 2017). There was
a level fluctuation in -0.7 degree angle case at x = 2.2
m. This was due to the hydraulic jJump propagation. The
flow depths after the Venturi showed almost equal
values for all the angles because of all the cases reached
to the supercritical flow condition at the end of the
channel.
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Figure 4. Flow depth change along the x-axis due to
variation of channel inclination angles. The water flow rate
was 400 kg/min. Flow depth was measured along the
channel central axis. The experimental result was taken
from (Welahettige et al., 2017).

Figure 5 gives the average flow velocity for different
inclination angles, the water flow rate at 400 kg/min. the
high velocities for the negative inclination showed due
to the supercritical flow behavior. There was a large
difference of velocities between -1 degree case and
horizontal case before the Venturi contraction. Even
before the contraction walls; the flow reached to the
supercritical condition in the negative inclination cases.
However, there was no significant velocity difference
after the contraction region in these cases. This was due
to the fluid convert into the supercritical and the flow
depths were averagely equal in all the cases.

5 deares

1 degree

Figure 5. The average velocity along the x-axis for
different channel inclination angles. The water flow rate
was 400 kg/min.

4.3 Wall roughness height effect on flow
depth

The wall roughness height related with wall friction and
heat losses (ANSYS, 2013). Figure 6 shows the steady
state water volume fraction for different the wall
roughness values. The water flow rate was 400 kg/min
and the channel at horizontal angle for all the cases.
When the wall roughness height was increased, a
hydraulic jump was generated before the Venturi region.
In other words, toe of the hydraulic jump was moved to
the upstream direction. This was due to increase of
energy loss from the walls, when increased the wall
roughness height. When energy loss increased, it could
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not continue as a supercritical flow. Therefore,
hydraulic jJump moved to the upstream. Wall roughness
height 0.000015 m was given a good matching with the
experiment results.

S0 L (O TS 3V S\ B PO A D 0P 4D
AN AN A A A

@

Figure 6. Steady state water volume fraction comparison
for different wall roughness height. Water flow rate was
400 kg/min and the channel inclination angle was zero
degrees; (a) Wall roughness height = 0 m, (b) Wall
roughness height = 0.000015 m, (c) Wall roughness height
=0.0001 m, (d) Wall roughness height = 0.001 m.

4.4 Velocity distribution

The case with the flow rate 300 kg/min and the
inclination angle zero degrees was used for the velocity
distribution analysis. The average Reynolds number was
approximately 46 000 and the flow was averagely
turbulent. Air velocity was approximately zero above
the water surface except at the interface. The VOF
model solves a single momentum equation. Therefore,
the interface has a same velocity for air and water. The
water velocity at the wall was zero due to the no-slip
boundary condition. Figure 7 shows water velocity
magnitudes along the z-axis: before the Venturi
contraction (x = 2.51 m), at the middle of Venturi
(x = 3.19 m) and after the expansion of the Venturi
(x = 3.61 m). The velocity distribution before the
contraction walls were lower value compared to the
other two locations because subcritical flow gave high
flow depths and low velocities. The velocity increased
from the bottom to the top in all the cases. This was due
to the gradually reduction of friction from the bottom to
the top.
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Figure 7. Water velocity magnitude along the vertical
central lines in different location of the Venturi region; at
x = 2.51 m (before the Venturi contraction), x = 3.19 m (at
the middle of the Venturi), x = 3.61 m (after the Venturi
expantion); The water flow rate was 300 kg/min and the
channel inclination angle was zero degrees.

4.5 Mesh dependency evaluation

The mesh dependency evaluation was done with
following meshes shown in Table 1. Total number of
elements in a mesh was increased by reducing the
maximum face size of cells.

Table 1. Mesh details for mesh dependency analysis: total
number of elements and maximum face size

Total number of elements Maximum face size (mm)
01. 16 815 20
02. 23217 15
03. 61 464 10
04. 104 910 8
05. 378 635 5
06. 159 8267 3

Figure 9 shows water volume fraction along the z-axis
3.19 m for the different meshes. The coarse

at x

meshes (20 mm and 15 mm) gave wide range of
interface variations. However, the fine meshes give
sharp interfaces. In reality, there is very sharp interface
between water and air. Therefore, the finer meshes gave
more accurate results than the coarser meshes. This
implies that mesh size is a critical factor for VOF
simulations. It is recommended to have a fine mesh for

small flow depths.

Proceedings of the 58th SIMS

September 25th - 27th, Reykjavik, Iceland

32



120

100

2

Waler valume fraction

0.0

noo
0 0 20 0 a0 50 &0 0 50 20 100
z{mm)

Figure 8. Mesh dependency analysis: The maximum cell
face sizes in the meshes 20 mm, 15 mm, 10 mm, 8 mm, 5
mm and 3 mm: Water volume fraction along z-axisat x =
3.19m.

4.6 Effect of turbulence models on flow
depth

Figure 7 shows water volume fraction along the y-axis
for different turbulence models at x = 3.19 m. There
was no significant effect for the flow depth from
different turbulence models: standard k-¢ model, k-®
model, k- RNG model and k-¢ realizable model. At the
steady state, all the turbulence models gave similar
results. However, the standard k-¢ model took higher
computational time compared to the other turbulence
models.

120
100 Standard k-
k-s RNG
080
! - realizable

0.60 \

Water volume fraction
-

040 \

020 \

0 70 80 90 100

0 10 20 30 40 50 [
7 atx =319 m (mm)

Figure 9. Water volume fraction along the z-axis at x =
3.19 m for different turbulence model: Standard k-e¢
model, k-o model, k-&¢ RNG model and k-¢ realizable
model.

4.7 Energy loss in a hydraulic jump

Figure 10 shows a hydraulic jump. There were large
eddies propagation in a hydraulic jump. Hydraulic jump
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was very unstable due to the higher turbulence (Xiang
etal., 2014). A short and fine domain mesh (3 mm mesh
in mesh dependency test) was used for the energy
calculation. The flow rate was 400 kg/min and the
channel inclination angle was -1.5 degree.

—
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Figure 10. Water volume fraction of a hydraulic jump, (a)
Central axis plane, (b) Channel cross sectional view at a
hydraulic jump

The specific energy head (E;) at a point can be given as
the sum of the potential energy and the Kinetic energy
for 1-D system.

UZ
ES,].—D = h + hhS +

%9 (7
Here, h is the flow depth, h; is the hydrostatic head,
and U is the average flow velocity. The potential energy
head was a sum of the flow depth and the hydrostatic
head. The gravity point of the flow depth was assumed
at the half of the flow depth. The specific energy
difference before and after the hydraulic jump was due
to the energy loss. The hydraulic jump approximately
was in x = 2.7 m to x = 2.85 m. Specific energy
head, kinetic energy head and potential energy head is
shown in Figure 11. When the flow depth increased, the
kinetic energy reduced in the hydraulic jump. The
Kinetic energy was predominant before started the
hydraulic jump. Then it was drastically reduced in the
hydraulic jump. This was due to the main flow kinetic
energy participated to increase the turbulence Kinetic
energy. There was a head loss in the hydraulic jump,
which was approximately 0.47 m in this case. The head
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loss was due to the turbulence eddies finally converted
into the internal energy.

Figure 11. Energy loss in a hydraulic jump: specific energy
head, potential energy head, and kinetic energy head.

This research study will be further extended into oil well
drill mudflow analysis in an open Venturi channel.

5 Conclusions

The open Venturi channel at the horizontal angle gives
a high flow depth before the contraction region. When
the channel inclination angle is downward, the flow
velocity increases and flow depth reduces. Because of
this, flow becomes supercritical. The wall roughness
height plays a significant role with the starting point of
a hydraulic jump, due to the energy loss between wall
and fluid. There is an energy loss in a hydraulic jump,
when the supercritical flow transition into the subcritical
flow. Fine mesh gives a sharp interface, which is similar
with the reality. Turbulence models: Standard k-¢
model, k- model, k-€¢ RNG model and k-¢ realizable
model give almost similar flow depths. However,
standard k- model was taken higher computational time
compared to the other models.

Acknowledgment

The economic support from The Research Council of
Norway and Statoil ASA through project no.
255348/E30 “Sensors and models for improved
kick/loss detection in drilling (Semi-kidd)” is gratefully
acknowledged. As well as authors acknowledge to
University College of Southeast Norway for giving
resources for simulations.

References

Ahmed Z. (2015). Review of friction formulae in open channel
flow  Paper presented at the Eighteenth International
Water Technology Conference, INTC18

Akan O. (2006). Open Channel Hydraulics. Oxford: Butterworth-
Heinemann.

ANSYS I. (2013). ANSYS Fluent Theory Guide.

Ben C. (2002). Open Channel Flow Resistance. Journal of
Hydraulic Engineering, 128(1), 20-39.
doi:doi:10.1061/(ASCE)0733-9429(2002)128:1(20)

DOI: 10.3384/ecp1713829

Berg C., Malagalage A., Agu C., Kaasa G., Vaagsaether K. and
Lie B. (2015). Model-based drilling fluid flow rate
estimation using Venturi flume. IFAC Workshop on
Automatic Control in Offshore Oil and Gas Production,
2,177-182.

Hornung H., Willert C. and Turner S. (1995). The flow field
downstream of a hydraulic jump. Journal of Fluid
Mechanics, 287, 299-316.
d0i:10.1017/S0022112095000966

Konwar L. and Sarma B. (2015). Analysis and Verification of
Resistance  Co-Efficient with  Different Flow
Parameters Having Different Bed Conditions to Open
Channel Flow. International Advanced Research
Journal in Science, Engineering and Technology, 2(8),
106-110.

Rusche H. (2002). Computational Fluid Dynamics of Dispersed
Two-Phase Flows at High Phase Fractions. (Doctor of
Philosophy), University of London Exhibition Road,
London.

Ubbink O. (1997). Numerical prediction of two fluid systems with
sharp interfaces. (Degree of Doctor of Philosophy),
Imperial College of Science, Technology & Medicine.

Versteeg H. and Malalasekera W. (2007). An introduction to
computational fluid dynamics: The finite volume
method (2 ed.). Harlow, England: Pearson Education.

Welahettige P., Lie B. and Vaagsaether K. (2017). Flow regime
changes at hydraulic jumps in an open Venturi channel
for Newtonian fluid. The journal of computational
multiphase flow, Accepted.

Weller H., Tabor G., Jasak H. and Fureby C. (1998). A tensorial
approach to computational continuum mechanics using
object-oriented techniques. Computers in Physics,
12(6), 620-631.
doi:http://dx.doi.org/10.1063/1.168744

Xiang M., Cheung S. C. P, Tu J. Y. and Zhang W. H. (2014). A
multi-fluid modelling approach for the air entrainment
and internal bubbly flow region in hydraulic jumps.
Ocean Engineering, 91, 51-63.
doi:https://doi.org/10.1016/j.0ceaneng.2014.08.016

Proceedings of the 58th SIMS 34

September 25th - 27th, Reykjavik, Iceland



Conceptual Models for Fracture Characterization at Reykjanes
Geothermal Field

Lilja Magnusdottir?

Magnus Thor Jonsson?

YInd. Eng, - Mech. Eng, and Computer Science, University of Iceland, Iceland, 111jamag@hi.is
2Ind. Eng, - Mech. Eng, and Computer Science, University of Iceland, Iceland, magnusj@hi.is

Abstract

This paper describes conceptual models for an inverse
analysis to investigate fracture topology at Reykjanes
geothermal reservoir using electrical resistivity. The
resistivity distribution of a field can be estimated by
measuring potential differences between various points
while injecting an electric current into the ground, and
resistivity data can be used to infer fracture properties
due to the large contrast in resistivity between water and
rock. Furthermore, injecting water into the reservoir
with higher resistivity than the conductive brine at
Reykjanes would cause a time-dependent change in the
resistivity of the fractures as the fluid flows through the
fracture network. Thus, modeling the time history of the
potential difference between two points (e.g. an injector
and a producer) as water is injected into the reservoir
and comparing simulated results to actual observation
that depend on the fracture network in the field, could
help estimate where fractures are located and the
characterize their distribution.

Keywords: Fracture characterization,
IDDP, electrical resistivity, ERT

Reykjanes,

1 Introduction

Reykjanes geothermal field in Iceland is located about
50 km southwest of Reykjavik on the Reykjanes
peninsula. At Reykjanes geothermal field, an existing
well (RN-15) has been deepened down to a 4.7 km depth
as a part of the Iceland Deep Drilling Project (IDDP)
(Fridleifsson et al., 2017). Supercritical fluids can exist
near heat sources in magmatic reservoirs and at
Reykjanes the temperature is expected to reach up to
500°C in the deepened well (IDDP-2). At temperatures
and pressures above the critical point (374°C and 22.064
MPa), the fluid has multiple power-producing potentials
compared to fluid produced in conventional geothermal
power plants. The enthalpy is significantly higher at
such high temperatures and pressures, and the rates of
mass transfer is greatly enhanced due to the increased
ratios of buoyancy forces to viscous forces in the
supercritical state. Thus, supercritical fluid is desired for
optimized power productions since more energy could
be produced from a single well extracting supercritical
fluids compared to a conventional geothermal well.

DOI: 10.3384/ecpl1713835

For optimizing power production at Reykjanes, it is
crucial to study the behavior of the fluid and heat
transfer at the deep roots of the system. Connectivity of
fractures is essential to ensure adequate supply of
geothermal fluids and efficient thermal operation of the
wells in the reservoir. The knowledge of the
configuration of fractures and the fluid-flow patterns is
extremely valuable for designing the recovery strategy
appropriately, optimizing the placing of injection or
production wells, and increasing the overall efficiency
of the power production.

In this paper, a conceptual model of Reykjanes is
described for estimating fracture connectivity by
measuring time-lapse electric potential data while
injecting a fluid into the reservoir with different
conductivity than the geothermal fluid. If the injected
fluid is less conductive than the geothermal fluid, the
electric potential will increase as the injected fluid fills
fractures from the injector towards the producers.
Therefore, the time-lapse electric potential data are
related to the connectivity of the fracture network.

A variety of approaches have been attempted to use
time-dependent geophysical data that can indirectly
measure time-varying hydrologic parameters (Day-
Lewis et al., 2003; Lambot et al., 2004). Electrical
resistivity has been shown to be sensitive to changes in
fluid conductivity and water content in reservoirs (e.g.,
Binley et al., 2002; Yeh et al., 2002), and the
concentration of a conductive tracer can be mapped
from field measurements of resistance using cross-well
Electrical Resistivity Tomography (ERT) (Singha and
Gorelick, 2006). A number of studies have
demonstrated the potential of ERT for monitoring tracer
migration in soil, (Binley et al., 1996; Kostel et al.,
2008; Olsen et al., 1999; Slater et al., 2000), and in
shallow aquifers (Binley et al., 2002; Cassiani et al.,
2006; Oldenborger et al., 2007; Singha and Gorelick,
2005; Singha et al., 2007). In these studies, usually
many electrodes were used to obtain the resistivity
distribution for the whole field under study at each time
step and then this resistivity distribution was compared
to the distribution without any tracer to observe
resistivity changes in each block visually. Using this
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approach for a whole reservoir would require a massive
parameter space and likely not be solvable, except at
very low resolution. However, in the method considered
in this study, the potential difference between the wells
which corresponds to the changes in resistivity is
measured and plotted as a function of time while the
injected water flows through the fracture network. Then,
this time-lapse electric potential is used in an inverse
analysis to estimate the connectivity between points
(e.g. wells) in the reservoir.

The proposed plan includes first developing and
verifying an iTOUGH2 model of Reykjanes geothermal
reservoir. The model’s depth has to be at least 5 km due
to well RN-15 that has been deepened down to a 4.7 km
depth. The plan involves using the supercritical module
iniTOUGH2, EOS1SC, which allows for simulating the
extreme temperature and pressure conditions at the roots
of geothermal reservoirs (Magnusdottir and Finsterle,
2015). That way, the heat source can be included in the
model. Then, the model is calibrated with an inverse
analysis using production data from the field.

Next, an inverse analysis is proposed for estimating
the fracture connectivity in the reservoir using time-
lapse electric potential data as water with lower
conductivity than the geothermal fluid is injected into
the reservoir. The inverse analysis first requires a
fracture model that can be created using a Discrete
Fracture Network (DFN) based on the >5 km deep
iTOUGH2 model of Reykjanes. Then, the flow through
the reservoir of injected water needs to be simulated
using iTOUGH2. In addition, the analogy between
Ohm’s law that describes electrical flow and Darcy’s
law describing fluid flow makes it possible to use
iTOUGH2 to calculate the electric fields. Finally, the
inverse analysis requires measuring the electric field in
the reservoir for comparison to the simulated electric
fields in order to estimate the fracture connectivity.

2 Numerical Model of Reykjanes

In geothermal modeling, the roots of the geothermal
systems are normally avoided but in order to accurately
predict the thermal behavior when wells are drilled close
to magmatic intrusions, it is necessary to incorporate the
heat sources into the modeling scheme. Thus, it is
recommended to use the supercritical module in
iTOUGH2, EOSI1SC, for creating a >5 km deep
numerical model of Reykjanes including the heat source
at the bottom. Figure 1 shows an example of a grid in X
and Y direction for a model of Reykjanes around well
RN-15 with a finer grid where the wells are located. This
grid can then be copied for the multiple layers in Z
direction that represents the depth of the model. The
model parameters are chosen to generally fit the
measured data and other knowledge regarding the
reservoir. Lower permeability is defined for the
elements at the boundaries and the inverse analysis
focuses on the permeability distribution of the smaller
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Figure 1. An example of a grid in X and Y direction for a model
of Reykjanes. Color represents rock properties.

element net in the middle of the grid in Figure 1. The
reservoir model is first simulated without any
production until it reaches a steady-state. Then,
production is simulated. The simulated pressure and
temperature in the reservoir before and during the
production is used to calibrate the model by comparing
the simulated data to actual observations in the field.
The input parameters for the inverse analysis are the
permeability distribution in the field as well as the
temperature of the heat source at the bottom and the
output parameters are the production data and the
measured pressure and temperature before production
started. A possible solution for the permeability and
temperature in the reservoir has been established once
there is a good fit between the simulated output
parameters and the observations in the field. Figure 2
shows an example of a fit between simulated and
observed pressure and temperature for well RN-15 in
Reykjanes at steady-state. The red data points are the
measured data and the blue data points are the simulated
data. For this example, the simulated data already fit
relatively well to measured data. The next step would be
to simulate the production and perform an inverse
analysis to get a better fit.

3 Inverse Analysis for Fracture
Characterization

In previous section, we discussed how in this study a
numerical reservoir model would be first created based
on an observation of the reservoir and measurements
taken in the field. Then, in order to take full advantage
of the data available for model construction, inverse
analysis is used to calibrate the model. In inverse
modeling, the results of actual observations such as
measurements of pressure and temperature in the field
or electrical resistivity measurements are used to infer
the values of the parameters characterizing the system.
In previous section we described how an inverse
analysis can be used to estimate the permeability and the
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Figure 2. The measured pressure and temperature distribution at well RN-15 (now IDDP-2) before any production, compared to the steady-
state pressure and temperature distribution in an iTOUGH2 model of Reykjanes.

temperature of a heat source in the reservoir for the
model of Reykjanes using pressure and temperature
measurements. Furthermore, this section will explain
how inverse analysis can be used to characterize the
fracture connectivity in the reservoir using electrical
resistivity measurements. The output parameters are the
potential differences between wells as a function of time
and the input parameter is the character of the
corresponding fracture network. The objective function
measures the difference between the model calculation,
which in this case is the calculated voltage difference
between wells, and the corresponding observed data
measured in the reservoir.

The inverse analysis is further illustrated in Figure 3.
First, a fracture model is developed based on the existing
iTOUGH2 model and observations in the field. The plan
includes using a Discrete Fracture Network (DFN)
model introduced by Karimi-Fard et al. (2003) so
realistic fracture patterns can be modeled. DFN models
represent fracture-dominated flow paths in geothermal
reservoirs more accurately since the fractures are treated
discretely instead of being defined by high permeability
values in course-scale grid blocks, as done in the
iTOUGH2 model previously described.

Once a conceptual fracture model of the reservoir
has been constructed, a flow simulation is performed
using iTOUGH2 to study how injected water flows
through the fracture network of the reservoir. It is
important that the conductivity of the water injected is
lower than the conductivity of the fluid in the reservoir
so that a change in the electric potential is produced
between the injection well and the production well.
Then, the electric potential field is solved for each time
step as the injected water is flowing through the
reservoir and the electric potential difference between
the wells is recorded. iTOUGH2 can also be used to
calculate the electric fields as explained in the next
section. Then, this time-history of the simulated electric
potential difference is compared to the true measured
potential difference in the reservoir in the inverse

analysis. The fracture characteristics of the fracture
model are changed until a good match has been
established between the simulated potential difference
and the potential difference observed in the reservoir
during measurements. Inverse analysis is a powerful
tool for validating the model and predicting the fracture
connectivity in the reservoir as explained by
Magnusdottir and Horne (2013).

4 Electric Field Simulated Using
iTOUGH?2

The potential distribution in steady-state porous flow is
exactly the same as the potential distribution in an
electric conducting medium due to the analogy between
Darcy’s law and Ohm’s law, as formulated by Muskat
(1932). Therefore, flow simulator iTOUGH2 can be
used to calculate both the distribution of water injected
to change the resistivity of the fractures in the reservoir
and to calculate the electric field at each time step. The
same grid can then be used for both electric and fluid
flow models, making the simulation more efficient than
if separate models were used.

Darcy's law is an empirical relationship similar to
Ohm’s law,

J=—0Vep (1)

where J is current density [A/m?], o is the
conductivity of the medium [Qm] and ¢ is the electric
potential [V], but instead of describing electrical flow
Darcy’s law describes fluid flow through a porous
medium,
k
q=——Vp )
u
where q is the flow rate [m/s], k is permeability [m?],
M is viscosity of the fluid [kg/ms] and p is pressure [Pa].
Table 1 presents the correspondence between the
variables and relations of water flow (Darcy’s law) and
electric current flow (Ohm’s law).
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Figure 3. Schematic illustration of the inverse analysis proposed in this paper.

Table 1. Correspondence between electric current flow
and water flow.

Darcy’s law: Ohm’s law:
Flux of: Water g [m/s] Charge J [A/m?]
Potential: | Pressure p [Pa] Voltage ¢ [V]
Medium Hydraulic Electrical
property: conductivity conductivity

E [m?/Pa-s] o tiom]

The pressure results from iTOUGH2 correspond to
the electric voltage, the current density to the flow of
water and the electrical conductivity corresponds to the
hydraulic conductivity, i.e.

k

o=— ®3)
Y7,

However, it must be taken into account that viscosity
depends on pressure while conductivity of a reservoir
does not depend on the electric voltage used. In order to
take the pressure dependence into account, the EOS9
module in iTOUGH2 can be used. EOS9 considers flow
of a single aqueous phase consisting of a single water
component. The conditions are assumed to be
isothermal so only a single water mass balance equation
is solved for each grid block and the thermal properties

DOI: 10.3384/ecpl1713835

of water can be overwritten. Therefore, liquid viscosity,
density and compressibility can be defined constant and
reference pressure and temperature can be overwritten
in iTOUGH2, making the imitation of electric flow
possible.

5 Measurements

The final crucial part of the inverse analysis is
observations in the field. Measurements of the electric
current between the wells as the injected water flows
through the reservoir gives information about the time-
lapse resistivity in the field. The measurments are
necessary for estimating the characteristics of the
fracture model.

Well RN-15 in Reykjanes seems ideal for this
experiment because once it was deepened during the
Iceland Deep Drilling Project (IDDP), it was
disconnected from the pipelines that go towards the
powerplant and connect the other wells together. Thus,
during experiments, the current will not travel from well
RN-15 to other wells via these pipelines and will instead
travel down the electrode (placed on the surface or
inside the well, or the steel casings themselves are used
as electrodes) into the ground. For measurements, it’s
important that significant current is going into the
ground from one measurement point to another and not
through the pipelines so the measured data will give
information about the fracture connectivity in the
ground.
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Figure 4. An example of a measurement setup at Reykjanes.

Figure 4 shows an example of a setup for measuring
the resistivity between well RN-15 and another well as
water is being injected into the reservoir. The setup can
be constructed as follows. For using the steel casings as
electrodes, an electric wire can be attached to the
production casing of well RN-15 with a hose clamp. It
is important to file down part of the casing to assure a
good connection to the wire. Next, a switch is attached
to the wire from well RN-15 to ease the process of
connecting and disconnecting the electric circuit. Then,
a resistor is attached to the circuit to control the amount
of current flowing through the circuit. An ammeter is
added to measure the current flowing through the circuit
and a volt meter to measure the electric potential
difference over one and up to three batteries. The
batteries are 12 V 72 Ah batteries that should be
connected in series when more than one battery is used.
Then, the electric wire coming from well RN-15
connects to the negative terminal and the positive
terminal connects to a casing (or a valve connected to
the casing as shown in Figure 4) using a hose clamp on
the other well being tested.

If the switch would be pressed so the circuit is closed,
electric current flows from the positive terminal of the
battery, down the production casing of well A in Figure
4, through the reservoir, up the production casing of well
RN-15 and through the circuit to the negative terminal
of the battery. Thus, the measured current and voltage
will give information about the resistivity of the path the
current travels through the reservoir. As fluid with
higher resistivity than the fluid in the reservoir is
injected, the measured resistivity between the wells will
increase. This time-lapse resistivity can then be used in
the inverse analysis as explained in previous section, to
give information about the fracture connectivity in the
reservoir.

6 Conclusions

This paper describes a conceptual model for estimating
fracture connectivity in Reykjanes geothermal reservoir
where a well has been drilled to a depth of 4.7 km. The
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proposed method includes modeling changes in
resistivity as injected water with lower conductivity than
the fluid in the reservoir flows through the fracture
network. Then, measurements of the time-lapse electric
data are used in an inverse analysis to estimate the
connectivity of the fracture data.

There are three conceptual models discussed in this
paper; an over 5 km deep numerical model of Reykjanes
where the permeability distribution and the temperature
of the heat source are estimated using production data
from the field, a fracture model where a discrete-fracture
method is used to model realistic fracture networks, and
amodel for simulating the electric fields in the reservoir.
All three models are created using iTOUGH2. Finally,
the necessary measurements are discussed for using the
models in an inverse analysis to estimate the fracture
connectivity in the reservoir. The knowledge of the heat
transfer and fluid-flow patterns in the reservoir is
extremely valuable for efficient management of the
system and optimal power production.
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Abstract

A model describing the simultaneous removal of
NOs™ and HS" by microorganisms is presented here. The
oxidation of HS- (electron donor) can be controlled by
the appropriate dosage of NOs™. The developed model,
which includes variable process stoichiometry, attempts
to predict the distribution of sulfur oxidation products.
Stoichiometric coefficients are based on a 150 days
experimental study of temperature (25-10 °C) and N/S
ratio (0.35-1.30) effects. The model can be used as a
prediction tool for autotrophic denitrification with HS".
Elemental sulfur production is included in the
mathematical model, however, its accumulation and
release (as SO4*) with increasing feed N/S ratio (e.g.
leading to higher effluent than feed total sulfur mass at
N/S = 1.30) is not simulated. A conceptual model to
account for biological accumulation and release of
elemental sulfur is proposed here.

Keywords: autotrophic denitrification, elemental sulfur
production, mathematical modeling, sulfate production

1 Introduction

The presence of sulfide (H»S) in wastewaters is an
important issue concerning wastewater networks and
treatment plants maintenance due to its corrosive
properties (Ma et al., 2000). Low concentrations of H,S
(lower than 10 mg/L) are present in domestic
wastewaters (Pikaar et al., 2011). The exposure to H>S
in gaseous form is toxic to human even at low
concentrations and can paralyze the olfactory nerves and
lead to death (Reiffenstein et al., 1992).

Biological wastewater treatment plants used to
remove carbon, nitrogen and phosphorus can be
inhibited by extensive presence of H»S (Chen et al.,
2008; Jin et al., 2013; Joye and Hollibaugh, 1995). It has
been reported that anaerobic digestion process can be
inhibited at concentrations from 50 mg H>S/L (Chen et
al., 2008). H»S presence can vary due to the high
complexity of the sulfur (S) cycle and its partial
overlapping with cycles of other elements (i.e. C, Fe,
Hg, N and Se). Knowledge of these cycles can be used
for biochemical H,S control and S removal.

Physicochemical H,S removal is often used for H,S
removal (desulfurization) in industrial scale. The Claus
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process, where elemental sulfur (S°) is recovered from
H,S-containing gases under high temperature and
oxygen (O) supply, is the most common method.
Biological treatment, utilizing the unique properties of
microorganisms, is gaining attention due to the
environmental and economic advantages. Biological
H>S removal from wastewaters utilizes the ionic forms
HS- and/or S* (depending on pH) as the electron donor,
while usually nitrate (NO3"), nitrite (NO2") and O, are
electron acceptor sources. The usage of these electron
acceptors is not mutually exclusive, so they can be used
together and separately. Addition of more than one
electron acceptor can be applied to enhance the H,S
removal (Wang et al., 2015). Due to advantages such as
a higher solubility of NOs  than Oz, NOs™ usage is
studied here. It is argued that the continuous flow
expanded granular sludge bed (EGSB) bioreactor is the
most efficient design for biological desulfurization (Cai
et al., 2010). Data from a previous EGSB study (Sposob
etal., 2017a; 2017b) are used here.

The oxidation of HS™ can be controlled by the ratio
between electron acceptor and electron donor to
influence the relative amounts of the oxidation products:
S% and sulfate (SO4*). Extensive experimental and
theoretical studies on the appropriate conditions for
simultaneous N and S removal, i.e. C/N/S ratio, pH, load
and temperature, have been conducted (Di Capua et al.,
2017; Guo et al., 2016; Huang et al., 2016; Mahmood et
al., 2007; Montalvo et al., 2016; Reyes-Avila et al.,
2004; Sposob et al., 2017a). Modeling can facilitate
further understanding and optimization of simultaneous
biological NOs™ and HS™ removal. So far, a few models
based on artificial neural networks (Wang et al., 2009)
and kinetic approach (Wang et al., 2010; Xu et al., 2016,
2014) have been developed. The kinetic models are
based on batch experiments where only the initial phase
of the process is accounted for. Fixed stoichiometry
based on assumed chemical reactions or based on
calculated and/or experimentally obtained yield values
also limits published models, since the ratio between
electron acceptor and electron donor can completely
alter the output (Cai et al., 2008; Sposob et al., 2017b).
The models describing simultaneous removal of NO3
and HS- should take into account the fact that effluents
from this kind of treatment can contain several products
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especially at low N/S ratios. This is challenging since it
has been observed in long-term experiment that SO4*
and S° were produced at the same time at feed N/S ratio
that theoretically should lead to S° production only
(Sposob et al., 2017a; Tan et al., 2016). It has also been
observed that temperature has an impact on effluent
sulfur components at constant N/S ratio (Sposob et al.,
2017a). Thus, the need for the modeling including
multicomponent effluent characteristic is required,
especially in cases where lower N/S ratios are modeled.
The objective of this study is to develop a model for
simultaneous removal of NO;™ and HS- at different N/S
ratios and temperatures, which can be used to predict the
distribution of produced sulfur components.

2 Methods and model development

2.1 Experimental design

The experimental trial was performed in a 0.5 L
laboratory-scale EGSB reactor continuously fed by
synthetic wastewater over 150 days. The feeding
parameters are given in Table 1.

Table 1. Feeding parameters.

Time (d) Temperature | N/S | NOs HS
°C) ratio | (mM/L) | (mM/L)
1-25 25
26-57 20
035 | 1.08
58-90 15
91-120 3.12
121-134 0 040 | 1.25
135-142 0.60 | 1.87
143-150 1.30 | 4.05

Synthetic wastewater was supplied from two feed
tanks (separate for electron acceptor and donor) to avoid
contamination and possible reactions in feeding tank. In
addition to electron acceptor and donor sources,
vitamins, buffer, macro- and microelements were
supplied as described in Sposob et al. (2017a), where the
more detailed description of experiment is given.

2.2 Stoichiometry

The model is developed and evaluated based on the
stoichiometry derived by Kleerebezem and Mendez,
(2002) and data from continuous flow expanded
granular sludge bed (EGSB) experiments (Sposob et al.,
2017a; 2017b). The collected data consists information
about concentrations of accumulated elemental sulfur
(S%cc), nitrate (NO5"), sulfate (SO4>), sulfide (HS") and
suspended elemental sulfur (S%) measured as
thiosulfate (S203%). Accumulated sulfur (S%c) was
calculated based on the difference between influent HS
concentration and effluent concentrations of HS", SO4*
and S'%s, according to Eq. 1 (Sposob et al., 2017a).

DOI: 10.3384/ecp1713841

Soacc = HS%nr— HS err — SO42_eff - Soss (1)
The basic chemical reactions (Egs. 2, 3) and reactions
combining both anabolism (biomass production) and
catabolism (energy release) (Egs. 4, 5) according to
Kleerebezem and Mendez (2002) serve as the core for
the model. However, these equations assume production
of only one sulfur component at specific N/S ratio and
does not include temperature impact.
HS+1.6NO3+0.6H" — 0.8N>+S04>+0.8H.0  (2)
HS+0.4NO3+1.4H" — 0.2N,+S%+1.2H,0 3)
3HS+3.9NOs+0.2NH;+HCO;+1.7H" —

CH 500.5Noa+1.95N>4+3S04242.3H,0 )
14.5HS+SNOS H0INHL +HCOr 2030 — o
CH,5300.5No»+2.5N»+14.58%+17.4H,0

The new stoichiometry applied here includes
simultaneous NO3™ and HS™ removal and possibility to
produce two sulfur components: S° (without
distinguishing the S° fractions) and SO4> according to
Eq. 6.

aNOs + bHS-S — ¢S + dSO4* + eN, (6)

Where ¢ and d depend on feed molar ratio between a

and b (N/S ratio) and temperature (T) (Egs. 7, 8).
c=fIN/S; T) @)
d=fN/S;T) ®)

2.3 Kinetics

Process kinetics is modeled based on the Monod
equation for reaction rates and assuming one general
microbial community of sulfide oxidizing bacteria
(SOB). The growth of microorganisms is thus described
using the Bailey’s equation that includes both required
substrates (Eq. 9). The biomass concentration is
assumed constant in the simulations due to the
conditions with high biomass content in the EGSB
reactor and low biomass yield of autotrophic
denitrification bacteria (Tchobanoglous et al., 2003),
implying that reactor biomass changes are insignificant
during the experiments used in this study. The growth
parameters maximum growth rate (Wmax) and half-
saturation constants (Kgus., Knos-) applied are given in
Table 2.

Sis- Swog
U= Hmax " AsoB Kys- + Sys- (szo; + Snoz ®

Table 2. Growth parameters.

Parameter Value Source
1 (Wang et al.,
Wmax 425d 2010)
Kno; 7.84mM NO;/L | Xu et al,
Kys- 1.8 mM S/L 2016)

The mathematical model is implemented in the
AQUASIM simulation software (Eawag, Switzerland).
The established model is calibrated and used to simulate
removal of NOs3; and HS". Simulation results are
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compared with the obtained experimental data
published in Sposob et al. (2017a, 2017b).

2.4 Temperature

Temperature has an impact on bacterial kinetic
coefficients like pmax and Ks leading to changes in the
treatment efficiency. During the experimental trial the
electron donor (HS™-S) removal changed from 98 (25
°C) to 89 % at 10 °C. Temperature also influenced the
effluent composition of sulfur components in the
experiment modeled here (Figure 1). Electron acceptor
(NO3) removal was not significantly influenced by
temperature as it was completely removed (effluent
NOs™ was detected only three times during 120 days
temperature-trial).
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Figure 1. Average concentration of sulfur components at
25-10 °C and N/S = 0.35 (Sposob et al., 2017a).

With decreasing temperature and invariable feeding
pattern, the share of S° decreased while SO4> together
with HS" increased. Performed free Gibbs energy
calculations (AG”) revealed that the reaction energy at
the different temperatures remained nearly constant due
to this shift in products formation from S° to SO4*
(Sposob et al., 2017a). The reaction energy maintained
at invariable feeding conditions is dependent on the
relationships given in Eqs. 10 and 11. The culture
evidently preferred to use more NO3™ per mole of HS" at
lower temperatures. Whether this is due to a shift in
microbial community or a metabolic shift within cells is

Table 3. Temperature coefficient for stoichiometric
parameters calculated based on the experimental trial.

Temperature Tsuifur Tsuifate
25 0.84 0.14
20 0.77 0.19
15 0.74 0.2
10 0.67 0.22

2.5 N/S ratio

Changes in N/S ratio have been reported as a way to
control the level of HS- oxidation (Cai et al., 2008).
However, the results at different ratios at 10 °C show a
significant offset from the theoretical values (Figure 2).
The highest offset was obtained for S°. Experimental
results equaled the theoretical values only at N/S = 1.30.
A more detailed description of N/S ratio impact at
psychrophilic conditions (10 °C) is given in Sposob et
al. (2017b). Modeling effects of N/S ratios in Eq. 7 and
8 based on these observations is implemented through
correction coefficients given in Table 4.

Concentration (mM S/L)

02 0,4 0,6 0,8 1 12 1,4
NS ratio

Figure 2. Average concentration of sulfur components at
different N/S ratios at 10 °C. Whole lines are theoretical
values based on Eqs. 4, 5 while dotted line connects the
given experimental values.

Table 4. N/S ratio coefficient for stoichiometric
parameters calculated based on the experimental trial.

curr.ently under 1nvest.1g.at10n. Until such information 1 N/S ratio N/Ssutr N/Ssuifate
available an empirical temperature effect is
implemented in the model by temperature dependent 0.35 1 1
stoichiometric coefficients (Table 3) based on the 0.40 0.81 1.41
experimental results given in Figure 1.
Reaction energy = oxidation to S” + 0.60 048 2.05
oxidation to SO (10) 1.30 0.06 4.36
Reaction energy = constant (11)
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3 Results and Discussion

Simulations, with the calculated coefficients (Table 3)
of products distribution (S° and SO4%) with different
temperatures and constant feed N/S = 0.35 behaves
similar to the experimental results (Figure 3). The
implemented model with the temperature coefficients
(Table 3) simulates the pseudo-steady state relative
amounts of effluent S° and SO.4*. This may seem
obvious since the coefficients are calculated based on
average values for each temperature case of the same
data set. The model, however, also simulates the
transitions in relative amounts of products occurring
following each 5 °C temperature drop (the initial part of
each of the three last panels in Figure 3) quite
accurately. The model significantly improved
predictions at N/S = 0.35 compared to the equations
(Egs. 3, 5) that predict S° production only and no
temperature effect.

Increasing the model complexity, including
diversification of microbes and/or the implementation
of energy terms, can further improve the model for
better prediction of HS  removal and products
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distribution for a wider range of conditions. However,
further experimental investigations are required to
implement such.

Experimental data and predictions based on
Kleerebezem and Mendez (2002) equations (Egs. 4, 5)
are compared in Figure 2 regarding N/S ratio effects on
products distribution. The observed offset between
experimental and theoretical values could be partly due
to the oxidation of earlier accumulated S° (reaction 3 in
the schematic presentation of the studied process in
Figure 4), but this is not explicitly included in the
mathematical model. The reaction energy from HS-
oxidation is increasing with increased amount of NOj3"
supplied. Probably both of these energy related
phenomena influence the products distribution but
insufficient results are yet available to distinguish these.
Thus, further model refinement to include both
hypothesized energy reactions separately is not
attempted and the cumulative effect observed
experimentally are covered by the coefficients given in
Tables 3 and 4 and simulated (Figure 5).
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Figure 3. Model simulation results in comparison to experimental results at different temperatures. Solid and dash line
represent simulated results for S° and SO4*, respectively. Scatter points represent experimental results for S° (o) and SO4*

DOI: 10.3384/ecp1713841

(®).

Proceedings of the 58th SIMS

44

September 25th - 27th, Reykjavik, Iceland



R -l @
|

NO; + HS/S?
I_V _______ —
NO; v

Ve

SO% v

@)

SU

()

N,

Figure 4. The scheme of autotrophic denitrification with
HS" as electron donor.

The simulations with the applied coefficients related
to N/S ratio (Table 4) significantly improved predictions
compared to those in Figure 2, except for N/S = 1.30,
where simple stoichiometric calculations matched the
experimental values best. The poor simulation of
experimental results at N/S = 1.30 is assumed to be due
to the fact that reaction 3 in Figure 4 is not explicitly
accounted for in the model and that this reaction is
especially important at this stage. This is due to the
experimental scenario which at the beginning was
focused on S° production leading to its accumulation, as
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energy storage for the microorganisms. This S° energy
reserve in the reactor was oxidized to SO4* and is
especially visible at N/S = 1.30. This implies that a more
refined future model of simultaneous biological removal
of HS- and NOs needs to consider the effect of S°
accumulation and its possible oxidation (Figure 4) as
occurred here under N/S ratio effects trial.

The energy related aspects discussed here are not
included in the previously published models since these
are based mainly on batch experiments and high N/S
ratio situations. The observed phenomena probably
occur only in cases when the N/S ratio is in or close to
the range investigated here and are most observable
when increasing from low (S° production related) to
high N/S ratios (SO4* production related). It can
therefore be useful to develop the model further to better
account for accumulation and consumption of S°. Some
relevant information is available, such as: kinetics for S°
leaching and usage as electron donor is available
(Franzmann et al., 2005; Gourdon and Funtowicz, 1998;
Koenig and Liu, 2001). Models including similar
accumulation phenomena related to energy storage are
developed, i.e. ASM2d where the accumulation and

N/S = 0.40
15
4
3,53
33
2,53
2_;‘_——————_._9L o 2
15D o % E ©
3 @ 9 . *
I o ® .

i o [ ] L q
0.5 ¢
;»E L
0

-0.5 41—
122 124 126 128 130 132 134
Time (d)
N/S =130
45
43 1
i * *
353 ¢ .
3] .
gEEL e
23 T
1:5_2_-’__,.-.--.---.--
13
03 I} ! Is] o @ o
0.3 3+ e
143 144 145 146 147 148 149 150
Time (d)

Figure 5. Model simulation results in comparison to experimental results at different N/S ratios at 10 °C. Solid and dash
line represent simulated results for S° and SO4> respectively. Scatter points represent experimental results for S° (o) and
SO4> (o).
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consumption of polyhydroxybutyrate (PHB) and
polyphosphate (PP) are taken into account (Henze et al.,
1999). However, the factors triggering the oxidation of
accumulated S° are not clear. It has been reported that
the oxidation can only occur when the source of reduced
sulfur compounds is depleted (Schedel and Triiper,
1980), but oxidation of accumulated S° can obviously
occur (e.g. Figure 2) and be influenced by both
temperature and N/S ratio changes when HS- (sulfur
reduced compound) is available (Sposob et al., 2017b,
2016). The observation that S° leaching increases with
temperature (Franzmann et al., 2005) should also be
accounted for in the further model development.

4 Conclusions

The presented model can serve as a prediction tool for
autotrophic denitrification with HS™ as supplied electron
donor, to account for effects of temperature and feed
N/S ratio.

The model was able to simulate sulfur compound
products distribution at different temperatures, more
accurately at low than higher N/S ratios (N/S range 0.35
to 1.30).

The phenomena of S production included in the
mathematical model does not take into account its
accumulation and release (as SO4%). Thus, adequate
prediction of products distribution caused by N/S ratio
step increases (leading to higher concentration of sulfur
components in the effluent than fed into the reactor) was
not obtained. Therefore, a conceptual model is proposed
to account for biological accumulation and release of S°.
Further investigations on N/S ratio effects on S°
accumulation and release can yield a more refined
model of simultaneous biological removal of HS™ and
NO3'.
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Abstract

This work deals with steady-state simulation study of a
process formed by a microalgae-bacteria photobioreactor
(PBR) in an activated sludge configuration. In particular,
the process behavior in terms of variations in the sludge
retention time and carbon dioxide (CO;) injected is
presented. The optimization is done by considering the
total PBR volume as two volumes in series, and aiming
for the minimal substrate concentration in the effluent,
for a given external light and CO, injected. Results
suggest that it is possible to obtain an optimum volume
distribution of the process that gives a lower effluent
substrate concentration compared to the same process
using a single volume.

Keywords:  microalgae-bacteria, bioprocess design,
effluent  minimization, photobioreactor, volume
distribution.

1 Background

In wastewater treatment applications, the bioreactors are
disposed in a configuration known as activated sludge
process (ASP), where the bioreactor effluent is connected
to a setter. The settler increases the microorganism
(biomass) concentration and part of the settled stream is
recycle back to the bioreactor (Grady Jr. et al., 1999).
The biomass separation given by the settler makes the
residence time of particulate components greater than the
residence time of soluble components. This residence
time for particulate components, referred as the sludge
retention time (SRT), is a key factor in the plant operation.
SRT is defined as the ratio between the amount of biomass
in the bioreactor and the amount of removed biomass per
time unit, i.e. it represents the average time the biomass
stays in a bioreactor. External aeration is another key
factor in these processes, since it is needed for aerobic
bacterias to consume nutrients (such as nitrogen and
phosphorus).

Nowadays, the role of microalgae in wastewater
treatment applications is becoming more relevant (de la
Notiie et al., 1992; Dalrymple et al., 2013). Via
photosynthesis, where a certain external illumination
is applied to the bioreactor, microalgae require carbon
dioxide to consume nitrogen and release oxygen,
which is beneficial for the aerobic bacterias in the
wastewater treatment processes. In this way, we refer
to photobioreactors (PBRs) as bioreactors able to grow
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microalgae.

In a PBR the biological dynamics is directly affected
by the irradiance applied. Therefore, several models for
the biology and the irradiance have been proposed in
literature. Concerning the biological models, early works
can be found in Droop (1968, 1973), where the growth
rate of the microalgae is assumed to be associated to
an internal substrate concentration. The basic form of
this model includes three ordinary differential equations
which describe the substrate (nutrient), the microalgae
and the internal substrate cell quota in the microalgae.
Jang and Baglama (2005) proposed a model which
includes one main substrate and two microalgae species
(zooplankton and phytoplankton). The study includes
a global asymptotic analysis of the system considering
different growth rates and changes in the input nutrient
concentration. Decostere et al. (2013) proposed a model
for microalgae growth on inorganic carbon which includes
oxygen production. The model is based on the Activated
Sludge Models (ASMs) and includes a calibration using
data from respirometric-titrimetric experiments.

Regarding the models for the irradiance, several
approaches have been proposed in the last decades.
For example, FEilers and Peeters (1988) proposed a
dynamic model for the irradiance, which links the light
intensity and the rate of photosynthesis in phytoplankton
microalgae.  The model is based on physiological
mechanisms, and includes the photoinhibition effect and
the recovery from the photoinhibition. Geider et al.
(1998) presented a simple model where the chlorophyll
(a concentration that depends on the incident irradiance to
the PBR) is included as a single variable. This models
also includes the response of the photosynthesis to the
nitrogen and light status in the microalgae. Other models
linking the chlorophyll with the nutrient dynamics have
been proposed, see for example Pahlow (2005). Results
from this model replicate the nutrient:carbon ratio from
experimental data.

The modeling of the microalgae-bacteria consortium
has also been investigated in the last year. Dochain
et al. (2003) reported a dynamic model with three
microorganisms:  microalgae, aerobic bacteria and
sulphate-reducing anaerobic bacteria. The study includes
a model calibration based on experimental data from
different seasons. Zambrano et al. (2016) proposed a
dynamic model for the microalgae-bacteria interaction,
where the bacteria dynamics is inspired by the Activated
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Sludge Model no. 1 (ASM1) (Henze et al., 1987)
and the microalgae dynamics is inspired by the works
from (Reichert et al., 2001) and (Solimeno et al., 2015).
Experimental data from batch experiments presented by
Krustok et al. (2016) was used for the model calibration.

When modeling bioreactors, a natural aim is to
optimize the process in terms of volume and performance.
The optimization of bioreactors has been investigated
during decades (Aris, 1961; Herbert, 1964; Abu-Reesh,
1996), where mainly two typical approaches are done: (i)
minimize the total bioreactor volume to achieve a given
effluent substrate concentration, or (ii) from a given total
volume of a set of bioreactors in series, optimize the
volume distribution so to minimize the effluent substrate
concentration.

The aim of the present study is, given a model for the
microalgae-bacteria consortium, to study the behavior of
a PBR-based activated sludge configuration (henceforth
referred to as MAAS process) in terms of variations in
key parameters such as the SRT and the CO; injected.
The study includes the optimization of the total volume
distribution when two PBRs in series are considered, so
to minimize the effluent substrate concentration. A model
based on Zambrano et al. (2016) is used for describing
the microalgae-bacteria consortium. This model includes
a modification in the effect that the irradiance has on the
biological activity, which now depends on the amount of
microalgae and bacteria concentration.

The paper is organized as follows. A description of
the biological process and the model are given in Section
2. Section 3 gives a numerical illustration, and some
conclusions are given in Section 4.

2 Methods
2.1 The MAAS process

The configuration of the MAAS process is shown in
Figure 1, which consists of a PBR and a clarifier. In the
PBR, the wastewater is treated by the biological activity
of the microalgae-bacteria consortium. An external

illumination and CO; injection is applied to the PBR. In
the clarifier (also called settler), the microorganisms are
separated from the treated water. The PBR and clarifier
are interconnected following the classical configuration of
an ASP (Grady Jr. et al., 1999). To maintain the biomass
population, part of the underflow from the clarifier goes
as return sludge back to the PBR and the excess sludge is
removed.

Light
LN
Influent
Effluent
—b —_—
Clarifi
Microalgae + bacteria aritier
° - ® ® e @
co, Qp-ee’= o, i
Injection Return sludge I Excess sludge

>

Figure 1. Layout of the MAAS process.

Since the main purpose of this study was to analyze the
overall behavior of the MAAS process, an ideal clarifier
was assumed, i.e, the amount of solids in the effluent is
neglected, which means that all the sludge is thickened.

2.2 The model

A simple model for the microalgae-bacteria interaction
(Zambrano et al., 2016) was used to describe the
biological activity in the MAAS process. The model is
formed by six components: two main biomass populations
(microalgae (X,g) and bacteria (Xpac)), two dissolved
substrate concentrations (ammonium (Sph4) and nitrate
(Sno3)), and two dissolved gases concentrations (oxygen
(So2) and carbon dioxide (Sco2)), see Table 1.

The model is based on the following assumptions.
There is only one class of microalgae and one class of
bacteria. The microalgae growth on dissolved ammonium
and nitrate and it is assumed that ammonium is preferred
(Reichert et al., 2001). The autotrophic conversion of
ammonium by the bacteria is considered as a single step
process with the aid of oxygen (Henze et al., 1987).

Table 1. Model components and stoichiometric matrix.

Component (i) — (1) 2) 3) 4) (5) (6) Process rate
Process (] ) J/ Xalg Xbac th4 SnoS SoZ Scoz pj
gCoOD gCOD aN N 20, gCOy g
m m m3 m3 m3 m3 m3d
(1) Algae growth on NHy 1 - Y9 . — p1
Yalg,nh4 & Yalgtnh4
(2) Algae growth on NO3 1 - Ya(l) 003 — P2
Yalg,noS & Yalg‘n03
(3) Algae decay -1 fgg f;fg 03
(4) Bacteria growth 1 —iXpe — ﬁao Yblac - (47'5;; CYb‘"‘C> ]ﬁc P4
(5) Bacteria decay -1 Xpac Ps
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The dependency of stoichiometric and biokinetics factors
on temperature was not included. The inhibition of
microalgae by excess of light or excess of CO, was not
considered. The different processes and the stoichiometry
involved in the biological model are shown in Table 1,
whereas Table 2 shows the correspondent expressions for
the process rates (p).

Table 2. Process rates.

pj Process rate

Sc02 th4
pr - Hagh (7) (Kcoz-i-Scoz Kn a1g+Snha Xag

Kntalg

S S
I ( co2 ) ( no3 ) ( ) X
p2 ,ualg,uv( ) Keor+Sco2 Knialg +5n03 Kn.alg+snh4 alg
p3 bangalg

Snhd So2
p4 'ubac < Kn,bac +Snha Koa+So2 Xbac

% bbachac

where u(I) =1/ (Ki+1).

In this work, a modification in the model for
the irradiance was introduced. In Zambrano et al.
(2016), the model for the irradiance considers that the
illumination applied to the PBR does not change under
any circumstances when it travels through the reactor, i.e.
the irradiance [ is constant in Table 2. Now, the model
includes the effect of the biomass concentration on the
light penetration. This was done in a similar way as
the Beer-Lambert law (Huisman et al., 2002), giving the
following irradiance factor:

- I(Xae,X

I»L(I) _ ( ~alga bac) :
K+ I(Xalg;Xbac)

where  I(Xag, Xbac) = I X €xp [—oc(Xalg —|—Xbac)] , (2

(D

where I [umol/m’s] is the total irradiance applied to
the PBR, K; [umol/m?s] is a half-saturation constant,
and o [m3/g] is the specific light attenuation coefficient.
Expression (1) replaces (/) in the process rates for the
algae growth on ammonium and nitrate (cf. Table 2). The
rest of the model parameters are described in Table 3. See
the reference of the parameters in Zambrano et al. (2016).

Since the PBR is assumed to be a completely mixed
tank reactor, the expression (1) considers a homogeneous
concentration of biomass in the liquid, therefore not
dependency with depth was included. For simplicity, it
is assumed that both microalgae and bacteria interrupt the
light in the same way.

The combined effect of water-atmosphere gas exchange
and gas injection were modeled as separated processes.
Both processes follow the well known mass-transfer
model:

Gtr,gas = KLagas(S;Zts - Sgas)a

3)
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Table 3. Model parameters.

Symbol Definition [Unit] Value

bag Algae decay [1/d] 0.1

bpac Bacteria decay [1/d] 0.05

ftgm CO, produced  per  bacteria 1.375
[gCO,/gCOD]

aCl CO, fraction in algae [gCO,/gCOD] 0.383

fii N fraction in algae [gN/gCOD] 0.065

1 Irradiance [/.Lmol/mzs] 100

Xpac N used in bacteria growth [gN/gCOD] 0.08

Kray, Mass transfer coeff. O, [1/d] 4

Krac.y» Mass transfer coeff. CO, [1/d] 3.538

K aco, injMass transfer coeff. CO; injected 0-2.5
[1/d]

Keon Algae half-sat. coeff. for C [gC/m?] 4%x1073

K1 Algae half-sat. coeff. for I 25
[,umol/mzs]

Knag  Algae half-sat. coeff. for N [gN/m3] 0.1

Knpac  Bacteria half-sat. coeff. for N [gN/m3] 1

Ko Bacteria half-sat. coeff. for O, 04
[202/m’]

S;%‘ Sat. concentration for O, in water 8.32
[202/m’]

Szitz Sat. concentration for CO; in water 0.546
[¢COx/m3]

Yoac Bacteria growth yield [gCOD/gN] 0.24

Yions Algae COp yield on NHy 0842
[gCOD/gCO0O;]

Yaonne Algae Nyield on NHy [gCOD/gN] 11.91

Ya(l) nha  Algae Oy yield on NHy [gO,/gCOD]  0.996

Yim Algae CO; yield on NO; 0.622
[gCOD/gCO;]

Y;fg’n(ﬁ Algae N yield on NO3; [gCOD/gN] 3.415

Ya(l)&n()3 Algae O yield on NO3 [gO,/gCOD] 1.301

o Light attenuation coefficient [m3/ g] 5%x1074

Ualg Algae specific growth rate [1/d] 1.6

Ubac Bacteria specific growth rate [1/d] 0.5

where Gy g4 is the amount of gas transfered from/to
the atmosphere, Kjag.s is the mass transfer coefficient
between the gas and the liquid phase, S;:;g is the saturation
concentration of the gas, and Sg4 is the dissolved gas

concentration.

3 Results and Discussions

This section shows a numerical example of the MAAS
process. Two main cases were evaluated: PBR as a single
volume and as two volumes in series. The process was
evaluated in steady-state conditions for different values
of SRT and CO, injected. The SRT was adjusted by
modifying the amount of excess sludge from the process.

The model programming and the simulation results
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Figure 2. MAAS process with a single PBR. Contour plots showing steady-state values of NHy and NOj3 in the effluent, and p(7)
as a function of SRT and K} dco, inj- Kraco,,inj Tefers to mass transfer coefficient of CO; injected. o0 = 5 X 10~% m? /g.

were obtained using the MATLAB®/Simulink platform.

3.1 Influent characteristics
parameters

and process

We consider a PBR with total volume of V = 0.07 m?
and influent flow rate of 10.8 L/d. A constant influent
flow rate was applied, with a composition of 70 g/m> of
dissolved NHy, 2 g/m3 of dissolved NO3, and no biomass
concentration. The value of the model parameters used
for the simulations are described in Table 3.

3.2 MAAS process with one PBR

The MAAS process was first simulated with a single
PBR of volume V. The effluent ammonium concentration
(NHy), nitrate concentration (NOs3) and irradiance factor
(cf. Expression (1)) were evaluated for different SRTs
and CO, injected.  Results are shown as contour
plots in Figure 2, where a light attenuation coefficient
a=5x10"*m3/g was used.

See that the effluent NHy4 concentration is almost
consumed in a wide range of SRT and that a low
injection of CO, is needed. This is not the case for the
effluent NO3, where high NO3 concentration is obtained
when low CO; is applied. See that this concentration
decreases as the injected CO, increases, this is expected
since the microalgae is the only microorganism that
can consume this substrate (by injecting CO,). Also
note that the effluent NOj3 concentration does not show
a significant change under variations in the SRT. As
expected, for very low values in the SRT, the effluent
NH4 concentration starts to increase towards values of the
influent concentration, i.e. the process is very close to
wash-out condition.

Note also in Figure 2 that the irradiance factor
decreases when SRT or the CO; injected increase.
An increasing in the SRT promotes an accumulation
of microalgae and bacteria concentration in the PBR,
and more CO; injected promotes an increasing in the
microalgae concentration. Therefore, this increment in
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the microorganism concentration results in a decreasing
of the irradiance factor (cf. Expressions (1)-(2)).

3.3 MAAS process with two PBRs

Next, the process was simulated considering the entire
volume as two PBRs in series, subject to the restriction
V =Vi + V5. It was decided that the irradiance applied to
each PBR was proportional to its volume. Therefore, from
the total irradiance I used in the case of a single PBR, now
we have:

Vi
L=—I L=I-1 4
1 % ) 2 1y ( )
where I; and I, are the irradiance in volumes V| and V;

respectively.

From Figure 2, several points were taken as operational
point to be optimized by distributing the total PBR volume
V into two PBRs in series. As illustration, points with
SRT = 15 d were selected. Different values for V| and
CO; injected were evaluated. The CO; injected was
assumed to be the same for each PBR, results are shown in
Figure 3(left). See that each curve has a certain optimum
value for the first PBR volume V; when a maximum
reduction in the NOj3 is achieved. Also note that this
optimum V| decreases as the CO, injected increases.
Zambrano and Carlsson (2014) reported a similar behavior
for the case of optimizing several bioreactors in series in
an activated sludge process, where a simple bioreactor
model (one main microorganism and one main dissolved
substrate) and a Monod function for describing the growth
kinetics were used. See also in Figure 3(left) that there is
a wide range of optimum V| when a large amount of CO,
is injected.

Figure 3(right) shows the value of the irradiance factor
in each PBR for different values of V| and CO; injected.
Note that a low value in V| means a low value in the
irradiance of this PBR (cf. Expression (4)). Therefore,
the irradiance factor (1) is close to zero and this value
increases as V] increases. Since the total volume is fixed,
the situation is the opposite for V, and u(h), i.e. when
V1 increases V, decreases. See also that for a given Vi,
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Figure 3. MAAS process with two PBRs in series. Left: Steady-state solution of effluent NO; as a function of Vi and Kpdco, ,inj-
Right: Irradiance factor for the first (PBR1) and second (PBR2) PBR, as a function of V| and Ky aco, inj- & =5 X 1074 m? /g

the irradiance in each PBR decreases as the amount of
CO; injected increases. As observed in Figure 2 for u(7)
in a single PBR, this is because an increasing in the CO,
promotes an increasing in the microalgae concentration,
which reduces the amount of light penetration in the
PBRs.

4 Conclusions

In this work, a steady-state simulation study of a PBR
working in an ASP configuration was presented, referred
as MAAS process. A simple model is used for the PBR,
which includes one microalgae and bacteria species, two
dissolved substrates and two dissolved gases. The model
for the irradiation includes the effect of the microalgae
and bacteria concentration in the PBR. This simple model
gives relevant information about the behavior of the
system for different SRTs and CO; injected.

Results show that, for a given SRT, it is possible to
reduce the effluent substrate concentration by increasing
the CO; injected, and this reduction is more sensitive to
changes in the CO; injected than to changes in the SRT of
the process. For the case of two PBRs in series, for a given
SRT an optimum volume distribution can be achieved
which depends on the CO, injected. This configuration
gives a lower effluent substrate concentration than when
a single PBR volume is assumed. Similar to the case
of an ASP with bioreactors in series, one would expect
that an increasing in the number of PBRs in series in
the MAAS process would decrease the effluent substrate
concentration.

Acknowledgments

The research leading to these results has received funding
from the Knowledge Foundation (20140168) under the
project More Sense, ABB, Milarenergi, Flexiclean and
Structor Miljoteknik.

DOI: 10.3384/ecp1713848

Proceedings of the 58th SIMS

References

M. Abu-Reesh. CSTR’s in
reactions.

1996.

Optimal design for
series using reversible Michaelis-Menten
Bioprocess Engineering, 15(5):257-264,
doi:10.1007/b£02391587.

Rutherford Aris. The Optimal Design Of Chemical Reactors.
Academic Press, New York, 1st edition, 1961. ISBN
9781483221434.

Omatoyo K Dalrymple, Trina Halfhide, Innocent Udom,
Benjamin Gilles, John Wolan, Qiong Zhang, and
Sarina Ergas. Wastewater use in algae production
for generation of renewable resources: a review and
preliminary results.  Aquatic Biosystems, 9(1):2, 2013.
doi:10.1186/2046-9063-9-2.

Joél de la Noiie, Gilles Laliberté, and Daniel Proulx. Algae and
waste water. Journal of Applied Phycology, 4(3):247-254,
1992. doi:10.1007/bf02161210.

Bjorge Decostere, Natascha Janssens, Andres Alvarado,
Thomas Maere, Peter Goethals, Stijn W.H. Van Hulle, and
Ingmar Nopens. A combined respirometer—titrimeter for
the determination of microalgae kinetics: Experimental data
collection and modelling. Chemical Engineering Journal,
222:85-93, 2013. doi:10.1016/j.cej.2013.01.103.

D. Dochain, S. Grégoire, A. Pauss, and M. Schaegger.
Dynamical modelling of a waste stabilisation pond.
Bioprocess and Biosystems Engineering, 26(1):19-26, 2003.
doi:10.1007/s00449-003-0320-6.

M. Droop. Vitamin B12 and marine ecology. IV. The kinetics of
uptake growth and inhibition in Monochrysis lutheri. J. Mar.
Biol. Ass. UK., 48(3):689-733, 1968.

M R. Droop. Some thoughts on nutrient limitation in algae. J.
Phycol., 9:264-272, 1973.

PH.C. Eilers and J.C.H. Peeters. A model for the relationship
between light intensity and the rate of photosynthesis in
phytoplankton.  Ecological Modelling, 42(3-4):199-215,
1988. doi:10.1016/0304-3800(88)90057-9.

52

September 25th - 27th, Reykjavik, Iceland


http://dx.doi.org/10.1007/bf02391587
http://dx.doi.org/10.1186/2046-9063-9-2
http://dx.doi.org/10.1007/bf02161210
http://dx.doi.org/10.1016/j.cej.2013.01.103
http://dx.doi.org/10.1007/s00449-003-0320-6
http://dx.doi.org/10.1016/0304-3800(88)90057-9

Richard J. Geider, Hugh L. Maclntyre, and Todd M. Kana. A
dynamic regulatory model of phytoplanktonic acclimation to
light, nutrients, and temperature. Limnol. Oceanography, 43
(4):679—-694, 1998. d0i:10.4319/10.1998.43.4.0679.

C.P.L. Grady Jr., Glen T. Daigger, and Henry C. Lim. Biological
Wastewater Treatment. Marcel Dekker, Inc., New York, 1999.
ISBN 0-8247-8919-9.

M. Henze, C. Grady, W. Gujer, G. Marais, and T. Matsuo.
Activated Sludge Model no. 1 - Scientific and Technical
report no. 1. Technical report, IAWPRC, London, UK, 1987.

D. Herbert. Multi-stage continuous culture. In Continuous
Cultivation of Microorganisms, pages 23—44. Elsevier, 1964.
doi:10.1016/b978-0-12-395496-1.50006-5.

Jef Huisman, Hans C.P. Matthijs, Petra M. Visser, Hans
Balke, Corrien A.M. Sigon, Jutta Passarge, Franz J.
Weissing, and Luuc R. Mur Principles of the
light-limited chemostat: theory and ecological applications.
Antonie van Leeuwenhoek, 81(1/4):117-133, 2002.
doi:10.1023/a:1020537928216.

S.R.-J. Jang and J. Baglama. Droop models of nutrient—plankton
interaction with intratrophic predation. Applied
Mathematics and Computation, 169(2):1106-1128, 2005.
doi:10.1016/j.amc.2004.11.002.

I. Krustok, M. Odlare, J. Truu, and E. Nehrenheim.
Inhibition of nitrification in municipal wastewater-treating
photobioreactors:  Effect on algal growth and nutrient
uptake. Bioresource Technology, 202:238-243, 2016.
doi:10.1016/j.biortech.2015.12.020.

M. Pahlow. Linking chlorophyll-nutrient dynamics to the
redfield N:C ratio with a model of optimal phytoplankton
growth. Marine Ecology Progress Series, 287:33-43, 2005.
doi:10.3354/meps287033.

P. Reichert, D. Borchardt, M. Henze., W. Rauch, P. Shanahan,
L. Somlyédy, and P. Vanrolleghem. River water quality
model no. 1 (RWQM1): II. Biochemical process equations.
Water Science and Technology, 43(5):11-30, 2001.

Alessandro  Solimeno, Roger Samsé, Enrica Uggetti,
Bruno Sialve, Jean-Philippe Steyer, Adridn Gabarro,
and Joan Garcia. New mechanistic model to simulate
microalgae growth. Algal Research, 12:350-358, 2015.
doi:10.1016/j.algal.2015.09.008.

Jestis Zambrano and Bengt Carlsson. Optimizing zone volumes
in bioreactors described by Monod and Contois growth
kinetics. In Proceeding of the IWA World Water Congress
& Exhibition, Lisbon, Portugal, 2014.

Jesis Zambrano, Ivo Krustok, Emma Nehrenheim, and Bengt
Carlsson. A simple model for algae-bacteria interaction
in photo-bioreactors. Algal Research, 19:155-161, 2016.
doi:10.1016/j.algal.2016.07.022.

DOI: 10.3384/ecp1713848 Proceedings of the 58th SIMS
September 25th - 27th, Reykjavik, Iceland


http://dx.doi.org/10.4319/lo.1998.43.4.0679
http://dx.doi.org/10.1016/b978-0-12-395496-1.50006-5
http://dx.doi.org/10.1023/a:1020537928216
http://dx.doi.org/10.1016/j.amc.2004.11.002
http://dx.doi.org/10.1016/j.biortech.2015.12.020
http://dx.doi.org/10.3354/meps287033
http://dx.doi.org/10.1016/j.algal.2015.09.008
http://dx.doi.org/10.1016/j.algal.2016.07.022

Analysis of the Effect of Steam-to-Biomass Ratio in Fluidized Bed
Gasification with Multiphase Particle-in-cell CFD Simulation

Janitha C. Bandara'

Marianne S. Eikeland'

Britt M. E. Moldestad'

1Faculty of Technology, Natural Sciences and Maritime Sciences, University College of Southeast Norway
{Janitha.bandara, Marianne.Eikeland, britt.moldestad}@usn.no

Abstract

Biomass has been identified as a key renewable energy
source to cope Wwith wupcoming environmental
challenges. Gasification of biomass is becoming
interested in large scale operation, especially in
synthesis of liquid fuels. Bubbling and circulating
fluidized bed gasification technology has overrun the
interest over fixed bed systems. CFD studies of such
reactor systems have become realistic and reliable with
the modern computer power. Gasifying agent,
temperature and steam or air to biomass ratio are the key
parameters, which are responsible for the synthesis gas
composition. Therefore, multiphase particle-in-cell
CFD modeling was used in this study to analyze the
steam to biomass, S/B, ratio in fluidized bed
gasification.

Due to the complexity of the full loop simulation of dual
circulating fluidized bed reactor system, only the
gasification reactor was considered in this study.
Predicted boundary conditions were implemented for
the particle flow from the combustion reactor. The
fluidization model was validated against experimental
data in beforehand where Wen-Yu-Ergun drag model
was found to be the best. The effect of the S/B ratio was
analyzed at a constant steam temperature of 1073K and
a steam velocity of 0.47 m/s. Four different S/B of 0.45,
0.38, 0.28 and 0.20 were analyzed. The biomass was
considered to be in complete dry condition where single
step pyrolysis reaction kinetics was used. Each
gasification simulation was carried out for 100 seconds.
8% reduction of hydrogen content from 57% to 49% and
17% increment of carbon monoxide from 13% to 30%
were observed when the S/B was reduced from 0.45 to
0.20. Countable amounts of methane were observed at
S/B of 0.28 and 0.20. The lower heating value of the
product gas increased from 10.1 MJ/kg to 12.37 MJ/kg
and the cold gas efficiency decreased from 73.2% to
64.6% when the S/B was changed from 0.45 to 0.20. The
specific gas production rate varied between 1.64 and
1.04 Nm3/kg of biomass.

Keywords: Biomass gasification, fluidized beds,
gasifying agent, multiphase particle-in-cell

! 20% reduction of CO2 emissions, 20% increase of energy
efficiency and 20% renewable energy share by 2020
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1 Introduction

Biomass was one of the key energy sources until the
invention of cheap refined petroleum fuels in the 1940s.
Since then, biomass energy technologies were not
impressively developed until the oil crisis in the 1970s.
Since then, biomass-to-energy conversion technologies
were subjected to enormous research and developments.
Biomass is further outdoing among other renewable
energy systems, as it demands to be the sole alternative
to replace all use of fossil fuels (Demirbas 2008).
Bioenergy is also a key component in setting up the EU
energy target of 20-20-20" where 10% of the transport
related energy is supposed to be achieved via
renewables (Scarlat, Dallemand et al. 2011).

Approximately 125 billion liters of biofuels were
produced in 2015 where 75% is bio-ethanol and 25% is
bio-diesel (Century 2015). The main feedstocks for bio-
ethanol have been sugarcane and corn. However, there
has been a long term debate of utilizing food
commodities for energy production (Naik, Goud et al.
2010). On the other hand, annual terrestrial biomass
production by green plants is approximately 100 billion
tons of dry organic matter where only a 1.25% is derived
as food (Naik, Goud et al. 2010). In other words, 90%
of the world accessible biomass stocks are
lignocellulosic  (Szczodrak and Fiedurek 1996).
Therefore, liquid biofuels from lignocellulosic
materials, referred as second-generation biofuels, will
provide more aspects to the future transportation
industry.

Combustion, pyrolysis and gasification are the three
main thermo-chemical technologies for conversion of
biomass to energy, which eliminate most of the
drawbacks related to bio-chemical conversion.
Gasification converts solid biomass into a gaseous
mixture of carbon monoxide (CO), hydrogen (Ha),
methane (CH4), carbon dioxide (CO;) and minor
fractions of higher molecular hydrocarbons such as tars.
The product gas, which is referred as synthesis gas,
could be processed into biofuels either by biological
fermentation or Fisher-Tropsch (Munasinghe and
Khanal 2010). In contrast, the producer gas could be
directly combusted in furnaces, boilers, turbines and IC
engines or used in solid oxide fuel cells.
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Carbon to Hydrogen (C:H) ratio is the most important

parameter in downstream processing of synthesis gas
into liquid fuels. It is therefore important to optimize
both the syngas composition and flowrates. In this
picture, steam is much more desired as the gasification
agent compared to air. Steam is further useful in tar
cracking via reforming reactions as well. Dual
circulating fluidized bed (DCFB) gasification is the best
technology, compared to fixed bed and single bubbling
fluidized bed reactor, to achieve a high H, content in
synthesis gas.
This particular DCFB system separates the gasification
and combustion reactions into two reactors as illustrated
in Figure 1. Drying, pyrolysis and gasification (gas
reactions and part of the char reduction) reactions are
carried out in the gasification reactor, which normally
operates with steam in the bubbling fluidization regime.
Temperature and steam-to-biomass ratio (S/B) are the
most important parameters for the gas composition. The
remaining char from the gasifier is oxidized in the
combustion chamber, which provides the heat demand
of the gasification via circulation of bed material.
Computational fluid dynamic (CFD) simulations
integrated with reactions are more convenient, cost
effective and efficient in optimization compared to
experimental investigations.
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Figure 1. Dual circulating fluidized bed reactor

However, CFD modeling of particle systems are
rather complex, and fluidized bed gasification is
especially challenging due to the introduction of
heterogeneous reactions together with heat and mass
transfer.  Eulerian-Eulerian (EE) and Eulerian-
Lagrangian (EL) are the two basic approaches in
modeling particle systems. The multiphase particle-in-
cell (MP PIC) technique is an extended version of EL
modeling which overcome certain limitations of
conventional EL simulations such as modeling of dense
particle systems with a large number of particles.

In the MP-PIC approach, the fluid phase is modeled
in the Eulerian grid with Navier Stokes equations.
Particles having similar characteristics such as size,
density, etc. are parceled into units, which are referred
as computational particles. Hence, billions of particles
could be encapsulated into millions of computational

DOI: 10.3384/ecp1713854

particles and modelled in the Lagrangian frame of
reference (Andrews and O'Rourke 1996). Inter particle
stresses are calculated in the Eulerian grid considering
the particles as a continuum phase and those values are
mapped back to the individual particles, using
interpolation functions (Snider 2001). It has found that
the required quantity of parcels to model the particle
phase accurately is acceptable which realizes the
simulation of large-scale particle systems.

The Barracuda VR commercial package is specially
developed for multiphase CFD simulations, which uses
the MP-PIC approach. This novel approach is referred
to as computational particle fluid dynamics (CPFD).
Solnordal, Kenche et al. 2015 and Liang, Zhang et al.
2014 have carried out MP PIC simulations for bubbling
fluidized beds. Snider, Clark et al. 2011 has presented
the integration of heat and reaction chemistry in MP PIC
simulations whereas Loha, Chattopadhyay et al. 2014
and Xie et al Xie, Zhong et al. 2012 have carried out
gasification simulations in a bubbling fluidized bed
reactor. Liu, Cattolica et al. 2015, and Liu, Cattolica et
al. 2016 have performed MP PIC simulations in a
complete circulating dual fluidized bed system. The
ability of defining multi-component particles is a
distinctive feature of Barracuda, and facilitates the
integration of volatization reactions involved in
gasification and combustion.

A complete loop CFD simulation of the circulating
fluidized bed gasification is complex in terms of
generating the computational grid and expensive
regarding simulation time. On the other hand, the
underlying objective of this work is to analyze the effect
of S/B in the gasification reactor. Hence, the CFD
simulation was narrowed down to the gasification
reactor as highlighted in Figure 1.

2 Barracuda CFD setup

The fluidization model was validated with cold bed
fluidization experiments and the data has been published
by the same author (Bandara, Thapa et al. 2016).

A simple cylindrical geometry of 2000 mm in height
and 550 mm in diameter was used. The uniform grid
option was applied with 4840 cells in total. The
computational grid, boundary conditions and filling of
the initial particle species in the bed are illustrated in
Figure 2 where other operational and physical
parameters are tabulated in Table 1. Uniform steam
distribution was used while the steam velocity was
maintained slightly above the minimum fluidization
velocity. The hot bed material inlet was set as it guides
the particle trajectory into the center of the reactor.
Particle should driven into the system with a fluid flow
where the fluid volume can be manipulated with “slip
velocity” option. The bed material outflow was adjusted
by changing the pressure at that particular cell where it
was connected to the bed material inflow with “particle
feed control” option.
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Figure 2. (a) Computational grid, (b) boundary
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Table 1. Initial and boundary conditions

Flow boundary parameters

Stream Boundary Parameters Particle

Steam Flow 1073 K, 101325 pa, 047 m/s Nil

Gas out Pressure 101325 pa Nil

Biomass in Flow 400 K, 101325 pa, 0.5 m's, 0.05kg's

Bed Material in Flow 1273 K, 101325 pa, 025 m/s 95% of bed material out

Bed Material out pressure 101325 pa Particle out flow

Initial conditions

Fluid 1073 K. 101325 pa, steam. total volume

Silica 1073 K. 101325 pa, 1000 um spherical, 0.48 volume fraction, density 2200
kg/m’, 600 mm height initial fill

Char 1073 K. 101325 pa, 500 pm, spherical, 0.12 volume fraction, density 300
kg/m’, 600 mm height initial fill

Steam pressure and the temperature of the incoming
bed material were kept constant throughout all the
simulations. It was intended to keep the fluidization
behavior and residence time as similar as possible for all
the simulations. Therefore, the steam flow boundary
was maintained at 0.47 m/s. The S/B ratio was adjusted
by changing the biomass flow. Four different S/B ratios
0f 0.45, 0.38, 0.28 and 0.2, were considered. As particle
heating consumes high simulation time, initial particle
temperature was set up same as that of the steam. It was
further assumed that the initial bed composed with a
fraction of char as well.

The Arrhenius reaction rates were used in the
homogeneous and heterogeneous reactions. The
constants in the reaction models were adapted from
Thapa at el (R.K. Thapa, C. Pfeifer et al. 2014) and are
tabulated in Table 2. The pyrolysis was modelled as a
single step reaction, where the rate is given by,

(M

264000 m, 6; exp [ |

Following the literature data, the composition of
biomass was assumed to be 25% char and 75% volatiles
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with no moisture and ash. Formation of tar and higher
molecular hydrocarbons was neglected, and only H2,
CO, CO2, CH4 and H20 were considered. Weight
fractions of CH4, CO, CO2 and H2 in the pyrolysis gas
were taken as 0.1213, 0.6856, 0.1764 and 0.0167
respectively (R.K. Thapa, C. Pfeifer et al. 2014).
Simulations were carried out for 100s and the gas
composition, gas temperature and particle mass flow
rates were analyzed.

Table 2. Reaction kinetics

Steam Reforming Forward

22645
1.272m, T('xp[ I[ll;()]
C+ Hy0 « Hy + CO T

Reverse

X 6319
1.044 X 10™* m, T? vxp' T

= 17.2‘)][1/,-][C0]

—22645

CO; gasificat Forward
 gasification Forwar |v272m,T(‘xp[ = IICO:I
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Reverse

= —2363
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Methanation Forward
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Water-Gas shift Forward
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3 Results and discussion

A number of researchers have analyzed the effect of
steam to biomass ratio and carried out CFD simulations
related to biomass gasification. Wei, Xu et al. 2007 has
carried out experiments in a free fall reactor and used
S/B ratios from 0 to 1.00 in the same temperature ranges
adopted in this work. Rapagna, Jand et al. 2000 has
looked into steam gasification in a bubbling fluidized
bed reactor with olivine catalysts where S/B ratio
between 0.4 to 1.00 had been analyzed. Campoy,
Gomez-Barea et al. 2009 has used a mixture of oxygen
and steam as the gasifying agent and carried out
experiments in a fluidized bed reactor without external
heating of the bed. The S/B ratio was between 0 and
0.58. The simulations in this work was initiated with S/B
ratio of 0.45 and bed temperature 0f1023 K.

3.1 Simulation with S/B ratio of 0.45

A reduction of bed mass from 178.3 kg to 177.1 kg and
char fraction of the bed outflow from 3.25% to 0.6%
were observed during the simulation time of 100s.
However, bed particle outflow and bed particle inflow
were connected with 95% mass efficiency (assuming
5% of char availability in the bed particle outflow). The
incorrect match of mass flowrate of particle flows might
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lead to reduction of the bed mass. On the other hand,
there is a considerable reduction of char in the bed
outflow. This might be due to insufficient biomass
supply compared to char outflow.

Bed hydrodynamics, temperature distribution of
particles in the bed and distribution of different particle
species are illustrated respectively in (a), (b) and (c) of
Figure 3. Referring to the same figure, the bubbling
fluidization of the reactor is clearly depicted. However,
the particle temperature shows uneven characteristics,
especially along the cross section. Heated particles from
the combustion reactor seem to be accumulated in the
opposite half to the particle inlet of the reactor.
Homogeneous distribution of three particle species is
illustrated Figure 3 (c) where 1, 2 and 3 in the figure are
referred to sand, char and biomass respectively.

Particle volume fraction
I ° <
i i

:
]
Particle species

©

Figure 3. (a) Bubbling fluidization, (b) temperature of
bed particles, (c) distribution of particle species

Product gas composition was observed in both axial
and radial directions of the reactor, which are illustrated
in Figure 4 and Figure 5. The final gas composition from
the reactor was read form the center cell of the outflow
pressure boundary, which actually acts as a sensor
installed.
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Figure 4. Product gas composition along the reactor
height
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Figure 5. Gas composition at different cross sections
along reactor height. (a), (b) and (c) refers to 0.3, 0.6 and
0.9m heights from the bottom of the reactor

No significant change in the gas composition is
observed up to the biomass feeding point. This depicts
the slow reaction kinetics of the char-steam
heterogeneous reactions. The gas phase composition
starts to change from the biomass feeding point, which
is mainly due to pyrolysis reactions. Even though
pyrolysis gas contains nearly 68% of CO, higher
concentration cannot be observed even at the biomass
feeding point. This is mainly due to high reaction rate of
the water-gas shift reaction compared to the pyrolysis
reaction, which consumes CO immediately to produce
CO2 and H». Therefore, H, and CO; increase along the
reactor height with simultaneous decrease of CO and
H,O.

The gas production rate is also monitored, and the
volumetric and mass gas production rates were
approximately 0.33m3/s and 0.055kg/s respectively.
The flow rates as function of time are plotted in Figure
6. Following the ideal gas law (high temperature and
low pressure), the gas production rate was calculated as
1.64 Nm3/kg of biomass, which is well within the data
published in literature. The area specific gas production
rate, which is one of the useful parameters in reactor
sizing, was observed as 0.34Nm3/s-m2.
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Figure 6. Time evolution product gas flowrates

The average molar gas composition during the final
25s was observed as 0.128-CO, 0.273-CO,, 0.574-H;
and 0.025-H>O. The product gas heating value was
calculated to be 10.1 MJ/kg where the lower heating
values (LHV) of wood, CO and H2 were taken as 16
MlJ/kg (dry basis), 10 MJ/kg and 120 MlJ/kg
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respectively. The cold gas efficiency (CGE) was
calculated as 73.3% using the equation:

massgqs(kg) LHVgas(]/kg)

CGE =
massyei(kg) LHVfuel(]/ kg)

2

There is an uncertainty related to the calculation of
cold gas efficiency because the actual operating
conditions of the combustion reactor is not known. A
guessed value of 200C was taken for the temperature
increment in the combustion reactor. However, there
can be additional fuel supply into the combustion reactor
to achieve the desired temperature rise, which indirectly
affects for the cold gas efficiency.

3.2 Effect of Steam-to-Biomass ratio

The biomass flowrate was increased from 0.05kg/s to
0.06kg/s, 0.08kg/s and 0.11kg/s to adjust the S/B ratio
from 0.45 to 038, 0.28 and 0.2 respectively.
Temperatures and steam inlet flow velocity were kept
unchanged.  Similar  characteristics of  bed
hydrodynamics, temperature and particle species
distribution were observed as in the case with of S/B of
0.45. Figure 7 illustrates the final gas composition for
the respective cases.
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Figure 7. Molar composition of product gas

The molar concentration of H» is dramatically
reduced from 57% at S/B of 0.45 to 49% at S/B of 0.2
showing a reduction of 8%. In contrast, the
concentration of CO has increased by 17% within the
respective range. According to the data presented in
Figure 3-5, steam is almost totally consumed even for
S/B of 0.45. However, the pyrolysis gas volumes in the
successive cases of low S/B ratios is increased due to
increasing biomass flowrates. As a result, low S/B
operation experiences a deficiency of steam to perform
the water-gas-shift reaction. Therefore, Product gas is
consisted with a substantial share of raw pyrolysis gas.
The unreacted fraction of the pyrolysis gas is the root
cause for increasing CO concentrations in the product
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gas at low S/B. This phenomenon is illustrated Figure 8.
Steam reforming reaction adds mass to the pyrolysis
gas, which is clear from the figure as product gas mass
flowrate always runs above the pyrolysis gas curve.
However, the gap between two curves gets narrowed at
lower S/B. Further, two curves stand almost parallel to
each other at lower S/B than approximately 0.3. The
total consumption of steam at S/B of 0.3 is the reason
for this behavior.
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Figure 8. Pyrolysis and product gas mass flowrates

Further, noticeable amount of CH4 is available in the
product gas in both the case of 0.28 and 0.2 S/B. It is
evident from the reaction kinetic data in Table 2 that the
reaction rate of the water-gas-shift reaction is much
higher than the methane reforming. Therefore, steam is
initially consumed by CO and when it comes to the
respective cases, no steam is left for methane reforming
reactions.

Asillustrated in Figure 9, the product gas temperature
has dropped down by 50K at reduced S/B of 0.28 and
0.2. This happens as more energy is extracted for the
pyrolysis reactions with increased biomass feed rate at
lower S/B ratios.
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Figure 9. Time evolution product gas temperature at
different S/B

The summary of other parameters at different S/B is
given in Table 3. The volumetric gas production rate at
S/B 0.2 has increased by 33% compared to S/B 0.45.
Therefore, the gas production capacity can be increased
in the same reactor, simply by changing the S/B ratio.
The increase of the molar percentage of the total
combustible gases (H,+CO) in the product gas from
70% to 79% is the reason behind the increased calorific
value by 22% from 10.1 MJ/kg to 12.37 MJ/kg in the
respective cases. The reduction of the volumetric gas
production per kg of biomass is because of the
inadequate steam availability to react with the additional
released pyrolysis gas at lower S/B.
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Table 3. Simulation results for different S/B

S/B-0.45 S$/B-0.38  S/B-0.28 S/B-0.2

Steam flow (kg/s) 22.8 22.8 22.8 22.8
Biomass flow (g/s) 50 60 80 110
Product gas

Mass flowrate (g/s) 58 60 68 92
Volume flowrate (m3/s) 0.331 0.34 0.36 0.44
Mole flowrate (mol/s) 3.36 3.5 3.9 5.1
LHY (MJ/kg) 10.1 10.54 11.5 12.37
Cold gas efficiency 73.2 65.8 61.1 64.6

4 Conclusion

Barracuda VR commercial package with the MP-PIC
CFD principle, was used in this work. The product gas
quality was observed at different steam-to-biomass
ratios. The product gas composition, gas flowrates,
heating value and cold gas efficiency showed a
significant sensitivity regarding the S/B ratio and
following conclusions could be made. As the steam-to-
biomass ratio is reduced,

e H content is decreased while CO is increased

e LHV is increased while cold gas efficiency is
decreased

e QGas production rate per kg of biomass is reduced

Simulating complete dual fluidized bed reactor
system together with a detailed characterization of
biomass such as composition and pyrolysis kinetics, will
overcome the uncertainties related to this work for a
certain extent. Barracuda VR is a sophisticated tool for
optimization of the effect of different parameters on the
biomass gasification.
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Abstract

Fluidized bed reactor systems are widely used due to
excellent heat and mass transfer characteristics followed
by uniform temperature distribution throughout the
reactor volume. The importance of fluidized beds is
further demonstrated in high exothermic reactions such
as combustion and gasification where fluidization
avoids the hot spot and cold spot generation. A bed
material, such as sand or catalyst, is normally involved
in fluidized bed combustion and gasification of biomass.
Therefore, it is vital to analyze the hydrodynamics of
bed material, especially the minimum fluidization
velocity, as it governs the fluid flowrate into the reactor
system. There are limitations in experimental
investigations of fluidized beds such as observing the
bed interior hydrodynamics, where CFD simulations has
become a meaningful way with the high computer
power. However, due to the large differences in scales
from the particle to the reactor geometry, complex
interface momentum transfer and particle collisions,
CFD modeling and simulation of particle systems are
rather difficult. Multiphase particle-in-cell method is an
efficient version of Eulerian-Lagrangian modeling and
Barracuda VR commercial package was used in this
work to analyze the minimum fluidization velocity of
particles depending on size, density and size
distribution.

Wen-YU-Ergun drag model was used to model the
interface momentum transfer where default equations
and constants were used for other models. The effect of
the particle size was analyzed using monodispersed
Silica particles with diameters from 400 to 800 microns.
Minimum fluidization velocity was increased with
particle diameter, where it was 0.225 m/s for the 600
microns particles. The density effect was analyzed for
600 microns particles with seven different density
values and the minimum fluidization velocity again
showed proportionality to the density. The effect of the
particle size distribution was analyzed using Silica.
Particles with different diameters were mixed together
according to pre-determined proportions as the final
mixture gives a mean diameter of 600 microns. The 600
microns monodispersed particle bed showed the highest
minimum fluidization velocity. However, some particle
mixtures were composed with larger particles up to 1000
micron, but with a fraction of smaller particles down to
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200 microns at the same time. This shows the effect of
strong drag from early fluidizing smaller particles. The
only variability for pressure drop during packed bed is
the particle size and it was clearly observed in all three
cases.

Keywords: Fluidization, Bioenergy, Particle
properties, Minimum fluidization velocity

1 Introduction

Fluidization occurs whenever a collection of particles is
subjected to an upward fluid flow at a sufficient flowrate
where the gravity and inter-particle forces are in
counterbalance with the fluid drag force (Horio 2013).
The fluidized bed technology was first introduced in the
petroleum industry for catalytic cracking processes,
which later penetrated into energy, environmental and
processing industry (Horio 2013, Winter and Schratzer
2013, Vollmari, Jasevicius et al. 2016). The technology
enhances the gas-solid contact and mixing, which leads
to increased heat and mass transfer characteristics.
Further, it guarantees the homogeneous temperature and
concentrations throughout the reactor, which increases
the possibility and reliability of scaled up operation.
Good control over solid particles, large thermal inertia
of solids (Esmaili and Mahinpey 2011), increased
efficiency, reduced emissions and wide range of
operating conditions are additional advantages of the
fluidized bed systems (Winter and Schratzer 2013). The
importance of the fluidized bed technology is
highlighted specially in exothermic reactions such as
biomass combustion as it avoids hot spot and cold spot
generation due to intense mixing and particle collision.
Hot spots lead to ash melting followed by agglomeration
and clinkering (Behjat, Shahhosseini et al. 2008, Horio
2013) whereas cold spots reduces tar cracking and thus,
reduced gas quality.

Bio-energy is the fourth largest energy source, which
accounts for 10% to 14% of the world energy profile
(REN21 2016). The lignocellulosic fraction of the
biomass is the major contributor of bioenergy. In
contrast to the simple, inefficient and small-scaled
combustion practices, there is a tendency to use
advanced technologies such as fluidized bed
gasification followed by either heat & power generation
or liquid fuel synthesis. However, due to low density,
large particle size and extreme shapes of the particles,
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biomass is difficult to fluidize alone (Cui and Grace
2007). Therefore, biomass fluidized bed combustors and
gasifiers are operated with the assistance of fluidizing
materials such as sand, alumina, catalysts etc., which is
known as bed material (Fotovat, Ansart et al. 2015).
Hence, it is meaningful to study the fluidization
behavior of bed materials as it principally governs the
bed hydrodynamics. Bubbling fluidization stands
slightly above the minimum fluidization. Hence, it is
important to manipulate the minimum fluidization
velocity in bubbling fluidized bed gasification systems,
because it governs the mass flowrate of gasifying agent
into the reactor system.

The fluidization properties are governed by both
particle properties such as particle size, particle density,
particle shape etc. and fluid properties (Fotovat, Ansart
et al. 2015). However, there can be additional effects
from the bed diameter, geometry, aspect ratio and
distributor design as well. The transition superficial gas
velocity from fixed bed to fluidized bed is referred to as
the minimum fluidization velocity, which is one of the
most important parameters in the design of fluidized
beds (Coltters and Rivas 2004). Depending on Geldart’s
powder classification and superficial gas velocity,
particles tend to fluidize in homogeneous, bubbling,
slugging or sprouting beds (Geldart 1973).

Computational Fluid Dynamics (CFD) simulations
are beginning to appear in a meaningful way with the
tremendous growth in computer power along with
sophisticated mathematical models and efficient
algorithms (Cooper and Coronella 2005, Kia and
Aminian 2017). The faster and more accurate CFD
simulations of fluidization systems, makes it easier to
get detailed predictions compared to the expensive and
time consuming experiments. On the other hand, CFD is
a smart tool in optimizing the geometry, which is
difficult or even impossible to achieve with
experiments. Further, it provides an insight into the bed
interior, which again is difficult to achieve with
experiments unless more advanced technologies are
used. Extreme operational conditions can also be
analyzed in advanced to guarantee the safe operation of
experimental setups.

However, modeling of gas-solid flow behavior is
challenging due to the complexities arising from the
coupling of turbulent gas flow and particle motions
together with inter-particle collisions. The differences in
scale from particles to geometry is another difficult
parameter in the CDF simulations. Lagrangian-Eulerian
and Eulerian-Eulerian are the basic modeling
approaches in gas-solid multiphase systems.
Lagrangian-Eulerian modeling solves the Newtonian
equation of motion for each individual particle in the
system while the gas phase is modeled as a continuum
with Navier-Stokes equations. In contrast, the Eulerian-
Eulerian modeling considers both phases as continuous
and interpenetrating, which are modeled with the
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Navier-Stokes equations (Xie, Zhong et al. 2013). Even
though Eulerian-Eulerian modeling consumes less
computer power, it is complex in modeling stage, as it
needs more closure functions. In contrast, the
Lagrangian-Eulerian simulations need high computer
power, and it is unrealistic to use for industrial scale
reactors. Multiphase particle-in-cell (MP-PIC) was
developed as an extension to the Lagrangian-Eulerian
simulations, where particle are modeled in both discrete
and continuous phase (Snider 2001, Xie, Zhong et al.
2013). Instead of individual particles, it considers
groups of particles sharing common characteristics.
These groups are referred to as parcels or computational
particles. Particle properties that are best calculated on
the grid are calculated using continuous modeling in the
advanced time step and interpolated back to individual
particles. The successive development of the MP-PIC
method is illustrated in the works of Snider, O’Rourke
and Andrew s (Andrews and O'Rourke 1996, Snider,
O’Rourke et al. 1998, Snider 2001, Snider 2007,
O'Rourke and Snider 2012). This particular method is
embedded in Barracuda VR commercial software
package, which is becoming popular in CFD modeling
of gas-solid systems and has brought forward the
concept of computational particle fluid dynamics
(CPFD). Hence, the objective of this work is to analyze
the effect of particle properties of density, size and size
distribution on the minimum fluidization velocity with
CPFD simulation.

2 Methods and Computational Setup

Barracuda VR 17.1.0 was used for the simulations
where a simple cylindrical geometry of 1000 mm in
height and 84mm in diameter was considered. A
uniform grid was applied with 8000 cells in total, which
is illustrated in Figure 1. Grid refinements at the wall
was not performed as it was assumed that there was no
boundary layer formation with the dense phase particle
system. Default grid generator settings were used, which
removes the cells having less fraction of volume than
0.04 and greater aspect ratio than 15:1.

Isothermal temperature of 300 K was used where sand
(SiO;) was used as the basic bed material. However,
other materials as aluminum oxide (Al,O3), nickel oxide
(NiO), calcium (Ca), ferric oxide (Fe;O3), titanium
oxide (Ti07) and zirconium (ZrO;) were used to analyze
the effect of density on the minimum fluidization
velocity. Air at atmospheric pressure was used as
fluidizing gas in all the cases. Particles were filled up to
350mm of height and the random packing option was
used.

The close pack volume fraction, maximum momentum
redirection from collisions, normal to wall momentum
retention and tangent to wall momentum retention were
setto 0.6, 40%, 0.3 and 0.99 respectively. Default values
for the parameters in the particle stress model were kept
unchanged. Blended acceleration model was activated
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for the mixtures of different particle sizes. The column
was operated at atmospheric pressure where the air
outlet at the top plane was defined as a pressure
boundary. Inlet boundary was defined as a flow/velocity
boundary with varying air velocities over time. Each
velocity was maintained for 4 seconds. Further, uniform
air distribution at the inlet and no particle exit from the
pressure boundary were assumed. The bed pressure was
monitored in the center of the bed at five different
heights. The boundary conditions and the pressure
monitoring points are depicted in Figure 1.

(—

Outlet pressure boundary

100 mm

100 mm

Tulet flow boundary
=
@ (b) ©

Figure 1. (a) Grid, (b) Boundary conditions, (c) Pressure
data points

3 Results and Discussion

The bed materials used in fluidized bed gasification and
combustion are usually polydispersed with a wide size
distribution. However, monodispersed particle beds
were used in this work to demonstrate the effect of
particle size for minimum fluidization velocity.
Attempts were made to analyze the effect of the particle
size mixtures later in this work.
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B Fixed bed =— j —* Fluidized bed
- |
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o
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=
% Initiation of
u entrainment
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Figure 2. Gas velocity vs pressure drop diagram (Kunii
and Levenspiel 1991)
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The pressure drop (Ap) versus superficial gas velocity
Uy diagram is useful in determining the transition from
fixed bed to fluidized bed. During the fixed bed
operation, the bed pressure drop is proportional to the
gas velocity. Once the bed reaches the minimum
fluidization velocity, the bed pressure drop decreases a
little, and stabilizes at the static bed pressure. The bed
continues to stay around that pressure until the particle
entrainment starts (Kunii and Levenspiel 1991). This
behavior and figuring out of the minimum fluidization
velocity Upf, is illustrated in Figure 2.

Fluid drag force resulted from the upward fluid flow
is one of the most important particle forces in any
fluidized bed system. Due to this, many researchers have
worked towards the optimization of drag models for
particular cases. The author has experimentally
validated the good performance of the Wen-Yu-Ergun
drag model in a previous work (Bandara, Thapa et al.
2016). Gidaspow proposed a drag model where the
interface momentum transfer coefficient, K4, is
selected from either Wen-YU or Ergun correlation
depending upon the gas volume fraction (Sobieski
2009). When the gas volume fraction is greater than 0.8,
Wen-Yu correlation is applied which is given by:

3Capgaeq(1—54)(us—u _
K sg =-> apgeg(1-e4)(us g)ggz.65 (1)
Wenyy 4 dp
Where Cj is:

24 0.687

Cyq = {&gRes

[1+0.15(z5Re)" "], Res < 1000

0.44, Re; > 1000

)

When the gas volume fraction is less than 0.8, Ergun
correlation is used which is given by:

K s = 15040750 | 4 75 paltgmu)(izey) 3)
Ergun Pdpeg Pdp
Where, subscripts g, p and s refer to gas phase,
particle and solid phase respectively. U is the velocity,
p is the density ¢ is the volume fractions, ¢ is the
sphericity, 4 is the viscosity, Re is the Reynold’s
number and d is the particle diameter.

3.1 Effect of the Particle Size

Geldart has worked towards classifying the particles
according to both size and density in the early 1970s
(Geldart 1973). Same author has discussed the effect of
the particle size distribution in fluidized beds in a
separate publication. This work analyses these effects
from computational fluid dynamic aspects. To
demonstrate the effect of the particle size, sand particles
from 400 to 800 microns were used. The particle density
was 2200 kg/m3 and it was further assumed that the
particles were spherical. As shown in Figure 3, the
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Figure 4: Effect of the particle density for minimum fluidization velocity

minimum fluidization velocity increases linearly with
the particle diameter as expected. Bed pressure drop
shows a linear relationship with the superficial gas
velocity during the packed bed region. Further, it is clear
from the figure that the bed pressure drop at the
minimum fluidization is almost the same for all the
particle sizes. It is also agreeable because, the bed
weight is counter balanced by the pressure drop at the
fluidization and the bed mass was approximately
constant for all the sizes. The fluctuations of the pressure
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drop in the fluidizing region is also realistic which can
be observed in many experimental results as well.

3.2 Effect of the Particle Density

A 600-micron sand bed was considered as the reference
and the effect of different densities were analyzed for
600-micron particles. According to the simulation
results depicted in Figure 4, the minimum fluidization
velocity is proportional to the particle density. As the
particle diameter is similar, all the plots follow the same
line during the packed bed operation.
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Figure 5. Effect of the particle size distribution on the minimum fluidization velocity

3.3 Effect of the Particle Size Distribution

The final and major task of this work is to see the
functioning of CFD technique in predicting the
minimum fluidization velocity behavior of particle
mixtures of different sizes. Specially, empirical models
for the drag force have been developed considering
mono size particles. However, the particle drag force in
a mixture of different size particles differs compared to
that in a mono-size particle bed.

The effect of the particle size distribution was compared
with the 600-micron monodispersed silica particles.
Different particle mixtures of silica all with a mean
particle diameter as 600-micron were simulated. The
description of the particle mixtures are given in Figure
5. Particle mixtures were defined by introducing one
particle species for each size and filling them randomly
with pre-defined volume fractions, which collectively
accounts for 0.6 solid/particle volume fraction.

According to the same Figure 5, 600-micron
monodispersed particles has the highest minimum
fluidization velocity, which is approximately 0.21 m/s.
The minimum fluidization velocity of mixture C is close
to the value of the 600-micron monodispersed sample.
This might be due to the narrow size distribution of
mixture C around 600 micron. The minimum
fluidization velocity of mixtures D and E is closer to
each other, but the values are less than A and C. The
particle sizes of D and E mixtures are distributed
between 400 and 800 micron in a similar way to a
certain extent. The size distribution of pre-mentioned
mixtures are in a broad range with oversized and
undersized particles than 600 micron. The mixture B,
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which is having equal fractions of 400 and 800 micron
particles, shows a lower minimum fluidization velocity
compared to A, C, D and E. This particular mixture
contains half of the fraction with 400 microns, which is
comparatively less compared to 600. Finally, the
mixture F with the highest size distribution (between
200 to 1000 microns) shows the lowest minimum
fluidization velocity among the six different mixtures
considered.

It is important to note the possibility of reducing the
minimum fluidization velocity by adding a certain
fraction of smaller sized particles. As an example, even
though the mixture F contains considerable amounts of
particles larger than 600 micron, the minimum
fluidization velocity still substantially drops below the
value of monodispersed 600 microns sample. In this
situation, the larger particles are affected both by the
fluid drag force and by the momentum from smaller
particles (particle drag). According to the simulations
carried out for different diameters, smaller particles are
prone to fluidized at lower gas velocities. Therefore, the
drag force from the fine particles make the larger
particles fluidize at lower gas velocities when those are
in a mixture. However, the simulation time was
increased considerably for particle mixtures than
monodispersed particle beds.

4 Conclusion

The effects of particle size, density and size distribution
on the minimum fluidization velocity were analyzed
using the MP-PIC CFD simulation technique. Barracuda
VR commercial software package was used in all the
simulations. A previously validated model, which uses
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the Wen-Y U-Ergun model for the fluid drag, was used.
However, the model had not been validated for particles
with size distribution for several sizes. It is good to
conduct experimental analysis further to guarantee the
reproducibility of simulation data.

Minimum fluidization velocity was observed to be
linearly proportional to the particle size. On the other
hand, the minimum fluidization velocity increases
approximately by a factor of two when the particle
density is doubled. It is the pressure drop, which is more
concerned during packed bed operation. Simulation
results for different size and densities prove that it is the
particle size, which governs the pressure drop.
However, it is not easy to observe a clear relationship
between minimum fluidization velocity and particle
sizes when it comes to particle mixtures. The smaller
particles in a mixture greatly affects and reduces the
minimum fluidization velocity. Thus, this phenomenon
is useful in operating a bubbling fluidized bed reactor at
different gas velocities, simply by adding either larger
or smaller particles depending on the requirement.
Finally, the Barracuda CPFD simulations can provide
precise and quick insight into the bed hydrodynamics.
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Abstract

When the flow around a streamlined body is accelerated or
decelerated,starting and stopping vortices are shed from
the trailing edge of the body, respectively. In this work,
the transient flow around a NACA4612 airoil profile was
analyzed and simulated at Re = 1000 and o = 16° pay-
ing especial attention to the starting and stopping vortices
shed from the airfoil. A detailed review of the underliying
physics of the generation of lift was presented with focus
on the importance of viscosity as the essential factor for
the generation of lift. The incompressible Navier-Stokes
equations with constant density and viscosity in an inertial
frame of reference were solved with OpenFOAM using a
linear upwind finite volume method (FVM) for the space
discretization and the implicit Euler method for the time
integration. The results were verified using the Kelvin cir-
culation theorem. Three flow animations were prepared
with the simulation results and compared with the histori-
cal flow visualizations from Prandtl.

Keywords: Kelvin circulation theorem, Stokes theorem,
CFD, PIMPLE algorithm, C-mesh, SnappyHexMesh, un-
steady, non-inertial, NACA profile, aerofoil.

1 Introduction

When the flow around a airfoil starts from rest, either be-
cause a free stream velocity is imposed or because the
body is set to motion, a starting vortex is formed at its
trailing edge. Similarly, when the flow is decelerated or
stopped, a stopping vortex of opposite sense is formed and
shed from the trailing edge of the airfoil, see Figure 1.

These physical phenomena were recorded in the histor-
ical flow visualization by Prandtl. The original flow vi-
sualizations are shown in the more recent series of videos
of the (National Committee for Fluid Mechanics Films,
1972). The reader is encouraged to watch these flow visu-
alizations because they illustrate the physical phenomena
brought to focus in this paper (Vorticity Part 2, 3:00-5:15).

The flow visualizations of Prandtl were analyzed by
(Willert and Kompenhans, 2010) using particle image ve-
locimetry (PIV) to compute and visualize the vorticity
of the flow. In addition, (Vincent and Blackburn, 2014)
performed a direct numerical simulation (DNS) of the
transient flow over a symmetrical profile NACAO0012 at
Re = 10000 and o = 4° using a spectral element method
(SEM) that showed the formation of the starting and stop-
ping vortices.
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In this work the transient laminar flow over a
NACA4612 airfoil profile at Re = 1000 and & = 16° was
simulated using a finite volume method (FVM) in Open-
FOAM. The three flow visualization by Prandtl: 1) start-
ing flow over an airfoil, 2) impulsively started airfoil in a
resting fluid, and 3) impulsively started and stopped air-
foil in a resting fluid, were simulated. The lift and drag
coefficients were computed as a function of time and the
numerical results were verified (Section 3) and validated
(Section 4) comparing them with the theoretical predic-
tions (Section 2). The purpose of this paper is to study the
physics of starting and stopping vortices from a computa-
tional point of view and to assess the performance of the
OpenFOAM incompressible solvers.

2 Underlying Physics
2.1 The lift and drag forces

A body immersed in a flow will experience forces from
the fluid. In the case of a plane flow, the force parallel to
the direction of the free stream direction is known as drag
and the force perpendicular the the flow direction is called
lift. These forces are the result of the pressure and viscous
stresses over the surface of the immersed body.

Lifting bodies, such as airfoils, are designed to provide
large forces in the direction normal to the flow and low
drag. The performance of a cylindrical airfoil section is
characterized by the lift and drag coefficients, defined as:

D L
- 1) =
i : (1 D %pVi-c

2

where L and D are the lift and drag forces per unit of
width, % pV2 is the dynamic pressure, and c is the chord
length of the airfoil profile.

Figure 1. Prandtl’s flow visualization. Left: fluid at rest. Right:
Interaction of the starting and stopping vortices after the airfoil
has been impulsively started and stopped.
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2.2 Inviscid flow

One of the main tasks of aerodynamics and hydrodynam-
ics is to determine lift and drag forces. The simplest ap-
proach is to analyze the forces caused by the motion of an
ideal fluid without viscosity. This kind of flow is known
as potential flow and it is based on the assumption that the
flow is irrotational, that is, the vorticity of the field is zero
everywhere. The vorticity is a kinematic flow variable de-
fined as the curl of the velocity field:

®=VxV 3)

If the zero-vorticity condition is met, then the veloc-
ity field can be shown to be the gradient of a potential
function that satisfies the Laplace equation. The details
of this theory can be found in (White, 2011, Chapter 4
and 8). The solution of this problem is much simpler than
the solution of the viscous Navier-Stokes equations and,
in many cases, the flow can be solved analytically.

One of the drawbacks of the potential flow theory is that
it fails to predict the drag felt by a body moving with con-
stant velocity, relative to the fluid, caused by the viscous
stresses (it accounts for drag due to pressure and accelera-
tion though). This is known as the D’ Alembert’s paradox.

On the other hand, the potential flow theory can be used
to predict the lift force on a body as a result of the pres-
sure distribution. One of the most important results of the
potential flow theory is the Kutta-Joukowski lift theorem.
This theorem states that the lift force per unit of depth ex-
perienced by a cylinder with arbitrary shape immersed in
a fluid with uniform free-stream velocity V.. and constant
density p is given by:

L=—pV.I 4)
Where I is the circulation around the solid body, which
is defined as:
= 7{ V.dl (5)
c

The Kutta-Joukowski theorem is based on the integra-
tion of the pressure distribution over the cylinder surface
and its proof can be found in (Kundu and Cohen, 2002,
Chapter 6).

The integral in Eq. 5 is performed in a counterclockwise
sense and the minus sign of Eq. 4 indicates that a negative
circulation leads to a positive lift force. Therefore, the
main problem to determine the lift force acting on a body
of arbitrary geometry is to determine the circulation I'.

Despite the usefulness of the potential flow theory to
predict lift forces, there is a fundamental inconsistency
within it. The lift force in a potential flow is L = pV..I"
but, how does the flow develop the circulation I'?

Consider the example of an airfoil initially at rest that
is moved in a inviscid fluid. At the beginning the velocity
is zero everywhere and so is the circulation around the air-
foil. When the airfoil starts to move, the fluid flows around
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the airfoil, but the circulation will still be zero because the
vorticity is zero everywhere. This can be explained using
the Stokes’ theorem to transform the line integral of veloc-
ity of Eq. 5 into the surface integral of vorticity. The mean-
ing and the proof of the Stokes’ theorem can be found in
(Jeftrey, 2001, Chapter 12).

F:?{V-dfz //6xv-d§://a-d§ 6)
C °s s

Since the vorticity is zero everywhere, there is no circu-
lation and hence, the lift force is zero. The inconsistency
of the potential flow theory is now apparent, it predicts
that the lift force is proportional to the circulation, but at
the same time the circulation must be zero because the
flow is irrotational.

Kelvin’s theorem is an important result related with cir-
culation and vorticity. This theorem states that in an invis-
cid, constant density flow with conservative body forces,
the circulation associated with a closed curve moving with
the fluid does not change with time.

T _,
dt

In other words, for the case of potential flow in the ab-
sence of non conservative forces, the circulation is con-
served. The proof and an detailed discussion of the mean-
ing of this theorem can be found in (Kundu and Cohen,
2002, Chapter 5). The main result is that for the case of a
real fluid, the presence of viscous stresses in the integra-
tion path C leads to changes in the circulation, that in turn
lead to lift forces. Therefore, the origin of lift is the pres-
ence of viscosity even if the contribution of viscous forces
to the lift at steady motion is modest.

(7

2.3 Viscous flow

Consider now an airfoil at rest within a stationary viscous
fluid that is suddenly accelerated to V.. at r = 0". The
arguments presented in this section are briefly considered
in (White, 2011, Chapter 7 and 8) and (National Commit-
tee for Fluid Mechanics Films, 1972), and discussed in
more detail in (Kundu and Cohen, 2002, Chapter 15) and
(Batchelor, 2000, Chapter 6).

When the fluid is at rest the velocity and vorticity
are zero everywhere and so is the circulation around any
closed contour C that contains the airfoil. When the fluid
motion starts the viscous boundary layers start to grow
close to the surfaces of the airfoil, but at t = 0T the vor-
ticity is still zero everywhere and the potential solution
corresponding to I = 0, as shown in Figure 2, still holds.
The flow pattern contains two stagnation points, one in the
leading edge of the airfoil and the other on the upper side,
close o the trailing edge. The trailing stagnation point is
not exactly at the trailing edge and the flow turns abruptly
at flow the lower side to the upper side at the trailing edge.
In fact, the potential flow theory predicts an unphysical
infinite velocity at the trailing edge.
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Figure 2. Potential flow solution at # = 0™ for I'= 0.
Figure from (Darmofal, 2001).

=

Figure 3. Sharp turn of the potential flow solution at the
trailing edge. Figure from (Darmofal, 2001).

\

The potential flow solution is valid at t = 0™, even if the
fluid has viscosity, because the vorticity is generated at a
finite rate close to the airfoil walls and it needs time to be
convected and diffused to the main flow. The transport of
vorticity in a 2D incompressible flow is described by:

)

The left hand side of Eq. 8 is the material derivative of
vorticity and the term in the right hand side is diffusion
of vorticity due to the viscosity of the fluid. See (White,
2006, Chapter 2) or (Kundu and Cohen, 2002, Chapter 5)
for the details of the derivation of this equation.

When ¢ > 0 the boundary layers start to grow and the
vorticity generated close to the walls is transported by the
flow. Clockwise vorticity is generated on the upper side of
the airfoil while counterclockwise vorticity is created on
the lower side of the airfoil. The velocity of the fluid is
large at the trailing edge as it flows from the lower to the
upper side (see Figure 3) and the flow is decelerated as it
approaches the stagnation point. This deceleration causes
an adverse pressure gradient that in turn leads to the sepa-
ration of the boundary layer and backflow. As a result of
this backflow, a counterclockwise vortex is formed at the
trailing edge of the airfoil. With the passing of time, the
stagnation point is displaced closer the the trailing edge
and the vortex is convected downstream by the flow. Even-
tually, the stagnation point occurs at the trailing edge, as
pictured in Figure 4 and Figure 5. This situation is known
as the Kutta contidion.

The vortex shed from the trailing edge is known as the
starting vortex and it is essential in the generation of lift.
Once the starting vortex has been shed away from the air-
foil we will consider three different integration paths for
Eq. 5 as shown in Figure 6. The circulation of the starting
vortex is given by the integration around < efgh >. This
integral is clearly positive as the vorticity of the starting
vortex is positive (counterclockwise) at all points. On the
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Figure 4. Viscous solution with the the second stagnation point
at the trailing edge. Figure from (Darmofal, 2001).
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Figure 5. Detail of the Kutta condition with the stagnation
point at the trailing edge. Figure from (Darmofal, 2001).

other hand, the circulation around the airfoil (responsible
for the lift) is given by the integration around < abcd >.
The value of both circulations has to be equal in magnitude
and opposite in sign, as it will be explained next. There-
fore, there is a negative circulation around the airfoil that
leads to a positive upwards lift force, see Eq. 4.

The reason why both integrals have to sum zero is ex-
plained with Kelvin’s circulation theorem. If the circu-
lation integral of Figure 6 is evaluated around an invis-
cid integration path far away from the airfoil, then the
value of the circulation must have remained constant at
all times and, since I' = 0 at r = 0, the circulation around
< aefged > must be zero at all times. Finally, since:

74 V.di= 7{\7-d7+7{f/-d7

aefged abed efgh

(€))

we can conclude that the the sum of the circulation around
the airfoil and the starting vortex must be zero.

c g
d\b h £
a e

Figure 6. Scheme of the integration paths used to show that the
lift is caused by the starting vortex.

2.4 Starting and stopping vortices

As it has been discussed, a starting vortex is formed when
a flow is started over an airfoil. Likewise, if the free stream
velocity is increased, the flow around the airfoil will be
accelerated leading to a new starting vortex. In contrast, if
the free stream velocity is reduced or stopped, a clockwise
stopping vortex will be shed from the airfoil.
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The situation when an airfoil starts its motion within a
fluid at rest is very similar. In this case a starting vortex
is also formed but instead of being convected downstream
with the flow, it remains in the same location where it was
generated while the airfoil moves away from the vortex.
On the other hand, if the vortex is rapidly decelerated a
clockwise stopping vortex will also be formed.

In this work, a numerical investigation of the starting
and stopping vortices shed by a NACA4612 at an angle of
attack a = 16° was performed for the cases of a started
flow, a started airfoil, and a started and stopped airfoil.

3 Computational Procedure
3.1

The transient two-dimensional flow over a NACA4612
airfoil with an angle of attack of 16° was simulated using
a finite volume method (FVM) code. A laminar Reynolds
number of 1000 was selected for the computations. The
geometry of the NACA4612 profile, shown in Figure 7,
was generated according to the procedure of the original
NACA report presented in (Jacobs et al., 1933).

Two types of meshes were considered in this work. The
former was a C-mesh type, which is a multiblock struc-
tured mesh that consists of a semicircle grid that follows
the geometry of the airfoil on the leading edge, and a rect-
angular grid that captures the physics on the trailing edge
and the wake region. This is one of the main advantages
of the C-mesh, as the grid is finer in the regions where
the flow requires higher resolution. The later type of mesh
was an automatically-generated, unstructured, hexahedral
mesh, which concentrates the vast majority of the cells
near the surface of the airfoil.

The C-mesh was created in OpenFOAM importing the
geometry of the airfoil from MATLAB. The division of the
mesh in 6 blocks is shown in Figure 8, allowing it to have
different cell density depending on the region. In addition,
a grading on the cell size was applied in order to obtain as
many cells as possible near the airfoil while having fewer
at the borders of the computational domain.

The cell distribution is shown in Figure 9. The high
density of cells close to the airfoil provides more accurate
computations in the region where the gradients are more
pronounced, which is fundamental to capture the vortex
generation. The accuracy of the computations is not dete-
riorated by mesh skewness since the orthogonality of the
first cell layers close to the surface is high. Furthermore, a
C-mesh with grading on the cell size allows saving com-
putational resources on regions were the physics are not

Mesh generation and verification

Figure 7. Geometry of the NACA4612 profile at o = 16°.
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9 10 11

Figure 8. Scheme of the blocks used to generate
the structured C-mesh.

Figure 9. Details of the structured C-mesh close the the airfoil.

relevant, as the inlet, top and bottom of the control vol-
ume. Nevertheless, as the main drawback of the C-mesh
configuration, some of these regions still have an exces-
sive amount of cells that lengthen the simulation time.

C-meshes with three different dimensions (base case,
double size and half size) and number of cells (as seen
in Table 1) were tested in order to select the most ap-
propriate one for the simulation and to verify the mesh-
ing procedure programmed in MATLAB. For this purpose,
steady-simulations at Re = 100 were performed with a lin-
ear upwind FVM in OpenFOAM using the SIMPLE algo-
rithm for the velocity-pressure coupling. The results for
the torque (with respect to the leading edge), drag, and
lift coefficients, as well as the computational time and
number of iterations are shown in Table 1. The steady-
state simulations were performed at Re = 100 instead of
Re = 1000 because at high Reynolds numbers oscillatory
vortex shedding occurs and it is not possible to reach a
steady-state solution.

The results of the simulation tend to be grid indepen-
dent, as they gradually converge to the same solution when
the grid is refined. In addition, it can be observed that the
size of the domain does not affect the results of the sim-
ulation and therefore, the solution is independent of the
far field boundary conditions (see section 3.2). Thus, due
to the similarity among the results, the small mesh with
20000 cells was selected to perform the transient simula-
tions. The reason why the mesh with smallest dimensions
was selected is because the shorter computational time it
requires for a given level of accuracy. The transient sim-
ulations were performed with 20000 cells, even if the re-
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Table 1. C-mesh screening and validation.

Table 2. Unstructured mesh validation

Domain  Cells Cr Cp Cr Iterations  Time (s) Mesh Cells Cr Cp Cy Iterations  Time (s)
5000 0.2698 0.5167 0.7530 458 10 3480  0.2462 05115 0.7519 97 1
11400 0.2690 0.5155 0.7626 796 34 13037  0.2574 0.5081 0.7507 193 8
Large 20000 0.2692 0.5152 0.7675 1179 103 Small 21988 0.2722 0.5127 0.7867 196 14
45000 0.2707 0.5153 0.7749 2114 382 32939  0.2672 0.5087 0.7745 275 97
80000 0.2723 0.5157 0.7801 3238 1115 125490 0.2797 0.5126 0.8007 303 439
5000 0.2739 0.5221 0.7787 464 10
11400 0.2737 0.5210 0.7825 835 38 " .
Medinm 20000 02740 0.5207 0.7844 1764 100 Table 3. Boundary conditions in OpenFOAM.
45000 0.2753 0.5209 0.7892 2232 389
80000 02767 0.5213 0.7930 3466 1115 Boundary U P
5000 0.2847 0.5351 0.8136 591 11 K R
11400 0.2845 0.5341 0.8143 1095 40 Inlet tableFile ZeroGradlent
Small 20000 0.2846 0.5339 0.8147 1611 110 Outlet zeroGradient fixedValue (0)
45000 0.2846 0.5340 0.8150 2788 455 TOp Slip Slip
80000 0.2851 0.5341 0.8163 4318 1256 ) s
Bottom slip slip
Airfoil  fixedValue (0 00)  zeroGradient

sults with a lower number of cells seem accurate. because
the authors wanted to ensure that the physics at the trailing
edge were captured.

The unstructured mesh is shown in Figure 11. It was
created using the snappyHexMesh tool in openFOAM to-
gether with the airfoil profile geometry generated in MAT-
LAB. This mesh was validated following the same proce-
dure described before but only for the small domain. The
obtained results are summarized in Table 2. The torque,
drag and lift coefficients are similar to the ones obtained
for the structured mesh, whereas the time and number of
iterations needed for convergence are smaller. Thus, it
could seem that the unstructured grid is more suitable for
the transient simulations since it requires less time to at-
tain a similar solution. However, when the results were
post-processed and the velocity and pressure fields were
observed in detail, the solution was found to be unphysical
as it followed the structure of the grid, even when orthog-
onal correctors were employed.

The structured C-mesh used in this work was able to
capture the physics of the flow around the airfoil better
than the unstructured grid. As a result, the C-mesh was
chosen for the transient simulations.

3.2 Initial and Boundary Conditions

In order to simulate the motion of the fluid from rest, uni-
form zero velocity and pressure fields were used as initial
conditions. The boundary conditions used in OpenFOAM
for the simulations are described in the next subsections
and an overview is given in Table 3.

3.2.1 Inlet boundary conditions

The velocity field at the inlet boundary is prescribed as a
function of time and read from a table. The pressure at the
inlet is defined with a zeroGradient boundary condition to
simulate the undisturbed far field flow.

The function for the inlet boundary velocity was the
same for the simulation of the starting flow over the air-
foil and for the simulation of the airfoil that moves within
a fluid at rest. The only difference between both cases is a
change in the frame of reference. The function chosen for
the simulations is given by:

t—t

U=V (1+e T) (10)

This is a logistic function with an S shape and it was
chosen to simulate a very steep jump in velocity with a
smooth function in order to avoid numerical problems.
The shape of this curve is given in Figure 13. The simula-

\

Figure 10. Scheme of the block used to generate the
unstructured mesh.
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Figure 11. Details of the unstructured mesh close the the
airfoil.

Proceedings of the 58th SIMS 70

September 25th - 27th, Reykjavik, Iceland



tion time step was set small enough to capture the velocity
variation along the jump.

For the case of the airfoil that is suddenly started and
then stopped the inlet boundary condition is given by the
following function:

t—t

Ve (14 T)
t—1y
Voo (14€777)

fort < %

(an
(12)

u=
fort>%

This piecewise smooth function is given by two logistic
equations and its shape is shown in Figure 16. The values
of the parameters used in all the simulations are V., = 1
m/styj =05s,,=15sand T =0.01 s.

3.2.2 Airfoil boundary conditions

A noSlip velocity boundary condition is used at the sur-
face of the airfoil. The velocity of the airfoil is always
set to zero during the simulations and its motion is ac-
counted with the inlet boundary conditions. A zeroGra-
dient boundary condition is used for the pressure, this is
usually a good approximation for viscous flows.

3.2.3 Top and bottom boundary conditions

A slip boundary condition is used for the velocity and
pressure fields at the top and the bottom boundaries. This
implies zero velocity normal to the boundary and no con-
dition for the tangential direction. The pressure condition
was set as a zeroGradient boundary condition. This simu-
lates that the far field behaves as an inviscid fluid.

3.2.4 Outlet boundary condition

The velocity at the outlet is defined with a zeroGradient
boundary condition to simulate that the flow is fully de-
veloped downstream the airfoil. A value of zero is chosen
for the pressure field at the outlet to set a reference level
for pressure.

3.3 OpenFOAM solution

Once the mesh was generated and the boundary condi-
tions were imposed, the incompressible (constant density
and viscosity) Navier-Stokes equations were discretized
using the linear upwind FVM in space and the implicit
Euler method in time and then solved using the PIMPLE
algorithm for the velocity-pressure coupling. Once the ve-
locity and pressure fields were computed the results were
post-processed to compute the vorticity field as well as the
lift and drag coefficients. After that, the results where ex-
ported to MATLAB to prepare the flow visualizations.

The Navier-Stokes equations solved in the OpenFOAM
PIMPLE algorithm are formulated without body forces in
an inertial frame of reference. These equations can be ex-
pressed in differential form as:

For the cases when the airfoil was moving within a fluid
at rest, the problem was solved imposing the time-varying
boundary conditions on a stationary airfoil and then the
results were post-processed to include the motion of the
airfoil. The displacement of the airfoil was computed nu-
merically as the integral of the airfoil velocity:

!
x:/ u-dt
0

The displacement of the airfoil as a function of time is
plot in Figure 12 for the case of the suddenly started air-
foil and in Figure 15 for the case of the suddenly started
and stopped airfoil. However, when the airfoil accelerates
from rest, the frame of reference for the relative velocity
field is non-inetial and Eq. 14 has to be modified to include
the non-inertial effects (fictitious forces):

5)

g:—@ﬂ/vzf/—a‘ (16)
Dr P

Where d is the acceleration of the non-inertial frame
of reference (in this case, the acceleration of the airfoil).
A throughout derivation and discussion of the inclusion
of non-inertial terms into the integral form of momentum
equations is presented in (Fox et al., 2011, Chapter 4). As
it can be seen from Eq. 16, the acceleration term behaves
as a body force (similar to gravity) acting in the direction
opposite to the acceleration of the airfoil.

This term was not included into the analysis as the so-
lution algorithm was not prepared to include body forces.
In order to asses the importance of this limitation the ac-
celeration was computed numerically as the derivative of
velocity and plotted in Figure 14 for the case of the sud-
denly started airfoil and in Figure 17 for the case of the

suddenly started and stopped airfoil.

_du

a=-_ a7

For this velocity distribution the acceleration term
peaked at @ ~ 25 m/s> ~ 2.5g. The gravity term is usu-
ally negligible in most aerodynamic applications and, in
this problem, the forces due to the acceleration term are
of the same order of magnitude as gravity. In addition,
the acceleration term is only acting for very short periods
of time when the airfoil is impulsively started or stopped.
For these reasons, it seems reasonable to neglect the effect
of the acceleration in this problem.

3.4 Dimensionless considerations

The numerical simulations were performed at a Re =
1000, this Reynolds number was defined as:

V-V=0 (13)
Ve - C
Re = " (18)
DV %p 25
Dt = *?+Vv 14 (14) where:
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Figure 12. Airfoil displacement for the case when it is
impulsively started.
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Figure 13. Airfoil velocity for the case when it is impulsively
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Figure 15. Airfoil displacement for the case when it is
impulsively started and stopped.

Figure 16. Airfoil velocity for the case when it is impulsively

Figure 17. Airfoil acceleration for the case when it is

Figure 14. Airfoil acceleration for the case when it is
impulsively started and stopped.

impulsively started.
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Figure 18. Components of the lift coefficient for the
impulsively started airfoil or the stationary airfoil.

Figure 21. Components of the lift coefficient for the
impulsively started and stopped airfoil.
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Figure 22. Components of the drag coefficient for the
impulsively started and stopped airfoil.

Figure 19. Components of the drag coefficient for the
impulsively started airfoil or the stationary airfoil.
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Figure 20. Drag and lift coefficients for the impulsively started  Figure 23. Drag and lift coefficients for the impulsively started
airfoil or the stationary airfoil. and stopped airfoil.
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e The reference velocity V.. was set to 1 m/s. This ve-
locity is either the maximum free stream velocity or
the maximum speed of the airfoil.

e The reference length c is the chord length of the air-
foil and it was set to 1 m.

e The dynamic viscosity y was set to 107> kg/(m - s)
and the density was set to 1 m3/kg (v = %) to meet
the Reynolds number requirement.

Using c as length scale, V.. as velocity scale, and p,.y =
pV2 as pressure scale the incompressible Navier-Stokes
equations with constant viscosity can be written in dimen-
sionless form, see (White, 2011, Chapter 5) for details:

=

S I
— = —Vp+-—V¥
p+Re

Dr (19)

This equation shows that the only parameter present in
the governing differential equations is the Reynolds num-
ber. As a consequence, the flow around the airfoil does
only depend on the geometry of the airfoil (shape and an-
gle of attack), the time variation of the inlet boundary con-
ditions and the value of the Reynolds number (but not on
the particular values of velocity, viscosity, and chord).

4 Results and Discussion.
4.1 Lift and drag coefficients

The lift and drag coefficients as a function of time are
shown from Figure 18 to Figure 23. The results of the sim-
ulations when the airfoil is impulsively started and when
it is stationary are shown in Figure 18 to Figure 20. The
results when the airfoil motion is started and stopped are
shown from Figure 21 to Figure 23. The graphs include
a comparison of the viscous and pressure components of
the lift and drag coefficients as well as a comparison of the
overall lift and drag coefficients.

The most remarkable result is the sudden jump of the
lift and drag when the acceleration occurs and the little
impact that viscosity has on the value of the coefficients
during this acceleration. The low influence of the viscous
stresses is striking considering that, as discussed in Sec-
tion 2.3, viscosity is responsible for the formation of the
starting vortex and the development of the circulation that
leads to the lift force in steady state.

The large drag during acceleration is not caused by the
viscous stresses, instead it is an added mass effect re-
sulting from the pressure distribution that arises when the
airfoil accelerates the fluid around it (note the close rela-
tion between the acceleration peaks and the lift and drag
peaks).Another interesting result is the negative peak of

4.2 Verification of Kelvin’s and Stoke’s theo-
rems

As discussed at the end of Section 2.3, Kelvin’s circula-
tion theorem states that the circulation around an invis-
cid countour far away from the airfoil must be zero at all
times. In addition, according to Stokes’ theorem, the value
of the the circulation must be given both by the line inte-
gral of velocity over the contour and the area integral of
vorticity over the surface enclosed by the contour.

These two conditions where checked for the simulation
of the started and stopped airfoil at # = 5 s using the con-
tours shown in Figure 24. For these integration contours,
the integration of Eq. 5 is given by Eq. 20 to Eq. 25, where
the superscripts V or @ indicate that the circulation is com-
puted as the line integral of velocity or as the area inte-
gral of vorticity, respectively, and the subscripts net, left
or right indicate the the domain of integration

Fr‘{et: % (u,v)~(dx,dy) (20)
aefged

D= § () (dx.dy) e
abed

Dl = § (0)- (dx.dy) 2)
efgh

ra, = [[ o)y (3)
D{UD,

Tt = [[ @) -dxdy (4)
D,

T = [[ o) -dxdy 25)

The results of the integrals are shown in Table 4 and
they show excellent agreement with the theoretical results.
The integrals where performed with the MATLAB built-
in functions integral and quad2d using an interpolation
of the OpenFOAM simulation results as the integrand at
point (x,y). All line integrals converged successfully to
the default tolerances, but only the area integral over D,
satisfied the tolerance criteria. The reason why the other
area integrals did not converge is that the airfoil is a dis-
continuity of vorticity in a non-linear region that the Carte-
sian integration algorithms of MATLAB can not handle
effectively. Despite this the values of line and area inte-
grals are virtually identical.

Table 4. Computation of circulation.

lift and drag when the airfoil is decelerated. Type of integration | Lo Lighe
As a final remark, the variation of the lift coefficient v 20.0007 -05206 05199
contains higher order harmonics of small amplitude su- o 0 '0009 —O' 5305 0' 5714
perimposed to the main variation with time. ’ ’ i
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Figure 24. Integration paths for the computation of circulation.

4.3 Flow Animations

The results exported to MATLAB were used to prepare
an animation of the three different flow configurations
considered in this work. The video with the flow an-
imations can be found in https://www.youtube.
com/watch?v=bvV7-9wAXc0. The flow animations
are qualitatively similar to the historical flow visualization
from Prandtl, see (National Committee for Fluid Mechan-
ics Films, 1972), including the formation of starting and
stopping vortices as well as oscillatory vortex shedding
for the case of the stationary airfoil.

4.4 Further works

The inclusion of the non inertial term in the Navier-Stokes
equations could be considered in future works to show if
its influence is indeed negligible or not. In addition, other
transient effects such as the vortices shed when the angle
of attack is abruptly changed could be analyzed.

5 Conclusions

The transient flow around a NACA4612 airoil profile was
analyzed and simulated at Re = 1000 and ¢ = 16°. The
main features of the flow were captured and the flow pat-
tern agreed qualitatively with the flow visualizations from
(National Committee for Fluid Mechanics Films, 1972).

The solution was confirmed to be grid independent and
the C-mesh structured grid was found to be superior for
this case as the flow was resolved with higher detail for
the same number of cells.

Once the lift and drag coefficients were computed it was
found that both peaked during the accelerations and de-
celerations due to added mass effects and that the effect
of the viscous stresses on lift was modest even if viscosity
is responsible for the development of lift. In addition, the
solution was verified using the Kelvin’s circulation theo-
rem. Both the line integral of the velocity and the surface
integral of vorticity matched with reasonable accuracy and
were almost equal to zero for an inviscid contour and non-
zero for viscid contours.

DOI: 10.3384/ecp1713866
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Abstract

Fluidization characteristics such as the minimum
fluidization velocity and the bed pressure drop are
important for the design of an efficient fluidized bed.
These characteristics can be measured experimentally,
but also modelled by CFD simulations. The aim of this
study was to use experimental data to validate drag
models applied in the CFD software Barracuda.

Most of the drag models available in the literature
are validated against Geldart B or D particles and are not
necessarily suitable for Geldart A particles, such as the
zirconia particles used in the present study. However, by
adjusting one of the constants in the Wen-Yu and Ergun
drag models, it should be possible to apply these
equations also for Geldart A particles.

Data from an in-house built lab-scale fluidized bed
unit were used in the study. Reducing the ki value in the
drag model from 180 to 47 gave a reasonable
representation of the minimum fluidization velocity and
the pressure drop over the bed.

Keywords: CFD, CPFD, Barracuda, fluidization,
pressure drop, minimum fluidization velocity, MP-PIC

1 Introduction

Gas-solids fluidized beds are used in the chemical,
energy, and process industries as key equipment units
due to their high contact area, homogeneity, heat and
mass transfer rates, and solids handling capabilities
(Kunii, 1991). Process examples are fluid catalytic
cracking (FCC), gasification, combustion of solid fuels,
Fischer-Tropsch synthesis, drying, granulation and
coating (Cano-Pleite et al., 2017).
The current work is linked to a multistage cross-flow
fluidized bed to be applied for high temperature solids
classification (Jayarathna et al., 2017). A hot-flow pilot-
scale system was downscaled to a cold-flow lab-scale
unit by applying Glicksman scaling rules (Glicksman,
1984, 1988, Glicksman et al., 1993).

Computational Fluid Dynamics (CFD) simulations
were used as a tool in the design process. Simulations
were done for both cold-flow (ambient conditions) and

DOI: 10.3384/ecpl1713876

hot-flow systems. The cold-flow experiments were done
with a scaled particle mixture, i.e. the particle size and
density were not the same as in the hot-flow system
(Jayarathna et al., 2017).

The particle mixture contained zirconia particles
(pp = 3800kgm™>,dpmeqn, = 69um)  and  steel
particles (p, = 7800kgm™2,deqn = 290um). The
fluidization behavior of the particles were investigated
by Chladek et al. (Chladek et al., 2017) and
Amarasinghe et al. (Amarasinghe et al., 2017) applying
an in-house built cold-flow cylindrical fluidized bed test
unit. The particles were close to spherical (Chladek et
al., 2017, Amarasinghe et al., 2017) and could be
categorized as Geldart A and D particles, respectively,
based on the particle size distribution (PSD), density and
the particle fluidization behavior. CFD simulations were
also run, using Barracuda® version 17.1, and the
simulation results were compared with the experimental
observations.

Chladek et al. (Chladek et al., 2017) found that the
Barracuda predictions of minimum fluidization velocity
was accurate enough for the steel particles, but there was
a significant discrepancy for the zirconia particles.
Several drag models were used for the simulations and
the best results were obtained using the Ergun drag
model for steel particles and the Wen-Yu model for
zirconia particles.

Amarasinghe et al. (Amarasinghe et al., 2017) did
similar CFD simulations and experiments with zirconia,
steel and bronze particles, with the aim to evaluate the
ability of Barracuda to predict the minimum fluidization
velocity of Geldart A (zirconia), B (bronze) and D
(steel) particles. The prediction of minimum fluidization
velocity (with a combined Wen-Yu/Ergun drag model)
was quite good for the Geldart B and D particles, but the
simulated results for the Geldart A particles were not in
line with the experimental results.

The above-mentioned studies were done with the default
drag model settings in Barracuda. In the current study,
the results from the minimum fluidization velocity
experiments with zirconia particles done by Chladek et
al. (Chladek etal., 2017) are used to validate an adjusted
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drag model in Barracuda, with the aim to get a better
prediction of the fluidization behavior of this Geldart A
particle type.

2 CFD Simulations with the MP-PIC
method

The CFD simulations applied the multiphase particle-in-
cell (MP-PIC) method (Andrews and O'Rourke, 1996,
D. M. Snider, 2001), which is also called the
computational particle fluid dynamics (CPFD) method
(D. M. Snider, 2001). The method is developed based
on a new Eulerian-Lagrangian multiphase flow scheme,
and the commercially developed platform is known as
Barracuda. In this study, version 17.1 was used.

In the MP-PIC method, the real particles in the
system are replaced by a computational particle
representing a large number of particles which are
assumed to behave the same way in the real system. This
makes the MP-PIC method more computationally
efficient than the more commonly used discrete element
method (DEM) (Tsuji et al., 1993, Goldschmidt et al.,
2004, Geraetal., 2004), hence it can be applied to larger
systems. The CPFD method models the fluid as a
continuum and the computational particles as discrete
particles exposed to three-dimensional forces as fluid
drag, gravity, static-dynamic friction, particle collision
and possibly other forces (Dale M. Snider, 2007).

The calculation of particle-to-particle forces in the
CPFD method is different from the calculation in the
DEM method. In DEM, the particle-to-particle forces
are calculated using a spring—damper model and direct
particle contact, whereas in the CPFD method collision
forces on each particle are modeled as a spatial gradient
(Dale M. Snider, 2007). The CPFD method takes into
account the forces on a particle hit by other particles, but
it does not pay attention to the impact created on the
other particles by the first one (Dale M. Snider, 2007).
It is common for all other particles as well.

2.1 Model description

The continuity and momentum equations (Gidaspow,
1993) for the gas phase without reactions and interface
mass transfer in Barracuda (D. M. Snider, 2001,
Gidaspow, 1993) are, given in Equation (1) and (2).

36, )
% + V. (Bngug) =0
0(8gp4ug) @

5 TV (85pgugty)
= —Vp+Y(6,7,) + 0,059
- F
Here 64,p4,uy,p, 74 are the volume fraction
(initial), density, velocity, pressure and stress tensor of
the gas in the system, respectively. F is the momentum
exchange rate per volume between gas and particles, t
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is the time interval and g is the gravitational
acceleration.

The rate of momentum transfer between fluid and
solid phases per unit volume (D. M. Snider, 2001, Dale
M. Snider et al., 2011) is described in Equation (3).

F=_Ufprpp[D(ug—up) ©)

1
- Vp] dVy,.dp,.du,
Pp

The dynamics of the particle phase are described by

the particle probability distribution  function
f(x,up, pp, Vp, t). Here x is the particle position, u, is
the particle velocity, p,, is the particle density, 1, is the
particle volume, 8, is the particle volume fraction and
D is the drag function. The time evolution of f is
obtained by solving a Liouville equation for the particle
distribution function (D. M. Snider, 2001), as given in
Equation (4).
%+V(fup) + Vu,.(fA) =0 4)

The particle acceleration balance A (D. M. Snider,
2001, Andrews and O'Rourke, 1996) is given as,
ve ©

A=D( ) Lop ot
N Pp Py OpPp

In Barracuda, particle interactions are modelled
through the use of a computationally efficient particle
stress function. The particle normal stresst (D. M.
Snider, 2001) is a function of particle volume fraction
6, and is given in Equation (6). The continuum particle
stress model used by Snider is an extension of the model
from Harris and Crighton (Harris and Crighton, 1994).

; 10P6,” (6)
« p) maX[Bcp — 9p, 2(1 — Qp)]

Where P is a constant with units of pressure, 8,,is
the close pack particle volume fraction, 3 is a constant
with a recommended value between 2 and 5, and ¢ is a
very small number. The original expression by Harris
and Crighton was modified by Snider to remove the
singularity at close pack by adding the & expression in
the denominator. Values for the stress model constant
and the close pack volume fraction must be specified by
the user.

The default values 1[Pa], 3[-] and 10~8[-] are used
for P, B and e respectively.

The fluid drag force on the particles is given in
Equation (7). In many models, the drag function (Wen,
1966) is dependent on the fluid conditions, the drag
coefficient (Cp), and the Reynolds number (Re). Re is
shown in Equation (8).

In many models, the drag function D is related to
the to the drag coefficient, as shown in Equation(9).

E, =m,D(uy — up) (7
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The Wen-Yu model given in Equation (10) is
suitable for dilute systems, and the Ergun model (Ergun,
1952, Beetstra et al., 2007) given in Equation (12) is
suitable at higher packing fractions (Gidaspow, 1993).
The Wen-Yu/Ergun drag function (Wen, 1966, Patel et
al., 1993) combines the Wen-Yu function and the Ergun
function, hence can be used for dilute as well as dense
systems. The Wen-Yu and Ergun drag function is
calculated by Equation (13).

The Wen-Yu model is based on single particle drag
models and a dependence on the fluid volume fraction
64to account for the particle packing. In the Wen-Yu
model, the drag function is calculated by equation (9),
and the drag coefficient is a function of the Reynolds
number. The model constants are: ¢, = 1.0,c¢; = 0.15,
¢, = 044,n, = —2.65andn; = 0.687.

24

( Z pho
| %o 0, Re < 0.5

Ca= i (€. 0.5 < Re < 1000 (10)
\c,60° Re > 1000

(Ca)1 = %ano (co + ¢, Re™) D
The Ergun drag model, developed from dense bed
data, is given by Equation (12). The model constants
are: ko =2 and k; = 180.
D=05 (’ﬂ " k(,)M (12
O4Re pTp
Pitault et al. (Pitault et al., 1994) recommended

values of 1.75 and 150 for k, and k4, respectively, but
in Barracuda the default values are set to 2 and 180.

(D1 Qp < 0759CP
I
D= { Dy 0.750¢p = 6,, = 0.850.p (13)
lDz 6, > 0.850.p
9 - 0756CP
Dy =(D,—D P 14
3= (D, 1)<0.85ecp - 0.7596P> (14)

Here, D, is the Wen-Yu drag function defined in
equation (9) and (10), and D, is the Ergun drag function
defined in equation (12).
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3 Computational mesh and input
values for the simulation

The cold-flow lab rig-system used to collect data is
shown in Figure 1. A three-dimensional cartesian
coordinate system was used to describe the vertical
cylindrical bed with a diameter of 84 mm and a height
of 1.2 m which is 0.3 m shorter than the actual height in
order to reduce the computation time. The
computational grid is shown in Figure 2 (a). The mesh
size was 6.4x6.4x6.4 mm? and the number of control
volumes was around 25 000.

The initial bed height of zirconia solid particles was
17cm. Properties of the zirconia particles are
summarized in Table 1.

In the present study, the close pack volume fraction
is used as 0.6. Atmospheric air at room temperature was
used as the fluidization medium.

The simulation was run for 30 seconds for each air
flow rate and increased to the next level. This is also the
operational procedure followed in the study of Chladek
et al. (Chladek et al., 2017). The total pressure was
monitored at positions 2.5 and 12.5 c¢cm above the
distributor plate, i.e. at the same positions as in the
experiments, as shown in Figure 2 (b). Transient data
were recorded for each 0.1 s.

Figure 1: Fluidized bed experimental rig: 1 — compressor,
2 — ball valve, 3 — pressure regulator, 4 — mass flow
controller, 5 — air distribution plate, 6 — fluidized bed
column, 7 — DAQ and LabVIEW, 8 — video camera.
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/ 10cm

Figure 2: (a) Cylindrical mesh used in the simulations (b)
Transient data points for monitoring the total pressure

The properties of the zirconia particles and the steel
particles are summarized in Table 1.

Table 1: Properties of the zirconia particles

Property Unit Value
Skeletal density kg/m3 3830
Bulk density kg/m3 2270
Particle size range um 45-100
D50 um 70
Porosity - 0
Sphericity* - 0.95

* The sphericity was estimated from optical micrographs of the
particles.

The combined Wen-Yu/Ergun drag model was used
in the present study. The coefficient k; was set to
different values, and the simulation results were
compared with experimental values. The following k;
values were tried: 180 (default value), 70, 50, 47 and 35.

The average pressure-drop over the particle bed (see
Figure 3) in the last 5 seconds of each constant air flow
supply period was calculated, assuming that a pseudo
steady state was reached after 15 to 25 seconds.

4 Results and discussion

4.1 Adjustment of Wen-Yu/Ergun drag
model

As explained above, the combined Wen-Yu/Ergun drag
model gives a wide range of accuracy by being able to
capture the behavior of both dense and dilute particle
systems. Predictions of pressure drop as a function of
superficial air velocity at different k, values are
presented in Figure 3.

According to the Figure 3, the predictions deviate
strongly from the measured values when the default k;
value (180) is used. The reason could be that this model
was validated with Geldart B particles, and the original
model value (150) is not far from the default value (180)
used in Barracuda.

Lowering the coefficient value to 70 or 50 gives more
accurate predictions but the predicted stabilized
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pressure after minimum fluidization velocity are too
high. This value is directly connected to the static
pressure head of the particle bed or the weight of the
particle bed, and it is important that the model can
predict this value correctly. A further lowering of
coefficient value to 35 gives a too low static pressure
head. However, for an intermediate k, value of 47, both
the pressure and minimum fluidization are predicted
quite well. The experimental value and the CFD
predictions of the minimum fluidization velocity are
then 0.015 and 0.016 m/s, respectively. This shows that
correct prediction of the fluidization behavior of Geldart
A particles is possible by a drag model adjustment. The
potential drawback is that the adjusted model may be
valid only for the studied air flow rates. Further studies
are needed to investigate a wider range of air flow as the
further increased of the airflow will increases the
pressure drop and bed will convert from dense to dilute
phase.

20

[
(]

[ER
o

AP/10cm (mbar)

(9}

0

0.000 0.005 0.010 0.015 0.020
Superficial air velocity (m/s)

O  Experimental data (Chladek et al.)
- = == Wen_wu-Ergun_dafault
............. WenYu & Ergun_K=70
WenYu & Ergun K=50
—— WenYu & Ergun K=47
— - — WenYu & Ergun_K=35

Figure 3: Change of the pressure drop in the bed with
increased superficial air flow rate

Lowering the coefficient value to 70 or 50 gives more
accurate predictions but the predicted stabilized
pressure after minimum fluidization velocity are too
high. This value is directly connected to the static
pressure head of the particle bed or the weight of the
particle bed, and it is important that the model can
predict this value correctly. A further lowering of
coefficient value to 35 gives a too low static pressure
head. However, for an intermediate k, value of 47, both
the pressure and minimum fluidization are predicted
quite well. The experimental value and the CFD
predictions of the minimum fluidization velocity are
then 0.015 and 0.016 m/s, respectively.
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Figure 4: Simulation result snapshots of the lower part of the FB at different superficial air velocities

This shows that correct prediction of the fluidization
behavior of Geldart A particles is possible by a drag
model adjustment. The potential drawback is that the
adjusted model may be valid only for the studied air
flow rates. Further studies are needed to investigate a
wider range of air flow as the further increased of the
airflow will increases the pressure drop and bed will
convert from dense to dilute phase.

Figure 4, illustrates the change of solids volume
fraction in the bed with the increased air flow rates. At
the minimum fluidization velocity (u,,s) the weight of
the particle bed is balanced by the drag force on the
particles and then the gas starts to fluidize the particles.
This phenomenon is clearly illustrated in the simulation
by the change in color and~ 4%bed expansion with
around~4% void fraction increase.

Equation (15) (Rhodes, 2008) explains the
connection of the fixed bed pressure drop with the liner
coefficient (k,) of the Ergun drag model. Here xg, is
the surface volume diameter (diameter of a sphere
having the same volume as the particle).

(—Ap) u (1-6,)?
T = [k1 x_sz,,—Ggg ]|ug Up|
sV g

Equation (15) is only valid for the fixed bed stage
before the fluidization but it is clearly indicated liner
effect of the coefficient k; on the pressure drop as
represented in Figure 3 with different k; values. As
explained by Rhodes (Rhodes, 2008), after the
minimum fluidization stage the pressure drop is
independent from the relative gas velocity (u, —u,).
Assuming that in the fluidized bed the entire apparent
weight of the particles is supported by the gas flow,
then the pressure drop is given by Equation (16)
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(Rhodes, 2008). According to the equation, the
pressure drop is independent of the coefficient k.

—A
) (1-0)(pp-p)a (9

As explained in the introduction, the role of the drag
model is one of the key factors when modelling the
fluidization behavior of a dense gas-solids bed, but also
other parameters may be important, for example
particle-to-wall and particle-to-particle interactions. The
model constants related to those phenomena were kept
at their default values in this work.

4.2 CFD predictions with BAM

O’Rourke and Snider (O'Rourke and Snider, 2014)
developed a new acceleration model called the blended
acceleration model (BAM) and it is claimed to give
improved predictions of the fluidization behavior of
non-uniform (polydisperse) particle collections, i.e.
particles of differing sizes or densities. BAM was
implemented in Barracuda recently.

A separate simulation was done by using BAM with
the Wen-Yu/Ergun drag model (with k; = 47). Figure
5 shows the results compared with those from applying
the Wen-Yu/Ergun drag model (with k; = 47) without
BAM (shown in Figure 4) as well as with the
experimental results. The bed pressure-drop predictions
at superficial air velocities below the minimum
fluidization  velocity —match the  experimental
observations when BAM is enabled, but the predictions
of the stabilized pressure are higher than the
experimental values. However, the simulated minimum
fluidization velocity is the same both with and without
BAM.

With  BAM included, the individual particle
accelerations are a blend between the particle
acceleration of the original MP-PIC method appropriate
for rapid granular flows and an average particle
acceleration that applies to closely packed granular
flows. As a result, particles at or near close-pack tend to
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move together with velocities close to the averaged
velocity due to enduring particle-particle contacts. In
dilute regions, particles tend to move independently of
each other due to less contacts with the surrounding
particles (O'Rourke and Snider, 2014). The solids
volume fraction of a just fluidized bed is still close to
that of the close-pack bed and the particles therefore
tend to move together when BAM is enabled.

20

iy
wuv

AP/10cm (mbar)
=
o

0.000 0.010 0.020
Superficial air velocity (m/s)
O Experimental data (Chladek et al.)
—— WenYu & Ergun K=47
- ---WenYu & Ergun K=47 with BAM

Figure 5: Change of the pressure drop in the bed with
increased superficial air flow rate with and without BAM

One of the reasons could be that in the real system,
air finds open passages to escape and this leads to a
lower stabilized fixed bed pressure drop after the
minimum fluidization conditions have been reached.
Further investigations of BAM at minimum fluidization
conditions of Geldart B and D particles will be useful to
come to a better conclusion.

5 Conclusion

By reducing the coefficient k, in the Ergun drag model
and the combined Wen-Y u/Ergun model from a value of
180 to 47, the CFD predictions of minimum fluidization
velocity and pressure drop fit quite well with
experimentally measured values for zirconia (Geldart
A) particles. For minimum fluidization velocity, the
values were 0.015 and 0.016 m/s, respectively. This
means that it is possible to give a quite good prediction
of the fluidization behavior of Geldart A particles by
doing a drag model adjustment.

Barracuda simulations were done with the so-called
blended acceleration model (BAM) at k, = 47. The
predications for the fixed bed pressure drop fit well with
experimental observations, but the pressure drop after
fluidization was somewhat over predicted. One of the
reasons could be that in the real system, the air finds
open escape passages, and this leads to a lower
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stabilized fixed bed pressure drop after the minimum
fluidization velocity has been reached.

Further investigations of BAM at minimum
fluidization conditions for Geldart B and D particles
may be useful to come to a better conclusion.
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Abstract

The calcium carbonate decomposition into calcium
oxide and carbon dioxide is a key process step in a
cement kiln. The reaction requires thermal energy input,
and pulverized coal is the fuel typically used for this
purpose in the cement industry. Coal can in many cases
be replaced by different types of alternative fuels, but
this may impact process conditions, emissions or
product quality. In this study, CFD simulations were
carried out to investigate the possibility to replace 50 %
of the coal by refuse derived fuel (RDF). The spatial
distribution of gas and particle temperatures and
concentrations were calculated, and the simulations
indicated that replacement of coal by RDF resulted in a
reduction of fuel burnout, lower gas temperatures and a
lower degree of calcination.

Keywords: precalciner, calcination, refuse derived fuel,
computational fluid dynamics

1 Introduction

Cement is a key building material in construction
industries and its demand is continually going up due to
population growth and development. The energy
required in cement production is supplied by electricity
and thermal energy. In the manufacturing process,
thermal energy is used mainly during the burning
process.

The typical manufacturing process, which is
schematically represented in Figure 1, starts with
mining of limestone (high in calcium carbonate, CaCO3)
and is followed by crushing, adding of additives such as
clay, sand and iron to get the required chemical
composition and grinding of this mixture. The
intermediate product is called 'raw meal'. After
homogenization, the raw meal becomes suitable for
burning in the kiln system. The kiln feed is preheated,
calcined, sintered and cooled in the kiln system,
resulting in a dark grey nodular material called clinker.
The clinker is mixed with some gypsum and other
additives and ground to the final product cement.

A precalciner kiln system is the basis for this study.
It normally consists of a preheater, a precalciner (also
known as a calciner), a rotary kiln and a cooler. The kiln
feed (i.e. the raw meal) is heated in the preheater and
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then sent to the precalciner where typically 85-95% of
the calcination takes place. Calcination is the process of
calcium carbonate decomposition into calcium oxide
(Ca0) and carbon dioxide (COy), typically occurring at
a temperature around 850-900°C. As the calcination is
an endothermic reaction (~1.7 MJ/kgCaCO3), fuel is
combusted in the calciner. In the rotary kiln, the
remaining calcination is completed and clinker is
formed.

Numerical modelling is a widely used tool for
analysis and optimization of industrial process because
it reduces time consumption and costs of doing full-
scale tests. Computational fluid dynamics (CFD)
modelling can be used to make numerical 3D
simulations of different processes, for example the
decarbonation and combustion in the cement Kkiln
precalciner.

Corrective

Raw Homo-

Raw —
Grinding '_meal_'“ il

—Rock-» Quarryingﬂmmmus Crushing

me PYTOPIO- I - kers Storing
cessing

T Grinding H-Cement-»

} Additives

Clinker |

|
'

Figure 1. Principal drawing of the cement
manufacturing process (Tokheim, 1999)

Results from modelling of cement kiln systems have
been reported in some articles. When coal was co-
combusted with meat and bone meal (MBM), the impact
of fuel particle size and feeding positions in a rotary kiln
was investigated (Ariyaratne et al., 2015) using a CFD
simulation. This study revealed that although same
thermal energy was supplied, when introducing MBM
the kiln inlet temperature was reduced due to combined
effect of moisture content, ash content and air demand.
(Mikulci¢ et al., 2014) conducted a numerical study of
co-firing pulverized coal and biomass inside a cement
calciner and found that when coal was replaced with
biomass, the fuel burnout and the CaCO3 decomposition
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was reduced. Another numerical modeling study reports
a CFD simulation of a calciner with two different case
studies of 100% coal and 100% pet coke (Fidaros et al.,
2007). The use of CFD to predict the precalciner process
behavior was proven by (Kurniawan, 2004).

Energy-wise and product efficiency-wise the
precalciner plays CFD can be used to predict the
precalciner process behavior was an important role in a
cement kiln system as it completes around 85 % of the
calcination. CFD is a well-proven method to investigate
flow, heat transfer and mass transfer phenomena in
process equipment units. The aim of this study was to
get detailed information about temperatures, calcination
degree and fuel burnout in the precalciner system of a
Norwegian cement plant with an annual clinker
production capacity of about 1 Mt. The commercial
software ANSYS Fluent was used to conduct the study.

2 Theory

The gas phase was modelled using the Euler approach,
and to model the flow of the solid particles, the
Lagrange method was used. For the gas phase, the
equations for conservation of mass, momentum and
energy (equations 1-4) are used.

a -
LV (pD) = Sy (1)

XD L 5-V(pD) = -Vp+V- D +pd+F ()

at

= y[(Vﬁ+V17T) -2v. *1] 3)
+V.(B(pE +p)) = V. [keffVT Y ]]]
(Terr-9)] + Su 4)

a(pE)

Here, S, is the mass added to the continuous phase
from particles due to fuel devolatilisation, char
combustion and raw meal calcination, and Sj is the
added energy to the continuous phase due to chemical
reactions. To model the turbulence, the two equation
k — € turbulence model was used. Particle trajectories
were defined by equation 5.

i, S 3(pp—p)

d—t”—FD(v u,) + 5,, +F 5)
Here, Fp is the drag force on the particle, which for

spherical particles can be calculated by equation 6.

_ 18u CpRe
D= ppaz 24

(6)

Figure 2 shows how a CFD modelling is sequenced
for combustion of a solid fuel particle. First the fuel
particle is heated whereby moisture evaporates. When
the particle reaches the boiling point of water, all free
moisture evaporates. After that the volatile part of the
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Figure 2. CFD Modelling steps of combustion of a
solid fuel particle (M=moisture, C=char, V=volatile
compounds, A= ash)

fuel particle is devolatilized, and finally the char
fraction, which is very rich in carbon, reacts with O, and
produces CO and CO,. (In the present study, it was
assumed that only CO» is produced in this reaction.)
When the fuel particle is 100% burnt, i.e. when all the
carbon has been oxidized, only ash is left.

A single rate devolatilisation model was used for both
coal and refuse derived fuel (RDF). Char combustion
was modelled with the kinetic/diffusion limited method.
Devolatilisation was modeled by the single rate
devolatilisation model given in equation 7 and 8. The
rate constants for coal and RDF were taken from
(Badzioch and Hawksley, 1970) and (Wang et al.,
2014), respectively.

_% = k[ - (1 - fv,O)(l - fw,o)mp,o] (7)
k = Aye(E/RT) )

Char combustion was modeled the by
kinetic/diffusion surface rate model. The rate constant
for coal was used as in (Baum and Street, 1971) and
(Field, 1969). The rate constant for RDF was taken from
(Wang et al., 2014).

0.75

D, = C, [(Tp+Te0) /2] (10)
dp

R = Cye~(E/RT) (11)

dm DoR

d_tp = T4pPox (12)

Particle heat transfer during the initial heating and
after the devolatization and char combustion is given by
equation 13.

m,,c,, 7 = hA,(To — Tp) + €,4,0 (0% — T;) (13)

The particle heat transfer during devolatization is
given by equation 14.
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aT, am
MyCp— 2 = hA, (T — T,) — —Zheg t+
epA,0(0f — Ty) (14)

The particle heat balance during the char combustion
is given by equation 15.

ar, am
mpde—tp = hAP(TOO - Tp) - fhd_tpHrec +

epA,0 (0% — Ty) (15)

The P-1 radiation model was used to implement the
radiation heat transfer for the gas phase and the particle
phase. The gas phase reaction was modelled using a
finite-rate/eddy-dissipation model. In this study, it was
considered that the volatile fraction of coal and RDF
reacts with O, and produces CO and H>O. Then CO
reacts with O, and produce CO». The required kinetic
and eddy-dissipation model data were obtained from
(Kurniawan, 2004).

Char was assumed to be 100% carbon (C), which
reacts with Oz and produces CO». It was assumed that
raw meal is pure CaCOs. The CaCO; decomposition
kinetics were according to (Borgwardt, 1985).

A
CaC03(S) - CClO(S) + COZ(g) (16)
dmcq
% = —ksAcaco, (17)
ks = Ae=(Ea/RT) (18)

3 Simulation setup

Figure 3 shows a 3-D model of the precalciner unit
currently in operation at Norcem cement plant in Brevik.
Figure 4 shows its front view.

outlet

»_ Tertiary and raw meal mlets

Kiln gas inlet

Figure 3. 3-D view of precalciner at
Norcem cement plant
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It has two tangential inlets to introduce raw meal and
tertiary air. Quarternary air is introduced at the top of the
calciner via a separate inlet, and there is also a separate
inlet at the top for fuel (coal) supplied with conveying
air. Moreover, there is a separate cooling air inlet.

The ANSYS Fluent CFD software was used to
model the unit. The computational domain has 489,766
elements and is a combination of hexahedral, tetrahedral
and prism elements.

Table 1. Approximate analysis of coal and RDF

Content Coal RDF
(Ariyaratne, (Tokheim,
2014) 1999)
Moisture (%) 1 8.3
Volatiles (%) 23 71.1
Char (%) 62.4 10.3
Ash (%) 13.6 10.3

Table 2. Ultimate analysis of coal and RDF

Element (dry Coal RDF
and ash-free (Ariyaratne, (Tokheim,
basis) 2009) 1999)
C (%) 85.3 54.3
H (%) 4.6 8.1
O (%) 6.5 35.8
N (%) 2.0 1.2
S (%) 1.6 0.6

The approximate and ultimate analyses of coal and RDF
are shown in Table 1 and Table 2, respectively, and
these values were used as input values in Fluent. The
Mean particle size values of 53, 2500 and 60 pum were
used for coal, RDF and raw meal respectively.

Two cases were defined. In Case 1, which can be
taken as the reference case for comparison purposes,
coal was used as the only fuel. In Case 2, a mixture of
50 % coal and 50 % RDF was used. In both cases the
same fuel energy was supplied. The boundary
conditions and process conditions for the test cases are
given in the Table 3. A slightly higher tertiary air flow
rate was used in Case 2 in order to operate with the same
excess air value in both cases.
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Figure 4. Front view of the precalciner
(dimensions are in meters)

Table 3. Definition of cases

Parameter Case 1 Case 2
Fuel Energy (MW) 79.5 79.5
Tertiary air (t/h) 94.5 93.0
Quarternary air (t/h) 17.1 17.1
Raw meal mass flow rate (t/h) 184.3 184.3
Coal mass flow rate (t/h) 10.1 5.1
RDF mass flow rate (t/h) - 7.8

The composition of tertiary and quarternary air were
taken as 21 % O and 79 % Na. The kiln gas composition
was taken as 74.4 % N, 7.6 % O, 5.0 % H>O and
13.0 % COas. The tertiary air, quarternary air and raw
meal inlet temperatures were all set to 800 °C, which are
quite typical values for the given kiln system. The kiln
gas inlet temperature was taken as 1050 °C.

As the convergence criteria, all variables were kept
below the residual value of 10*. The SIMPLE algorithm
was used to to solve the Navier-Stokes equations. The
PRESTO! scheme was used for pressure discretization,
and first order discretization schemes were used for
momentum, turbulent dissipation and turbulent kinetic
energy. All other parameters were discretized with
second order schemes.

During the simulation, the progress of the gas phase
temperature and species mole fractions were monitored
at the outlet. When they approached steady state, the
simulation was considered as converged.
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Results and discussion

Plane Path

No: | length(m) |
Plane 8 1 2
2 6
3 9
a 18.5
5 20.7
6 204
Plane 7 7 41.4
s 49.9
Particle path length from
quaternary air inlet
Plane 6
Plane 1
Plane 5 R 3}
Plane 4 Plane 2

Plane 3

Figure 5. Particle path along the precalciner

Eight planes were created along the precalciner, as
shown in Figure 5, to extract data of the gas phase and
the particle phase. Gas phase data were calculated as
area-weighted averages for each plane.

Figure 6 (a) and (b) shows the variation of
temperature and gas phase composition along the
precalciner path length. The connection between path
length and plane position is seen in Figure 5. In both
cases, the oxygen mole fraction is reduced along the
path length due to combustion. Carbon dioxide and
water are generated proportionally due to combustion.
In both cases, the CO, generated by the calcination
reaction also increases, and the temperature resulting
from fuel combustion is used to heat and calcine the raw
meal. This can also be seen in Figure 7. At the end of
the path length, the gas, fuel and meal temperatures are
quite close, ranging from about 860 to 900 °C, which is
typically what is experienced in the real process.

There is an increase in gas temperature over the the
initial path length (the first 20 m). However, as the
calcination process escalates, the temperature is
gradually reduced due to heat transfer from the gas to
the meal.
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Figure 6. Variation of gas temperature and mole fraction of CO: (from calcination + combustion) Oz and
H:0 (a) for Case 1 (b) for Case 2
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Figure 7. Temperature distribution of coal, raw meal and RDF for Case 1 and Case 2
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Figure 8. Calcination degree and fuel burnout for Case 1 and Case 2

Figure 8 shows the calcination degree and fuel burnout
for both cases. Although the same energy was supplied
in Case 1 and Case 2, the calcination degree is lower in
the latter case. There are two reasons for this. The main
reason is the high moisture content of RDF (see Figure
6), which reduces the particle temperature and gives a
lower burnout of this fuel (see Figure 8).

Hence, less energy is released to support the
decarbonation. This happens because in the initial stage,
energy is spent on evaporating the moisture. A
consequence of this is that RDF char burning takes place
later, i.e. more downstream along the path length. In
addition, since the RDF particles are bigger, it takes
more time to reach complete combustion.

Conclusion

In this study CFD tool has been applied to get detailed
information about temperatures, calcination degree and
fuel burnout in a precalciner system. Even if the fuel
energy supply is not changed, replacing part of the coal
with RDF reduces the calcination degree in the process,
which can be seen as quality reduction in precalcined
meal. The reason for the reduced calcination degree is
the poorer burnout of the RDF particles caused by
higher moisture content and larger particles. The
method applied in this study can be used to evaluate the
calcination process under different process conditions
and to optimize the process when coal is replaced by
other alternative fuels with different characteristics.
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Nomenclature

p Gas density (kgm™)
0 Gas velocity vector (ms™)

Sim Mass source (kgm>s™)
p Static pressure (Nm™)
T Stress tenser (Nm?)
gJ Acceleration of gravity (ms?)
F External body force (N)
U Molecular viscosity (kgm™'s™)
I Unit tensor
E Total energy (m?s)

kesr  Effective conductivity (Wm™'K™")
T Gas temperature (K)
h; The enthalpy formation of species j

(Jkg™h)
Jj Diffusion flux of species j (kgm?s™)

Teff Viscous dissipation term
Sh Source of energy (kgm's)
ﬁp Particle velocity vector (ms™)
Fp Drag force on particle (s™)

Pp Particle density (kgm™)

dp Particle diameter (m)

Cp Drag coefficient

Re Particle Reynold number
my, Particle mass (kg)

k Devolatilisation reaction rates constant
foo Initial volatile fraction in fuel particle (%)
fw.o Initial moisture fraction in particle (%)

My o Particle initial weight (kg)
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Aq Pre exponential factor for k
E, Activation energy for k (Jkmol ')

Ap Surface area of particle (m?)
Tw Local temperature of continuous phase
(K)
Dox Partial pressure of oxidant (Nm)
D, Diffusion rate coefficient (m™)
R Universal gas constant (Jkmol 'K
Cp Heat capacity of particle (Jkg'K™)
h Convection heat transfer coefficient
(Wm?ZK™)

hsg Latent heat of devolatilisation (Jkg™!)

€p Particle emissivity

o Stefan-Boltzmann constant (5.67 x 10®
Wm2K™*)

Og Radiation temperature (K)

fn Particle absorb energy fraction from char
combustion

Hyec Heat release by the char combustion
(Jkg™")
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Abstract

The modeling and simulation of free surface flows are
complex and challenging. Especially, the open channel
hydraulics are often modeled by the well-known and ef-
ficient Saint—Venant equations. The possibility of effi-
ciently reducing these partial differential equations into
ordinary differential equations with the use of orthogonal
collocation method is studied with the goal of application
in estimations. The collocation method showed the flexi-
bility of choosing the boundary conditions with respect to
the flow behavior. The results were comparable enough to
the selected finite volume method. Further, a significant
reduction in computational time in the collocation method
is observed. Therefore, the collocation method shows a
good possibility of using it for the real-time estimation of
flow rate in an open channel.

Keywords: orthogonal collocation, open channel, pris-
matic, flow estimation, dynamic modeling

1 Introduction

The real-time estimation of flow rates in fluid flows with
the use of mathematical models is a widely known practice
in the industry, especially in oil drilling processes, hydro
power industry and in agricultural industries. The sim-
plicity and the robustness of the mathematical model are
influential in estimation. However, the modeling and sim-
ulation of free surface flows are complex and challenging.
Especially, the open channel hydraulics are often mod-
eled by the well known and efficient shallow water equa-
tions, which are also known as the Saint—Venant Equa-
tions (SVEs). These are a set of nonlinear, hyperbolic
Fartial Differential Equations (PDEs). These equations
are widely used throughout the history, yet the discretiza-
tion remains tricky which makes it difficult to solve.
Although the classical methods such as finite difference
and finite volume methods are of high precision, it needs
numerous spatial discretization points to obtain a realistic
solution and consumes a considerable amount of compu-
tational time. Hence, these numerical solvers could create
complications in applications of online state and param-
eter estimation. On the contrary, the collocation method,
which is a special case of the weighted residual method,
could lead to simple solutions with less computational

DOI: 10.3384/ecp1713890

time. This method is commonly used in computational
physics for solving PDEs and in chemical engineering for
model reduction.

Therefore, the main aim of this work is to study the
possibility of reducing the PDEs into Ordinary Differen-
tial Equations (ODEs) efficiently, with a future goal of an
application in estimations. This paper describes the nu-
merical approach which is taken to solve the 1-D shallow
water equations in the reduced ODE form. Further, it in-
cludes the verification of the used numerical approach in
comparison to the other well-known and accurate numer-
ical schemes for selected case studies.

In this paper, the orthogonal collocation method is used
for converting the PDEs into ODEs, and then the ODEs
are solved using the Runge—Kutta fourth order numerical
scheme (for the discretization in the time domain). The
Lagrange interpolating polynomials are used for the ap-
proximation of the shallow water equations and the shifted
Legendre polynomials are used for the selection of col-
location points. For the case study, a prismatic channel
with a trapezoidal cross—section along the length is se-
lected as the open channel. Different numbers of colloca-
tion points were tested and the results are compared with
the numerical simulation results obtained from a classi-
cal finite volume method. The finite volume method used
in this study is a semi-discrete, second order and a cen-
tral upwind scheme developed by Kurganov and Petrova
(Kurganov and Petrova, 2007) for the spatial discretiza-
tion and the Runge—Kutta fourth order numerical scheme
for the temporal discretization.

2 Mathematical Model

There are a large number of versions of the SVEs, based
on the physical natures those are assumed upon (Chalfen
and Niemiec, 1986; Chaudhry, 2008). The SVEs are a
set of hyperbolic, non-linear PDEs, and the used version
of the SVEs in this study are derived with the assump-
tions listed below (Chaudhry, 2008; Litrico and Fromion,
2009).

e The pressure distribution is hydrostatic.

e The velocity of the flow is uniform over the cross
section of the channel.
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e The channel is prismatic i.e. the cross sectional area
perpendicular to the flow and the channel bed slope
do not change with the direction of the flow.

e The channel bed slope is small i.e. the cosine of the
angle it makes with the horizontal axis may be re-
placed by unity.

o The head losses in unsteady flow (due to the effect of
boundary friction and turbulence) can be calculated
through resistance laws analogous to those used for
steady flow.

e No lateral inflow rates are considered.

The Equations for a 1D, unsteady, prismatic, open channel
system, can be expressed as,

JdA  dQ0 B

§+§ =0, (D
90  9(Q*/A) 9z o _
at-i-ax-i-Ag(a)c—FSf—Sb)—O, 2)

where A(x,h,t) is the wetted cross sectional area normal
to the flow, &(x,t) is the depth of flow, Q(x,7) is the vol-
umetric flow rate, S¢(Q,x,h) is the friction slope, z is the
absolute fluid level, which changes with the geometry of
the channel, g is the gravitational acceleration, ¢ is the time
and x is the distance along the flow direction (Chow, 1959;
Chaudhry, 2008). The channel bed slope S;(x) is calcu-
lated by —%, which is considered positive when sloping
downwards. The friction slope Sy is calculated from the
Gauckler—Manning—Strickler formulae as shown in Equa-
tion 3 (Chow, 1959),

_ 0[0|ny

S
f AZR%

3)

where ny, is the Manning friction coefficient (k%) and R

is the hydraulic radius given by %. Here, k; is the Strick-
ler friction coefficient and P is the wetted perimeter. The
analytical solution for these equations exists only for the
simplified cases (Chalfen and Niemiec, 1986; Chung and
Kang, 2004; Bulatov, 2014), therefore, these are gener-
ally solved by numerical methods. Two different numer-
ical methods are considered in this study, the orthogonal
collocation method and the Kurganov and Petrova (KP)
Scheme, which are described in the following sections 2.1

where,
n X=X

Li(x) =

&)

R
J#

Here, L;(x) is a weighting function, which is considered
as the basis function for the Lagrange function. Now, the
approximated states can be defined as A, and Q,, where,

Au(x.0) =Y Li@A(r), and ©)
i=0

0ul,1) =Y. Li(¥)Q:(1). )
=0

Using these approximations in the SVEs, the Equations 1
and 2 can be re—written as follows,

aAH an
o | ox

90,  9(02/Ad) dz _
3 I +Aug a"‘sf_sb =Ry, (9

where R;(x,A,Q) and R(x,A, Q) are the residuals and A
and Q are the vectors of the coordinates of A, and Q,,
respectively.

The spatial length x is divided into n — 1 inequidistant
spaces for n nodes, which are named as the collocation
points. Two of these collocation points will be placed at
the boundaries. When the residuals are closer to zero, the
unknowns (A and Q) can be computed for each collocation
point x7.

:Rl7 (8)

+

R] (Xfﬂaa Q_) %07
Rz(xf,A, Q_) %07

i=1,2,...,n

i=1,2,...,n

(10)
Y

The corresponding collocation points x{, can be found by
choosing the points carefully. When the points are at the
roots of any orthogonal polynomial such as the Legen-
dre or Chebyshev polynomial, the approximation error can
be minimized (Isaacson and Keller, 1966; Quarteroni and
Valli, 2008). The Legendre polynomials are selected in
this study. As the number of points are increased, these
collocation points cluster towards the two endpoints of
the selected total length. This prevents the formation of
Runge’s phenomenon, which occurs when the nodes are
equispaced.

When the residuals are closer to zero, the Equations 8
and 9 can be re—written as follows,

d2.2.
o 9Aq + 90, ~0, (12)
2.1 The Orthogonal Collocation Method Jdt  ox
Th : , 90 , 9(Qa/Ad) 9z

e states A and Q in the SVEs can be approximated by + +Aug ( +S;— S,,) ~0. (13)
the general polynomial interpolation, using the Lagrange d1 dx dx
interpolating polynomial (Isaacson and Keller, 1966). The = Fuyrther, the Equation 13 can be simplified as,
Lagrange interpolating polynomial of n™ order for a gen- 5
eral function f(x), at n+ 1 data points, is given by (Szego, 9Q4 & @ _ % %
1939), ot A, dx A2 ox

fa(x) = iZ‘BLi(X)f(xi), 4) +Aq8 <gi +85;— S;,> ~0. (14)
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From the Equations 6 and 7, the derivatives are expressed
as,

0A, &
. :;)L,.jA,-, and (15)
aQ" ZL,,QI, (16)
h
where L/ N 8L,~(x) ;
jj(xt)— ox (17)

The substitution of this expression in the Equations 12 and
14 will give two ODEs.

y ~0, (18)

dt

QZ n
ZLz/Az+

an 2Qa L
L..O:
dt + A, l;') Qi =

dz
A — — ~0. (1
a8 (dx+5f Sb> 0. (19)

At the selected collocation points, the approximated value
is the same as the functional value,

ZLA
ZLQJ

Therefore, the approximated Equations 18 and 19 become
as follows,

a(x=x;,1) Ai(x=x;,¢) and  (20)

= Qi(x = x;,1). 21

)C—.Xl,

dA; /
d ij = 0 and (22)
Y 2Q1
dt le]Ql AZ ZLUA
dz
+A;g <dx +S8r— S},) =0. (23)

which produces a set of ODEs as shown in Equations 24
and 25.

n

Ai= - ZLijQi (24
i=0

. 20i & 07 &

Qi= - ZZL[jQi+7§ZL,'in
Ai 5 7

dz .
g (dx +sf_s,,> , i=0,1,..,n(25)

Two more equations can be build up using the boundary
conditions, which we can choose according to the condi-
tion of the flow. For sub—critical flows, one boundary can
be chosen from the upstream and the other from the down-
stream. For super—critical flows, both the boundaries have
to be on the upstream (Georges et al., 2000).

DOI: 10.3384/ecp1713890

To obtain a stable solution, the discretized time At,
should satisfy the ‘current number condition’ Cr (Dul-
hoste et al., 2004),

At 1

Cr= —
T A | +¢’

(26)

where v is the velocity and c is the celerity. The celerity

for a trapezoidal channel is defined as 4/ g%, where T is

the top width of the free surface of the channel.

2.1.1 Selection of Collocation Points for Different
Number of Points (n)

The points are selected using the Legendre polynomials.
The Legendre functions of the first kind is selected over
the Chebyshev polynomials of the first kind, due to the less
numerical oscillations given by the Legendre functions.

The Legendre polynomials are a set of orthogonal poly-
nomials, which are the solutions to the Legendre differen-
tial equations (Whittaker and Watson, 1920). The Leg-
endre polynomials are in the range of x € [—1,1] and
the shifted Legendre polynomials are analogous to the
Legendre polynomials, but are in the range of x € [0, 1].
Therefore, the shifted Legendre polynomials are selected
in this study, due to the easiness in converting the col-
location points over the selected channel. The shifted
Legendre polynomials of the first kind can be generated
from the Rodrgues’ formulae (Equation 27) (Whittaker
and Watson, 1920; Isaacson and Keller, 1966; Quarteroni
and Valli, 2008),

1 4"
Pax) = n! dx"

{(xzfx)"}.

2.1.2 Development of the ODEs for a Sample Set of
Collocation Points

27)

The polynomials P,(x) for n from 3 to 5 can be derived
from the Equation 27 as follows,

Pi(x) =2x—1, n=3,
Po(x) = 6x* —6x+1, =4, (28)
P3(x) =20x° = 306> +12x—1, n=>5.

Each collocation point x;, lies at the roots of these poly-
nomials along the normalized length of the channel. For a
channel with a length of /, the positions of the collocation
points can be expressed as follows,

€10,0.51,1], i=1,2,3
€10,0.21131,0.78871,1], i=1,2,3,4 (29)
€10,0.11271,0.51,0.88731,1]. i=1,2,3,4,5

For a case of three collocation points (n = 3), the corre-
sponding Lagrange interpolating polynomial coefficients,
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L', can be calculated by differentiating L(x) with respect
to x from the Equation 5,

vy d (x=x x—x) _ (r—x)+(x—x)
Lo =g <x1X2 g x1x3> T ) )
roy_d (x—xi o x—x\ _ (x—x3)+(x—x1)
Lo(x) dx (xz—xl 8 Xz—x3> () (e —xs)’
roy o d (x=x1  x-x\_ (x—x)+ ( x1)
L) Cdx <x3 —X] 8 X3 —X2> B (x3 —x1) (23 —x2)

The coefficient matrix L  at each collocation point x;, can
be calculated by solving L; at each point (L; (x = x;)), us-
ing the position values from Equation 29. The coefficient
matrix for the case of the three collocation points is as fol-

lows,
T

) Ly 1 -3 4 -1
L =|L| = 7 -1 0 1
Ls 1 -4 3
Similarly, for n = 4,
—7.0005 8.1964 —2.1959 1
L/ - l —2.7326 1.7328 1.73190 —0.7321
— 1| 0.7321 —1.7319 —1.7328 2.7326 |’
-1 2.1959 —8.1964  7.0005
and forn =15,
—13.0001 14.7884 —2.6666 1.8783 -1
, —5.3239 3.8731 2.0656 —1.2910 —0.6762
L =- 1.5 —3.2275 0 3.2275 —-1.5
—0.6762 1.291 —2.0656 —3.8731 5.3239
1 —1.8783 2.6666 —14.7884  13.0001

The substitution of the L in Equations 24 and 25, will
give the corresponding set of ODEs. The ODEs for the
case of the three collocation points are as follows,

A= (301440, 05), (0)
A = %(—Ql +03), (31)
A= ;(Ql —40,+303), (32)
01 = —i‘%( 30 +4Q2—Q3)+AQ221( 3A1 +4A; — A3)

—Ag (% +Sy —Sb>, (33)
0r= ZQZ( 01+03)+ AQQ%Z(*AI +A3)

2

—Arg (% +Sy, —Sb) , (34)
= f@(gl 40, +303) + AQ%% (A —4A; +343)

—Asg (% +S7, —Sb> . 35)

One or two equations from the above set of equations, can
be replaced by the chosen boundary conditions.
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2.2 The Kurganov and Petrova (KP) Scheme

The KP scheme (Kurganov and Petrova, 2007) is a well
balanced scheme which utilizes a central upwind scheme.
Further, it does not have the Reimann problem. To illus-
trate this scheme, the SVEs stated in Equations 1 and 2 are
re—written as follows,

U OF
S+, (36)
where,
A
v = _Q} ; (37)
Po=|g] we (38)
LA
’ 0
S T ag(E 489 (39)

The space is discretized in to a grid for a finite volume cell
of a cell size of Ax and X 1 <x; < Xy 1 in a uniform grid.
The KP scheme for the given Equation 36, can be written
as the following set of ODEs,

5 H. | —H,

o=

(40)

where Hj (1)
the cell interfaces (Kurganov and Petrova, 2007; Sharma,
2015; Vytvytskyi et al., 2015). More details in this scheme
is included in (Kurganov and Petrova, 2007). The time
step At is restricted by the standard Courant—Friederich—
Levy (CFL) condition as follows (Kurganov and Petrova,
2007; Bollermann et al., 2013),

are the central upwind numerical fluxes at

CFL = Ixmfx aj+% < X 41
where alil is a one sided local speed of propagation.
2

2.3 The Parameters of the Open Channel

The selected open channel is a prismatic channel with a
trapezoidal cross section. The total length / of the chan-
nel is 2.95 m. The bottom width of the channel is 0.2 m,
with a zero channel bed slope S;. The Strickler friction

. . 1/3
coefficient, kg is taken as 42 %

DZmI

295m 02m

Figure 1. Plan View and the Side Elevation of the Prismatic
Channel
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Figure 2. Comparison of the Flow Rates between the KP
method and OC Method, at the Three Collocation Points. ‘KP ’:
Results from KP, ‘C ’: Results from OC

3 Simulation, Results and Discussion

A prismatic channel is selected for the dynamic simu-
lations in MATLAB(9.0.1), with three cases of different
number of collocation points. For the collocation method,
the selected boundary conditions are the flow rate into
the channel and the wetted cross sectional area out of the
channel. For the simulations with KP, the two boundaries
are the flow rates into and out of the channel. For both
the methods, the sets of ODEs are solved by the use of
Runge Kutta fourth order numerical scheme with a fixed
step length.

3.1 Simulation Setup

The simulations for the KP method were started from a
steady state, and after 60 seconds, the volumetric flow rate

at the inlet was changed from 0.0022 to 0.0024 mTB within
20 seconds. This increased flow rate was maintained for
about 120 seconds, and then it was reduced back to the
previous value within 20 seconds. The flow rate at the end

of the channel was kept at the same value of 0.0022 m;,
throughout the simulations.

The inlet flow rate conditions of the KP method and the
outlet wetted cross section area resulted from the simula-
tions, were used as the boundary conditions for the simu-
lations of the collocation method.

3.2 Results and Discussion

Three case studies were simulated using the orthogonal
collocation (OC) method. Those results are compared
with the results from the KP method and are described in
the sections 3.2.1, 3.2.2 and 3.2.3.

3.2.1 Case 1: Three Collocation Points (n=3)

The results from the simulations of the KP scheme are
compared with the results from the method with three col-
location points. The volumetric flow rates and the heights
of the fluid level at the three points are shown in Figures 2
and 3, respectively.

DOI: 10.3384/ecp1713890

120 240
Time (s)

Figure 3. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Three Collocation Points.
‘KP ’: Results from KP, ‘C ’: Results from OC

The flow rates obtained from the collocation method
are similar to the results from the KP method, but with a
few numerical oscillations. At the start of the simulation,
the numerical oscillations can be observed due to the
unsteady state conditions in the collocation method.
These deviations can also be clearly seen in the deviations
of the heights in Figure 3 at the beginning. During the
transient conditions, the flow rate at the middle of the
channel, which is obtained by the collocation method,
i.e. Q> C in Figure 3 after 60 seconds, has less numerical

-3
2410
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Volumetric Flow Rate ()

e AN o000

PN

0 60 120 180 240
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Figure 4. Comparison of the Flow Rates between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

§ et mama
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Figure 5. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC
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oscillations than the same from the KP method, but the
flow rate at the end of the channel i.e. Q3 C has more
oscillations than from the KP method.

3.2.2 Case 2: Four Collocation Points (n=4)

The volumetric flow rates and the heights of the fluid level
at the selected four points, are shown in Figures 4 and 5,
respectively.

The results of the simulation from the OC method
with four collocation points are more comparable with
the results from the KP method, than the same with
the three collocation points. Although the amplitude
of the oscillations are reduced, the frequency of the
oscillations are increased than in the previous case (in
section 3.2.1). The reason could be the dual effect of the
better approximation due to the increase of the number
of collocation points, and the oscillatory behavior of
the polynomial approximation due to the increase of the
order of the polynomial. This could be observed fur-
ther by increasing the number of collocation points to five.

3.2.3 Case 3: Five Collocation Points (n=5)

The results for the five collocation points are shown in
Figures 6 and 7, respectively. The better approximation
due to the increase of the number of collocation points
has dominated over the oscillatory behavior caused by
the increase of the order of the polynomial, as shown in
Figure 6. The oscillations in OC method are the same
as from KP, except for Qs C, which is at the end of the
channel.

3.2.4 Selection of an Orthogonal Polynomial for the
Collocation Points

A comparison between the Legendre and Chebyshev poly-
nomials of the first kind was done to justify the selection
of the Legendre polynomial. The simulations were done
for the case of five collocation points. As shown in the
zoomed areas of the Figure 8, it can be justified that the
Legendre polynomials tend to produce less oscillations
compared to the Chebyshev polynomials.

The OC method is accurate enough with four or more
collocation points, as oppose to the numerous discretiza-
tion points (100) in the KP method. Therefore, to satisfy
the CFL condition, the time step Ar of the KP scheme has
to be small due to the small Ax. On the contrary, to satisfy
the different Current number condition, the OC method
allows a larger time step due to the comparatively bigger
Ax. Altogether, the computational time taken for the OC
method was about 5-20 times less than the computational
time taken by the KP method. Handling the ODE:s that are
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Figure 6. Comparison of the Flow Rates between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC
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Figure 7. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC
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Figure 8. Comparison of the Legendre and Chebyshev poly-
nomials of the first kind. (dashed lines: Results from KP at
different collocation points, dotted lines: Results from the OC
using Chebyshev polynomials, solid lines: Results from OC us-
ing Legendre polynomials.

generated by the OC method is computationally simpler
than the KP method. Further, it has a considerably similar
accuracy, specially takes much less computational time,
which makes the use of OC method in the application of
online state and parameter estimation, to be promising.

4 Conclusion

The possibility of efficiently reducing the PDEs into ordi-
nary differential equations (ODESs) using orthogonal col-
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location method, is studied with the goal of application
in state and parameter estimations in real-time. The col-
location method showed the flexibility of choosing the
boundary conditions with respect to the flow behavior.
The results were comparable enough to the selected finite
volume method, which is a widely used, central-upwind
scheme. Further, a significant reduction in the computa-
tional time in the collocation method is observed. There-
fore, the collocation method shows a promising potential
of using it in the estimation of state and parameters of open
channel flows.
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Evaluation of drag models
for CFD simulation of fluidized bed biomass gasification
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Abstract

Gasification of biomass into suitable feedstock has
become a feasible alternative technology for reducing
the use of energy feedstock from fossil sources. Usually,
fluidized bed technology is used in the biomass
gasification reactor.

Optimization of a fluidized bed reactor needs to take
into account the bed behavior in the presence of both
biomass and bed material, as well as chemical
conversion of particles and volatiles, among other
process parameters. CFD simulation of the process is a
valuable tool to go about the optimization. However,
simulation result validation is limited by the accuracy of
input parameters such as those characterizing several
drag models given in the literature. This study is
focusing on the drag model parameters.

The simulation is aimed at validating some of the
commonly used models for drag forces against the bed
material(s) used in the fluidized bed gasification reactor.
Drag models included in this study are those given by
Syamlal and O’Brien, Gidaspow, and BVK. The MFiX
CFD-software (version 2016.1) from The National
Energy Technology Laboratory (NETL) is used. The
Two-Fluid Model (TFM) are applied for comparison of
the results. The key factors for validation of the drag
models are based on the superficial gas velocity at the
minimum fluidization condition and the degree of bed
expansion.

The simulation results show that the minimum
fluidization velocity could be predicted using the
Gidaspow and BVK drag models by adjusting the
particle diameter used in the simulation. For the Syamlal
& O’Brien drag model, two parameters are fitted to
predict the minimum fluidization velocity. The bubbling
bed behavior is not captured using the Syamlal &
O’Brien drag model while Gidaspow and BVK drag
models fairly captures this phenomenon. The bed
expansion from the simulation is higher than that
observed in the experiment, and the deviation is even
higher with the Syamlal & O’Brien drag model.

Keywords:  CFD, fluidized bed, drag model, TFM

1 Introduction

This studt is part of ongoing research project at
Porsgrunn campus of University College of Southeast

DOI: 10.3384/ecp1713897

Norway, aiming at improving on the processes utilizing
alternative fuels from biomaterials.

1.1 Background

Gasification of biomass into suitable feedstock for
energy production has become a feasible alternative
technology for reducing the use of energy feedstock
from fossil sources. Usually, fluidized bed technology is
used in the biomass gasification reactor

Optimization of a fluidized bed for a biomass
gasification process needs to take into account the
fluidization behavior of a mixture of biomass and bed
material, as well as chemical conversion of particles and
volatiles, among other process parameters. CFD
simulation of the process is a valuable tool to go about
the optimization. However, simulation result validation
is limited by the accuracy of input parameters such as
those characterizing several drag models given in the
literature. Due to limited space, this study is focusing on
the drag model parameters.

The simulation setup is based on the physical
dimensions used in a cold flow experiments (1.5 m high,
8.4 cm diameter). This study supports simulation of a
20 kW fluidized bed gasification reactor located at
University College of Southeast Norway.

1.2 Aims

The simulation is aimed at validating some of the
commonly used models for drag forces against the bed
material used in the fluidized bed gasification reactor.
Drag models included in this study are those given by
Syamlal and O’Brien (Syamlal & O'Brien, 1988),
Gidaspow (Ding & Gidaspow, 1990), and Beetstra et al.
(BVK model) (Beetstra et al., 2007).

2 Methods

The bed material has been characterized, and tested in
cold bed setup. The results are compared with CFD
simulations using different drag models. The key factors
for validation of the drag models are based on the
superficial gas velocity at the minimum fluidization
condition and the degree of bed expansion. Distribution
of void fraction and bubbles within the bed are also
considered.
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2.1 Cold bed experimental setup

The experimental setup consists of a vertical cylindrical
column of height 1.5 m and base diameter of 0.084 m as
shown in Figure 1. The bottom of the column is fitted
with a porous plate. The porous plate ensures even
distribution of air within the bed. The rig is fitted with
ten pressure sensors, measuring the fluid pressure in the
column up to the height of about 1.0 m. The pressure
measurement P2 is placed 0.038 m above porous plate.
Compressed air at ambient temperature is used as the
fluidizing medium. Characterization of bed material and
the experimental conditions are given in Table 1 and
Table 2.

4> Air out
A
P10
Freeboard |27
pPs
1.5m - IO.I m
ro
I:Ib 10 equally-
spaced
hy=0.40 m Particles pa Dpressure
taps
P3
v P2
Porous / =}y
lat
pate Plenum 0.3 m
Airin " p_gog4m AT

Figure 1. Physical dimensions of the fluidized bed
column. Positions of pressure sensors P1 to P10 are
indicated.

The experiments were conducted at increasing gas flow
rate from 0.02 m/s to 0.40 m/s. For each volumetric
airflow rate, the pressure data were acquired over 60 s.
Two cases were demonstrated to compare the influence
of gas distributor plate on the hydrodynamics of the bed.
In one case, the porous plate is fitted while air is allowed
into the bed across the plate. In the second case, the plate
was removed for the same range of gas velocities. With

! https://mfix.netl.doe.gov/
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porous plate removed, the bed material falls down into
plenum, and extra bed material was added to
compensate the dead zone below air inlet. With the
porous plate in place, the pressure drops across the bed

at two different positions were computed from % =
(P2 — P4)/L and % = (P4 — P6)/L, where L=
0.02 m. With no porous plate, the pressure drops were
obtained from % = (P1-P3)/L and % = (P3 -
P5)/L.

Table 1. Characterization of bed material.

Sand particles
Sauter particle diameter 484 um
Sphericity 0.75
Particle density 2650 kg/m?
Bulk density 1444 kg/m?
Calculated solids void fraction | 0.545

Table 2. Experimental conditions.

Fluid Compressed air
Fluid temperature Ambient
Fluidizing air velocity 0.02 to 0.40 m/s
Initial bed height A¢ 0.40 m

Outlet pressure Atmospheric

2.2 CFD Simulation software

The CFD simulations are performed using the MFiX
CFD-software (version 2016.1) from The National
Energy Technology Laboratory (NETL)!. The theory
used for simulations is outlined by Syamlal et al.
(Syamlal et al., 1993) and a brief overview of MFiX
equations is given by Li et al. (Li et al., 2010).

The interaction of solids and fluid has been simulated
using the two-fluid-model (TFM), which is an Euler-
Euler fluid-particle multiphase transport model. For
fluidized beds, the Eulerian formulation of the solid
phase conservation equations is favorable due to the
high solids loading occurring in such systems. The solid
phase is treated as a continuous fluid although it actually
consists of many individual particles. Thus, the
tangential and normal forces are represented by a solids
viscosity and the so-called solid pressure. Furthermore,
a model for the drag force between the phases is
required. One disadvantage of the Eulerian approach is
the necessity to use a separate set of conservation
equations for each size and density class of particles.
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2.3 Particle diameter in fluid dynamics

Fluid-particles drag forces mostly characterize the
fluidized beds. The drag forces act against the forces due
to the weight of solid particles in the bed. At the
minimum fluidization condition, these two opposite
forces become equal. This indicates that the bed bulk
density (product of material density and the solids
volume fraction), is a key input parameter for the
simulation. Since the fluid-particles drag forces depends
on the particle size, particle size distribution and particle
shape, these parameters play also key roles in the
simulation inputs. Most models for calculating drag
forces assume spherical and mono-sized particles, thus
it is necessary to apply some corrections factors to
account for differences in simulation model against the
real situation when the non-spherical particles are used.
In general, this can be achieved by replacing the nominal
particle diameter with an equivalent diameter that
results in the correct forces calculated.

The Sauter mean diameter, D4, is commonly used to
characterize particles having the same volume/surface
area ratio as a particle of interest. In its simplest form, it
can be expressed as:

Y
D sd — 6 Ap (1)
where V, and A, are the volume and the surface area of
the particle, respectively. Several measurements are
usually carried out to obtain the average value.

Another property characterizing particles is the
sphericity, which measures the extent a single particle
resembles a perfect spherical particle. As defined by
Wadell (Wadell, 1935), it is the ratio of the surface area
of a sphere (with the same volume as the given particle)
to the surface area of the particle:

~ n1/3(6l/;,)2/3

= A
Another definition is given by Krumbein (Krumbein,
1941) as:

@

Vv, D
c c

where V. and D, are the volume and the diameter of a
circumscribed sphere around the particle, respectively,
and Dy, is the nominal diameter of the particle. Nominal
diameter of particle can be considered as the average
diameter of sieve used and the circumscribed sphere
diameter can be obtained from optical measurements.
The effect of broad or narrow particle size
distribution (PSD) on the decision made on which
equivalent diameter results in the correct forces, is not
well described in literature. Furthermore, the outcome
of a measurement of PSD depends on the method used
(optical measurements, sieving, laser diffraction etc).
For this study, the equivalent diameter, D,, used in the
simulation is obtained by trials based on computation of
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minimum fluidization velocity and comparing the
results with the experimental data. The trial simulation
is initiated with the effective particle diameter @D,
which corresponds to the equivalent diameter where
a = 1 as given in Equation (4).

Deq = P % D, “4)

2.4 Drag models

The drag models considered in this study are those given
by Syamlal and O’Brien (Syamlal & O'Brien, 1988),
Gidaspow (Ding & Gidaspow, 1990), and Beetstra et al.
(BVK model) (Beetstra et al, 2007). The
implementation in MFiX software requires no further
input for the Gidaspow and BVK models. The MFiX
implementation of the Syamlal and O’Brien drag model
requires two parameters to fit the experimental data or
calculated value for minimum fluidization velocity. A
calculation sheet for this parameter fitting is supplied at
the NETL web site (Syamlal). The parameters used for
this work are given in Table 3.

Table 3. Syamlal and O’Brien drag model parameters

Particle Parameter cl Parameter dl
diameter

484 pm 0.299 8.70669

363 um 0.428 6.50441

2.5 CFD Simulation Parameters

The simulation parameters are listed in Table 4.

Table 4. CFD simulation parameters.

Materials:
Fluid: Air, density = 0.001178 g/cm?
Particles: See Table 1

TFM parameters.

Coefficient of Restitution

Particle-Particle 0.95

Particle-Wall 1.0

Specularity 0.6
Friction Coefficient 0.5
Friction Angle 60.0
Minimum Solid Fraction 0.5
Packed Void Fraction 0.455

Simulation Grid = 2D Cartesian:
X Length = 8.4 cm 10 X-Cells 4 0.84 cm
Y Length = 150 cm 100 Y-Cells 4 1.5 cm

Boundary Conditions:

Mass Inflow bottom at 300K
Gas velocities varied

Pressure outflow top at 101325 Ba
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3 Results and discussion

The minimum gas velocity for fluidization is obtained
from the variation of the calculated bed pressure drops
with gas velocities. Typically, the pressure drop over the
bed is linearly increasing with gas velocity for gas
velocities below the minimum fluidization velocity, and
invariant of gas velocities above the minimum
fluidization velocity. Bubbles rising in the fluidized bed
results in fluctuations of the pressure drops. The
reported data for pressure drops are timed-average
values taken over the last 1.5min of the 4 min
simulation time. The minimum fluidization velocity is
obtained at the point of intersection between the lines
fitting the data within the fixed and fluidized states.

The rate of bubble rise and eruption from the bed is
visible through the increase in pressure fluctuations, and
based on this the bubble frequency is calculated for
different velocities. Similarly, the time profile of void
fraction at a fixed height also gives information about
bubble frequency and size.

In the simulation, the total bed height at a given gas
velocity is deduced from the pressure profile along the
vertical positions in the column. The center of the lowest
computational cell where there is no further increase in
pressure is used as the top of bed; see Figure 2 for an
example. This method results in a small systematic error
due to a limited cell resolution used for the calculation.
The error is cancelled out when calculating the bed
height increase.

Vertical pressure profile
7000
6000
5000
4000
3000

2000

A pressure versus top [Pa]

1000

0 15 30 45 60 75 90 105120135150

Y-grid position above bottom [cm]

Figure 2 Vertical pressure profile taken for X-grid

=4.2 cm (middle). The top of bed is marked with the
circle. This curve shows results from Gidaspow drag
model simulation for 0.21 m/s superficial gas velocity
(319 um particles); see Figure 14. The pressure profile
also shows an evidence of bubble flow at height = 28 cm.
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3.1 Cold bed results

The experimental bed pressure drops at different gas
velocities are shown in Figure 3. Results from similar
runs with the porous distributor plate removed are also
shown. From these results, the minimum fluidization
velocity of the sand particles is determined as 0.156 m/s
for the case with gas distributor. For the case where
there is no gas distributor, the figure shows that a
slightly higher minimum fluidization velocity could be
obtained. The results also show that the bed pressure
drop is lower without a gas distributor for the same
superficial air velocity. There are also variations in the
maximum pressure drops in both cases compared with
the static pressure due to weight of the bed.

Bed pressure drop

20 000
XK X

18 000 G XX
16 000 >:<

14000 X
12 000 X
10 000 X
X

8 000 X

X
6 000
4000
2 000

XXxx X X x X

Bed A pressure [Pa/m]

0.0 0.1 0.2 0.3 0.4

Superficial gas velocity [m/s]

X  Experimental with distributor

X  Experimental without distributor

Calc. fluidized bed delta pressure

Minimum fluidization velocity

Figure 3. Experimental bed pressure drop. The red line
shows static pressure calculated from weight of bed
material.

3.2 CFD Simulation Results

Initial simulations were performed using the sphericity
corrected nominal diameter, that is for a=1 in
Equation (4). Results from simulations are shown in
Figure 4 through Figure 6 for the different drag models.
The simulated minimum fluidization velocity based on
Syamlal & O’Brien drag model agrees very well with
the experimental result as expected since the model
parameters have been fitted. Moreover, the agreement
between the simulated result and the experimental data
is better using the BVK drag model compared with the
Gidaspow drag model. For the bed height increase, there
is a significant variation in the results obtained from the
different drag models.
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It should be noted that for further comparison of the drag
models, each drag model is modified by incorporating
the effect of sphericity in the nominal particle diameter
as described in Equation (4). The value of the parameter
a for each drag model is obtained by trial based on the
simulated minimum fluidization velocity compared with
the experimental data. Linear interpolation is also
employed to reduce the number of trial simulations. The
results are summarized in Table 5 and Figure 7. When
the optimum particle diameter are used, all the drag
models give the same minimum fluidization velocity as
the experiment.

Syamlal & O'Brien drag model

8000 0.16
— 7000 . * 0.14
é_w Vi / —_
= 6 000 --yo-0-¢-8 § 012 E
— / —
S 5000 ¢ o 010 £
a ’ ’ et
@ 4000 L p 0.08 @
3 ’ ¢
2 3000 ; o 0.06 <
S 2000 ® 004 ©
cqﬁ, / ; ! o0
1000 |- o -o$- 0.02
- L ! 0.00

0.0 0.1 0.2 0.3 0.4
Superficial Gas Velocity [m/s]

Figure 4. Bed pressure drop (red-left) and bed height
increase (blue-right) from simulation using Syamlal &
O’Brien drag model, particle diameter 363 pm. Error bars
indicate variation due to bubbles. Dotted line marks the
experimental minimum fluidization velocity.

Gidaspow drag model

8000 0.16
— 7000 = 0.14
/ —
£ 6000 7&““% 012 €
S 5000 ¢ - 010 £
g 4000 s ) 0.08 @
5 od *e o =
S 3000 5 p 0.06 <
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0 0.1 0.2 0.3 0.4
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Figure 5. Bed pressure drop (red-left) and bed height
increase (blue-right) from simulation using Gidaspow drag
model, particle diameter 363 um. Error bars indicate
variation due to bubbles. Dotted line marks the
experimental minimum fluidization velocity.
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BVK drag model
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Figure 6. Bed pressure drop (red-left) and bed height
increase (blue-right) from simulation using BVK drag
model, particle diameter 363 um. Error bars indicate
variation due to bubbles. Dotted line marks the
experimental minimum fluidization velocity.

Table 5. Minimum fluidization velocity from simulations
using various particle diameters and drag models. The
experimentally determined minimum fluidization velocity
is 0.156 m/s. The value a refers to Equation (4).

Particle | Syamlal & | Gidaspow BVK
diameter O'Brien
(fitted)
242 pm 0.076 m/s | 0.075 m/s
363 pm 0.156m/s | 0.200 m/s | 0.167 m/s
484 pm 0.153m/s | 0.330 m/s | 0.350 m/s
Optimum diameter 319 um 358 um
from interpolation a=145 a=1.05

3.3 Bed behavior

The simulated bed heights at different gas velocities are
compared for  different drag models as
shown in Figure 8. The optimum equivalent diameters
from Table 5 are used for these simulations. The two
different particle diameters using Syamlal & O'Brien
drag model show identical bed behavior: Steady
increase in the bed height and particulate fluidization
above minimum fluidization velocity. No evidence of
bubble flow using this model.

Using the Gidaspow and BVK drag models, the bed
shows a similar behavior. There is a strong evidence of
a well-defined bubble formation and less defined bed
height. The bed height obtained from these models are
smaller than those from the Syamlal & O'Brien drag
model for the same gas velocity above the minimum
fluidization velocity. However, the results from the
BVK model are slightly lower when compared with
those from the Gidaspow model. The two sets of
simulations using BVK drag model with two close
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particle diameters do not overlap, indicating strong
sensitivity of this model with particle diameter.

Variable particle diameter in
simulation

0.40
0.35 }
0.30 /
0.25 P
0.20 s
0.15 /‘ ®
0.10 -~
0.05
0.00

Minimum fluidization velocity [m/s]
\

200 300 400 500

Particle diameter [um]

® Syamlal & O'Brien (fitted)
Gidaspow

A BVK
Experimental
Interpolated (Gidaspow)

= = =Interpolated (BVK)

Figure 7. Minimum fluidization velocity from simulations
using particle diameters 242, 363 and 484 pm.

Figure 9 shows the simulated pressure drops using
different drag models as compared with the
experimental data. As the superficial gas velocity is
increased, the bed pressure drop per unit length
increases up to the minimum fluidization velocity. As
can be seen, the simulation results lie between the two
sets of experimental data. The experimental data show a
substantial effect of using a distributor plate. The lower
pressure drop without distributor plate might be
explained from the channeling effects where only a part
of the bed is lifted upon fluidization. The red line in
Figure 9 corresponds to the calculated static pressure
from lifting the weight of the bed, which is independent
on bed height though. Theoretically, this corresponds to
the bed pressure drop at the point of minimum
fluidization velocity.
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Height of bed from simulation
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Figure 8. Height of bed from simulation.

Slightly above the point of minimum fluidization
velocity, the bed pressure drop decreases and then
remains constant. This effect is also accompanied with
a slight bed expansion to allow passage of bubbles. As
the bed remains in bubbling regime, the bed pressure
drop remains constant. This behavior is also captured
with the simulation results.

In (Agu et al., 2017), the solids fraction distribution
was measured at different gas velocities in a set up
equipped with a dual-plane FElectrical Capacitance
Tomography (ECT) sensors with the 484 um sand
particles as the bed material. Figure 10 and Figure 11
show the ECT images of the solid fraction in the bed,
which are stacked in time for 10 s of the airflow at 0.25
and 0.31 m/s, respectively. The number of bubbles
passing through the bed per unit time can easily be seen.
The bubbles coalesce into single larger bubbles as they
rise up the bed.
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Bed pressure drop
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Figure 9. Bed pressure drop per unit bed length,
experimental and simulated.
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Figure 10. ECT images for 10 s of the flow in bed of
483 um sand particles at 25 cm/s: (a) lower plane: 15.7 cm
from the bottom (b) upper plane: 28.7 cm from bottom.
Time axis increases from top to bottom.

Variations of simulated pressure at the bottom of the bed 05 100 E 0
against the time are shown in Figure 12 through Figure
17. The variations of void fraction at the same position 0.45 200 g 0.45
in the bed are also shown for comparison. 04 ? 04
Table 6 compares the computed bubble frequencies 300
based on the simulation using the Gidaspow and BVK . {0.35 _ {035
drag models and with those obtained from the N o 400
experimental results shown in Figure 10 and Figure 11. e 1°° S 1%°
For the Syamlal & O’Brien drag model, no bubble flow = 025 = 50 025
is predicted. As can be seen, the bubble frequencies = E 00
from the Gidaspow and BVK are fairly in agreement 102 ? 102
with the experimental data. 700
0.15 D 0.15
Table 6. Frequency of bubbles escaping the bed. 01 o0 (:' 01
Superficial | Gidaspow | BVK drag | Experimental 0.05 900 0.05
gas drag model (28.7 cm from o 1000 ? o
velocity model bottom) 1032
0.19 m/s 5 651 5 651 Bed width Bed width
0.23 - 22— 22— (@) (b)
0.31 m/s 265t 265"
0.25 m/s 1551 Figure 11. ECT images for 10 s of the flow in bed of
1 483 pm sand particles at 31 cm/s: (a) lower plane: 15.7 cm
0.31 m/s Lls from the bottom (b) upper plane: 28.7 cm from bottom.
Time axis increases from top to bottom.
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Figure 12. Syamlal & O’Brien drag model simulation for 0.21 m/s intrinsic gas velocity (363 pum particles). Top right shows

time profile for void fraction at initial top of bed (scale 0.4 to 1.0).

of bed (scale A pressure range 700 Pa).

Bottom right shows time profile for pressure at bottom
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Figure 13. Syamlal & O’Brien drag model simulation for 0.31 m/s intrinsic gas velocity (363 um particles). Top right shows
time profile for void fraction at top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed
(scale A pressure range 2200 Pa). More channeling evolved at later simulation times.
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Figure 14. Gidaspow drag model simulation for 0.21 m/s intrinsic gas velocity (319 um particles). Top right shows time
profile for void fraction at top of bed. Bottom right shows time profile for pressure at bottom of bed (scale A pressure range
700 Pa).
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Figure 15. Gidaspow drag model simulation for 0.31 m/s intrinsic gas velocity (319 um particles). Top right shows time
profile for void fraction at top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale
A pressure range 2200 Pa).

DOL: 10.3384/ecp1713897 Proceedings of the 58th SIMS 105
September 25th - 27th, Reykjavik, Iceland



——0.72404
0.58606

4.481e-01

Time: 3.5 sec

Figure 16. BVK drag model simulation for 0.23 m/s intrinsic
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gas velocity. Top right shows time profile for void fraction at

top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale A pressure range 400 Pa).
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Figure 17. BVK drag model simulation for 0.31 m/s intrinsic gas velocity. Top right shows time profile for void fraction at
top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale A pressure range 2000 Pa).
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4 Conclusions

The Syamlal & O’Brien drag model parameters are
fitted versus the experimental minimum fluidization
velocity and thereby reproduce this bed behavior
independent from choice of particle diameter used in
simulation. This allows for the number of particles in
simulation being close to the actual number of particles
used experimentally. The bubbling bed behavior was
not captured.

The BVK drag model reproduced the experimental
minimum fluidization velocity when sphericity
corrected diameter of particles were used. On the other
hand, simulations using alternative particle diameters
showed rather high sensitivity to simulation particle
diameter, and verification versus experimental data is
recommended.

The Gidaspow drag model resulted in a rather large
deviation from experimental results when the sphericity
corrected diameter was used. On the other hand,
optimizing the simulation particle diameter resulted in
bed behavior close to using the BVK drag model. Both
models resulted in similar bed height increase and
bubble size and frequency. There was a significant
deviation from experimental results on bed height
increase (unit length pressure drop) and bubble
frequency for both models.
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Abstract

Homeostasis refers to the ability of organisms and cells to
maintain a stable internal environment even in the pres-
ence of a changing external environment. On the cel-
lular level many compounds such as ions, pH, proteins,
and transcription factors have been shown to be tightly
regulated, and mathematical models of biochemical net-
works play a major role in elucidating the mechanisms
behind this behaviour. Of particular interest is the con-
trol theoretic properties of these models, e.g. stability and
robustness. The simplest models consist of two com-
ponents, a controlled compound and a controller com-
pound. We have previously explored how signalling be-
tween these two compounds can be arranged in order for
the network to display homeostasis, and have constructed
a class of eight two-component reaction kinetic networks
with negative feedback that shows set-point tracking and
disturbance rejection properties. Here, we take a closer
look at the stability and robust control inherent to this
class of systems. We show how these systems can be
described as negative feedback connections of two non-
linear sub-systems, and show that both sub-systems are
output strictly passive and zero-state detectable. Using a
passivity-based approach, we show that all eight systems
in this class of two-component networks are asymptoti-
cally stable.

Keywords: Passivity, homeostasis, adaptation, stability,
robust control, integral control, negative feedback

1 Introduction

Control theoretic methods are useful when uncovering the
mechanism behind cellular control processes. Especially
properties such as stability and robust control are of in-
terest. One structure with these properties is the negative
feedback connection, which is employed in several bio-
chemical processes, such as the regulation of enzyme syn-
thesis and activity (Keener and Sneyd, 2009; Tyson and
Othmer, 1978). Other more complicated control systems,
such as the control of calcium in yeast cells, have also been
analysed in this manner (Liu, 2012). We have previously
investigated a class of simple two-component biochemical
networks displaying homeostasis. These networks have
been used in modelling ionic homeostasis in enterocytes
(Thorsen et al., 2014), the development of biochemical
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controllers with robust control to perturbations changing
rapidly in time (Fjeld et al., 2017), and developing yeast
cells with an increased tolerance to high copper concen-
trations (Thorsen et al., 2016a). The networks consist of
a controlled compound x; and a controller compound x»,
and through certain signalling reactions between these two
compounds, the systems form negative feedback connec-
tions with integral action, giving robust control of x;. We
have identified eight such two-component systems, termed
controller motifs (Drengstig et al., 2012). Figure 1 shows
the structure of these controller motifs. For the class of
two-component systems considered here, x; acts on either
the synthesis or the degradation of x,, and x, acts on ei-
ther the synthesis or the degradation of x;. This gives eight
controller motifs with two components, each acting on the
other through a single signalling reaction.

[ ]
] \
/ 1 \
/ N \
o 7 PAERN 6 \
S Y SNl 0\ B
// / A \\
/ ‘I \‘ \
/ \
S e ‘2 e 5
|
\ N /
N - ~ 7

Figure 1. The controller motifs are formed by two compounds,
x; and x;, with signalling reactions o, f3, ¥, 0 between them.
For each controller motif, there is one signalling reaction from
X1 acting on xy, and one signalling reaction from x, acting on x;.
These signalling reactions form a negative feedback connection
with the two compounds. There are in total eight such controller
motifs.

In general, the controller motifs take the form

X1 =ks1-a(x2) = fa1(x1) - Bx2) (1)
Xy =kyp-y(x1) — fa2(x2) - 6(x1) ()

where k; ; are positive rate constants determining the basal
synthesis of x;, the functions f;; determine the degra-
dation rate of x; following Michaelis—Menten kinetics
(Cornish-Bowden, 2012), and a, B, ¥, 6 are signalling
functions between the two chemical compounds. Only
one of the signalling functions ¢ and 3, and one of ¥ and
0, will be non-constant for a given controller motif.
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The Michaelis—Menten equation models the reaction
rate of a compound x; by an enzyme reaction

ka i xi

= —" 3
Ky i +xi ©)

Sai(xi)

where f; ; is the reaction rate, k, ; is a positive constant de-
termining the maximal reaction rate, and Ky ; is a positive
constant called the Michaelis constant (Cornish-Bowden,
2012).

The signalling functions &, 3, 7, 0 can either be acti-
vating or inhibiting. Activating signalling follow the ex-
pression for mixed activation (Cornish-Bowden, 2012)

Xi

X)) = ——
fact( z) KAJ’"'Xi

“4)
where the activation of some reaction is determined by the
level of x;, and Ky ; is a positive constant for the activation
reaction. Inhibiting signalling follow the expression for
mixed inhibition (Cornish-Bowden, 2012)

_ K
Kpi+x;

Sinn (xi) (5)
where the amount of inhibition is determined by the level
of x;, and Kj; is a positive constant for the inhibition reac-
tion.

2 Stability

To show asymptotic stability of the controller motifs, we
first perform a change of variables, z; = x; — x] and
7 = x —x3, where (x},x3) is the equilibrium point of
the system. The states x| and x; represent physical con-
centrations of compounds. Therefore, a global result cor-
responds to positive values of the states and the equilib-
rium point. The change of variables moves the equilib-
rium point to the origin. Using the fact that k1 - at(x}) =
Fua(x7)- B(x3) and ks - ¥(x7) = faa(x3) - 8(x}). the sys-
tem is rewritten to the form

21 =—filz1) + hoa(z2) — g1(21) - ha p(22) (6)
2= —fa(z2) + h1y(z1) — 82(22) - hy 5(21) (7
where these new functions are defined as follows

fi(z1) = faa(zi+x7) - B(x3) — fai (x7) - B(x3)  (®)
f2(22) = fap(z2+x3) - 8(x7) — fan(x3) - 8(x7)  (9)
g1(z1) = fa(z1 +x7) (10)
82(22) = fap(22 +x3) (11)
hiy(z1) = ksp - ¥(z1 +x7) — ks - 7(x7) (12)
hy5(z1) = 6(z1 +x7) — 6(x7) (13)
h,6(22) = kg1 - 0(z2 +x3) — k1 - 00(x5) (14)
hy p(22) = B(z2+x3) — B(x3) (15)

The functions f; and h; are strictly increasing and satisfy
fi(0) = h;(0) = O for the interval (—x},eo). The functions
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gi > 0 for the same interval. As noted earlier, only one of
the signalling functions ¢ and f3, and one of ¥ and & will
be non-constant for a given controller motif. This means
that only one of the output functions h; o and h, g, and
one of /1y and hy s will be non-zero. In addition, if the
signalling functions «, 3,7, § are inhibiting instead of ac-
tivating, the corresponding output functions /; are defined
to be negative. For example, the controller motif shown
in Figure 2 has non-constant signalling functions  and
0, while a = y = 1. Therefore, the corresponding output
functions h, g and hy s are non-zero, while hp ¢ = hy , = 0.
In addition, the signalling function § is inhibiting, and the
corresponding output function £, s is defined to be nega-
tive.

St ——— — -

Figure 2. One of eight controller motifs that form a negative
feedback connection. In this case, x; is acting on x; by inhibit-
ing its degradation, and x; is acting on x; by activating its degra-
dation.

The system equations for this controller motif are given by

ka1 -x1 X2
x = —_ X . X :k —_ 2 .
1 =ke1— fa1(x1) B(x2) = ks Ko Kra i
(16)
. kao-x2 Ki1
Xo = kg — x2)-8(x1) = ko — — . :
2 =ks2 = faa(x2) - 8(x1) = ks Ky2+x Kii+x
(17)

and the transformed system equations are then

21 =—fi(z1) —g1(z1) - ha(z2)
2 =—fa(z2) +82(z2) - hi(z1)

(18)
19)

where iy = hy g5 and hy = hy .

To show that the controller motifs are asymptotically
stable, we think of them as negative feedback connections
of two sub-systems. In general, these sub-systems take the
form

Ja=—fz)+gi(z) m
Hi: {y1 ) (20)
o, J2=—h@)ts(n) w en
y2 = ha(22)
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where the negative feedback connection can be formed ei-
ther by having

up=—y, Ux=yi (22)

or by

up =y, Up=—y| (23)

This corresponds to which of H; and H; is in the negative
feedback.

2.1 Passivity

The next step is to determine if the two sub-systems are
output strictly passive. This is done by using the storage
function S; for sub-system H;

o i /’l,’(G)
S _/0 gi(o) do

where h; and g; are the functions in (20) and (21). The
derivative of S along trajectories is then

hi(zi) hi(zi)
8i(zi) 8i(i)

(24)

Si=— S ti=—fila) S tuiy (29
The sub-systems are output strictly passive if the follow-
ing inequality is satisfied (Khalil, 2002; Sepulchre et al.,
1997)

Si < —=yi-pilyi) +ui-yi (26)
where y; - pi(y;) > 0V y; # 0. Systems whose stored en-
ergy can only increase through the supply of an external
source, are passive (Khalil, 2002). For inequality (26), the
“energy” absorbed by the system, u; - y;, is greater than the
increase in stored “energy”, S;. In addition, the system has
an “excess” of passivity from the term y; - p(y;). For the
controller motifs, we choose y; - p;(y;) = p; - y?, where p;
is a positive constant. Inequality (26) is then satisfied by
choosing p; such that

fizi)

O<pi= hi(z) - gi(zi)
for the interval (—x],o0). For the same interval, the right-
hand side expression can be shown to be greater than zero,
and either strictly increasing, or strictly decreasing. In-
equality (27) is then satisfied by finding p; as the lower
bound of the right-hand side expression. The lower bound
is given by the minimum value of the right-hand side ex-
pression at the limits z; — —x; and z; — oo. Therefore, the
value of p; is determined by

R . fi (Zi) . fi (Zi)
e {z,.i‘i‘;ﬁ hi(a) () e ) 8i(@) }
(28)

27)

Thus, the sub-systems (20) and (21) are output strictly pas-
sive.
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It has been shown that the negative feedback connec-
tion of two output strictly passive systems is asymptot-
ically stable if the sub-systems are zero-state detectable
(Sepulchre et al., 1997). To show that H; and H; are zero-
state detectable, we consider the system

H-: {Z'If(z,u)

y=h(z,u) @)

with u = 0. H is said to be zero-state detectable
if the origin is asymptotically stable conditionally to
Z, where Z is the largest positively invariant set in
{z € R" | y=h(z,0) = 0}. For the special case when Z =
{0}, we say that H is zero-state observable (Khalil, 2002;
Sepulchre et al., 1997). We now consider the sub-systems
Hiand H;, with inputs u; = up = 0. From the the output
functions (12)—(15), it can be seen that

i=y»=0= z21=20=0 (30)

Therefore, the sub-systems H; and H, are zero-state ob-
servable if the origin is locally asymptotically stable. We
verify this by linearisation of the sub-systems at the ori-
gin. With u; = y; = 0, the system equations of (20) and

(21) are reduced to z; = —fi(z;), and linearisation gives
d(=f1) ka1 - Km
H : = AUAML gy <0 (31)
1 aZ] Zl:o (KM’]"'.XT)z ﬁ( 2)
d(—/2) kaz-Kup
H,: =——=——""_.5(x]) <0 (32
Y 0m |y (Kup+w)? 1)

where f; are the functions given by (8) and (9).
Finally, to show that the entire system is asymptotically
stable, we use the combined storage function

S=851+85 (33)

Because S and S, are positive definite, so is S. Since
the two sub-systems form a negative feedback connection
given by (22) or (23), the derivative of S along trajectories
is reduced to

S=S1+$<—p1-yi—p2y; (34)
which is negative definite. This shows that all bounded so-
lutions converge to the set {(z1,z2) | y1 = y2 =0}. From
(30), we know that this corresponds to the origin. Since
the origin has been shown to be locally asymptotically sta-
ble by linearisation, we conclude that the controller motifs
are asymptotically stable. If the storage functions S and
S, are radially unbounded, so is S, and the controller mo-
tifs are globally asymptotically stable.

3 Integral Control

The system given by equations (1) and (2) can be shown
to include integral control. This is done by rewriting equa-
tion (2). For example, the controller motif given by equa-
tions (16) and (17), shown in Figure 2, can have equation
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(17) rewritten to

P kg ( X2 .kd,Z'KI,l_Kl_x>
Kii+x1 \Kua2+x2 ks & !
(35)
For Ky » = 0, this is reduced to
. %) kao-Kj )
Xo=— . : — —Kj1—x 36
2 Kiitn < ko 11— X1 (36)
:Gi'(xl,set_xl) (37)

which has the form of the integral control law. This means
that for Kjyy» = 0, or Ky 2 < x2, the system behaves as an
integral controller for x; with a set-point given by

kaz K1

K1
ks,2 i

X1,set = (38)
For the case when Ky » > 0, the set-point in (35) is defined

as

x2  kap-Kpi
Kyp+x2 kso

— K (39)

X1,set =

Thus, there is still integral action, however, the set-point
changes with perturbations. The effect of this is shown in
Figure 3, where the case with Kjs» = O results in perfect
adaptation to perturbations in the synthesis of x;, and the
case with Kjs > > 0 results in only partial adaptation.

1.154 No adaptation

1.10+

1.051 Partial adaptation

1.00 -
Perfect adaptation

200 300

t

0 100

Figure 3. The response to a step-wise perturbation in the synthe-
sis of x1. Dashed line shows no adaptation, grey line shows par-
tial adaptation, and black line shows perfect adaptation. These
three cases correspond to the controller motifs having no inte-
gral control (no signalling between x; and x;), integral control
with Kjs» > 0, and integral control with Ky, » = 0, respectively.

Thorsen et al., 2016b). The system equation of the con-
troller compound x; is written to the form of the integral
control law

X =G;- (xl,set _xl.,meas) (40)

Where G; is the controller gain, x1 4 is the set point of
the controlled compound x1, and x1 yeqs iS @ measurement
function of xj. Just like the system in Figure 2, the other
controller motifs show partial or perfect adaptation de-
pending on the value of Kjs» (Drengstig et al., 2012).

Because we are able to show that the controller motifs
are asymptotically stable, as well as incorporating integral
control, they must be robust to all parameter perturbations
that do not destroy the stability of the closed-loop system
(Khalil, 2002). An implication of asymptotic stability, is
that the error xq s¢; — X1 meqs Must be zero at the equilib-
rium point. With any parameter perturbation that does not
destroy the stability of the closed-loop system, the equilib-
rium point may change, however, the error must return to
zero. Thus, regulation will be achieved for as long as the
perturbed equilibrium point remains asymptotically sta-
ble.

4 Example

We demonstrate our approach by considering the con-
troller motif shown in Figure 2, given by the system equa-
tions (16) and (17). This system is transformed to the sys-
tem equations given by (18) and (19). The transformed
system can be represented as a negative feedback connec-
tion of two sub-systems Hj and H;, given by (20) and (21),
with

41

uy=—yr=—h(z2), w=y =h(z1)

We use some arbitrary values for the constants k| =
L, ko =1, kg1 =3, kgp =4, Ky,1 = 1.5, Kyp = 0.75,
K;1=1.5,and K4 » = 2, such that x], x5 > 0. Thereby, the
storage function for H; is given by

2 0.329
= [ (o11a— 22 )4
51 /o ( G+2.893) c

and the derivative of S| along trajectories satisfy the in-
equality

(42)

S1 < —piyi+urn (43)
with the constant p; determined by
fi(z1) 0.759
0<p < —2 _=0506+—— (44
U= @) -ai@) 71+ 2.893 “4)

For the interval (—xj,co), the right-hand side is always
greater than or equal to 0.506, and so we choose this value
for p;. This is illustrated in Figure 4. Similarly, for sub-
system H», the inequality

It has previously been shown that the all the controller 0<pr < ﬂ =0.185+ ﬂ (45)
motifs include integral control (Drengstig et al., 2012; ha(z2) - 82(z2) 22+2.050
DOI: 10.3384/ecp17138108 Proceedings of the 58th SIMS 111

September 25th - 27th, Reykjavik, Iceland



Figure 4. To determine the value of p; in inequality (44), we
find the lower bound of the right-hand side expression. The fig-
ure shows that the lower bound is given by the limit of the right-
hand side expression as z; — oo. In this case p; = 0.506.

is satisfied by choosing p, = 0.185, such that

Sy < —pr-ystur-y (46)

where the storage function S is given by

o 0.095 0.312
$,= [ (0123 - do (47
2 /o ( G +2.050 o+4.050> ° @)

Thus, the combined storage function S = S1 + S7 is posi-
tive definite and radially unbounded, because S| and S, are
both positive definite and radially unbounded. In addition,
the derivative of S along trajectories satisfies

§<—0.506-y7 —0.185 - y3 (48)

which implies that S is negative definite. S and S are shown
in Figure 5.

Figure 5. The storage function § = S| + S is shown to the left,
and its derivative along trajectories is shown to the right. The
red surfaces are at zero. We see that S is positive definite, and
S is negative definite. Therefore, all bounded solutions must
converge to the set where y; = y, = 0. A trajectory converging
to the origin is shown as a red curve within the bowl formed by
S in the left figure.
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Similarly to Lyapunov functions, we use the combined
storage function S, and its derivative along trajectories S
to draw conclusions about the stability of the system. The
difference being that although the combined storage func-
tion is positive definite, and its derivative along trajectories
negative definite, asymptotic stability is not implied. In-
stead it merely implies that all bounded solutions converge
to the set where the outputs y; = y, = 0. In general, this
set could correspond to a number of values (z;,z2), how-
ever, because the output functions (12)—(15) are strictly
increasing and satisfy #;(0) = 0, this set corresponds to
the origin. This implies that the sub-systems H; and H»
are zero-state observable if the origin is locally asymptot-
ically stable. This is shown by linearisation at the origin,
using equations (31) and (32)

H, Al —_0.118<0 (49)
911 z1=0

H: I=12) —_0.131<0 (50)
aZz 20=0

Thus, the sub-systems are zero-state observable, and the
entire system must be asymptotically stable. In addition,
as noted earlier, the combined storage function S is ra-
dially unbounded, and therefore the system is globally
asymptotically stable.

5 Conclusion

In this paper we have shown that a class of eight two-
component biochemical networks displaying homeostasis,
called controller motifs, are asymptotically stable. We
have shown that the general system equations for these
networks can be represented as negative feedback con-
nections of two individual sub-systems. Then, these sub-
systems are shown to be output strictly passive, and the
feedback connection in its entirety is shown to be asymp-
totically stable. In addition, it is shown that the controller
motifs are robust to perturbations because they incorporate
integral control.

When modelling cellular processes, it is beneficial to
know that uncertainties in parameters do not fundamen-
tally change the behaviour of the model. Because the con-
troller motifs are asymptotically stable with integral ac-
tion, processes which can be modelled within the frame-
work of the controller motifs will have a qualitative be-
haviour which aligns well with experimental measure-
ments, even with large uncertainties in parameter values.
On the other hand, processes which do not conform well to
the controller motifs can have wildly different qualitative
responses in the face of parameter uncertainties, and the
controller motifs can be excluded as models for such pro-
cesses. Thus, it is not a matter of parameter tuning. This
is a helpful property of the controller motifs, especially in
system identification.

Here we have chosen to focus on controller motifs
with zero-order synthesis, degradation by an enzyme reac-
tion, and signalling following mixed activation/inhibition.
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However, other functions could be used. For example, we
could use Hill kinetics for the degradation of the two com-
pounds, or we could use linear activation for the signalling
functions. In that case we would have to make sure that the
properties assumed still hold.
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Abstract

Anaerobic digestion (AD) is a prominent green
technology used for methane production from organic
waste. Previous studies have shown that the amount of
CH4 produced during anaerobic digestion can be
increased by adding inorganic electron donors such as
H; and CO, both which can be produced as syngas from
wood. Syngas inflow is implemented in the ADMI1
model and simulations are carried out with different
syngas additions to a well-documented case of
wastewater treatment plant sludge AD. Three different
compositions; (1) pure hydrogen, (2) 86 vol.% H», 7
vol.% CO and 7 vol.% CO», and (3) 44.4 vol.% H>, 33.3
vol.% CO and 22.2 vol.% CO; were used for a first set
of simulations testing process limitations. The second
set of simulations were used to find out how much
methane production can be increased for the given case
if syngas composition is optimized. The CH4 production
can be increased by 33 % by adding H> (1) and was
limited by pH going too high. Biogas CH4 content
reached 92 % at this limit. The H,-rich syngas addition
(2) reached 47 % CH4 production increase with 81 %
CHa4 content. The low H; syngas case (3) produce more
biogas but the CH4 content is reduced to 42 %. There is
a narrow syngas composition range for which methane
production can be increased by a factor >~ 2.7, limited
by available nitrogen in the treated sludge.

Keywords: Anaerobic digestion, ADMI, Syngas
addition, CH4 production, CO degradation

1 Introduction

The concept of waste to energy from wet organic waste
like manure for biogas generation by Anaerobic
Digestion (AD) is a prominent green technology since it
reduces greenhouse gases and odors (Deublein &
Steinhauser, 2011).

Anaerobic digestion is a biochemical process, where
microbial activity comes into play and reduce complex
organic pollutant by extracellular (disintegration,
hydrolysis) and intracellular (acidogenesis,
acetogenesis, methanogenesis) (Fig. 1) to produce
biogas (Batstone et al., 2002). The generated biogas
consists of (55-75) % methane and (25-45) % carbon
dioxide (De Mes et al., 2003).

DOI: 10.3384/ecpl17138114

Several techniques are being used for biogas
upgrading like water washing, polyglycolic adsorption,
pressure swing adsorption and chemical treatment
(Osorio & Torres, 2009). These methods are performed
outside of the anaerobic reactor for biogas upgrading
which requires extra investments. Previous studies have
shown that CHs in AD can be increased by adding
inorganic electron donors such as H, and CO (Luo &
Angelidaki, 2013). These can, for example, be produced
as syngas from wood through a gasification process.
Gasification is a thermochemical process where
biomass is converted into a mixture of gases that
contains Ho, CO and CO; (Bridgwater, 2003). The
produced syngas can be directly fed into the AD reactor
for methane production, making AD a method to
convert syngas into methane.

Adding syngas to AD can potentially have significant
environmental impact on organic waste handling. It can
for instance be a way to obtain more bio-fuel as methane
from AD than what is obtainable from the wet organic
wastes currently used as feed for biogas production.
This study can help estimate how much production can
increase and under which conditions. This approach
may also serve as a way to mineralize all organic matter
in sludge by combining AD and thermal gasification.

Hydrogen can be used to upgrade the methane
production directly in the reactor by increasing the
hydrogenotrophic methanogenesis (Luo & Angelidaki,
2013), which consumes hydrogen together with CO> in
the biogas, with methane as product (Luo & Angelidaki,
2012):

4H, +CO, —»CH, +2H,0 (1)

Many degradation paths for CO has been suggested,
but experiments have shown acetogenesis to be
dominating (Luo et al., 2012) under anaerobic condition
at mesophilic temperatures. Acetogens utilize the CO
and yields acetate, CO;, cell material and unrecovered
Carbon (Morsdorf et al., 1992):

6.8CO — CH,COOH +3.5CO,
+ 0.4 biomass C+ 0.9 unrecovered C
The reaction (Eq. 2) is added to the ADM1 model
which is the standard platform of modelling and

simulations of AD process developed by IWA in 2002.
ADMI1 model is a structured model that describes the

2
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biochemical (Fig.1) and physiochemical reactions that
are responsible for methane production (Batstone et al.,
2002). The biochemical reactions are the core of this
model which includes disintegration of complex organic
material to carbohydrates, proteins, and lipids. These are
then hydrolysed into sugars, amino acids and long-chain
fatty acids (LCFAs) which are further fermented into
molecular hydrogen and volatile organic acids
(acidogenesis). The acids are broken down to acetate
and hydrogen (acetogenesis). The last step is the split of
acetate ions into methane and carbon dioxide
(acetoclastic methanogenesis). The hydrogenotrophic
methanogenesis step (Eq. 1) also produces methane
when hydrogen reduces carbon dioxide (Batstone et al.,
2002). The hydrogenotrophic methanogens are thus
already present in an AD reactor and can grow to handle
more hydrogen or syngas. If H» is added in excess, it can
remove so much CO; (Eq. 3) that pH rise too high for
efficient methanogenesis (Luo et al., 2012) ultimately
causing failure of the reactor. The ratio of added Ha/feed
load and effect of composition in the added syngas are
therefore evaluated here to evaluate syngas addition
limitations.

CO, + H,0 «H,CO; « H'+ HCO; (3)

The physiochemical processes are liquid-liquid mass
transfer process (i.e. ion dissociation) and liquid-gas
exchange (i.e. liquid-gas mass transfer) (Batstone et al.,
2002). Inefficient syngas mass transfer can limit its
degradation in AD process due to the low solubility of
CO and H; (Guiot, Cimpoia, & Carayon, 2011) which
can result in syngas loss to headspace. In this work it is
assumed that such loss is avoided by adding the gas
through a membrane by diffusion.

I Composite Particulate Material (100%0) _—l
: 10%

Disintegration 30% Inerts 10%
30w e
¥

Carbohydrates  30% I Proteins 30%) |Lipids 30%)

Hydrolysis % 9%
y

Actdagenesis
Acetogenesis

Methanogenesis

Figure 1. Systematic representation of anaerobic digestion
process showing biochemical reactions described in
ADMI1 model (Batstone et al., 2002).

The purpose of this study is to evaluate effects of
syngas composition and quantity on methane production
and biogas composition, when added to an AD reactor
running on sludge. The ADM1 model implemented in
the AQUASIM software is applied and includes:

DOI: 10.3384/ecpl17138114

(1) Implementation of CO degradation in ADMI.

(2) Simulating hydrogen alone or syngas as AD feed
supplements.

(3) Evaluation of syngas component effects on the
AD reactor performance by adding different
ratios of H2/CO/CO:..

2 Materials and Methods

The ADMI1 model was extended by adding CO
degradation (Table 1 and 2). H, or syngas was supplied
as input to the reactor compartment. The simulations
were based on a reported sludge digestion experiment
with ADMI simulations (Siegrist et al., 2002), to which
H: or syngas was added in various amounts. Applicable
supply range is assumed to be between zero and the level
at which methane production fails.

2.1 Syngas degradation in ADM1

Syngas addition requires two new biochemical reactions
to be added into the model. One is the uptake of carbon
monoxide to acetate and the second is decay of carbon
monoxide degrading organism. The parameters used for
uptake are in Table 1 and the rate equations and
stoichiometry coefficients are given in Table 2.

Table 1: Parameters used for uptake of CO.

Parameters Description units
km _CO_ac Maximum uptake rate for | kg COD S
CO degrading organisms. | kg'' COD X
d!
X CO ac CO degrading organisms. | kg COD m?
Ks CO ac Half-saturation constant kg COD m™
for CO degradation
(same as for Ha
degradation).
I ph CO_ac pH inhibition of CO to -
acetate degrading
organisms (same as for
propionate degradation).
I H2 CO_ac Hydrogen inhibition for -
CO to acetate degrading
organism.
kdec x CO_ac | Decay rate for CO d!
degrading organisms
Y CO ac Yield of biomass on the kg COD kg!
uptake of CO to acetate. COD
S CO Total carbon monoxide. | kg COD m?3
KH CO Non-dimensional Henry's | M (liq) M"!
law constant for CO (gas)

Table 2: Uptake rate of CO and decay rate of CO
degrading organism in the model.

Dynamic
process

Rate equation

uptake CO_ac

km CO_ac*X CO_ac*S CO/(Ks CO_
actS_CO)*I ph CO ac*I H2 CO ac*

I NH_limit

decay CO ac X CO ac*kdec x CO ac
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Estimations of k,, and Y for CO uptake are based on
reported experimental results (Mdrsdorf et al., 1992)
and the observed stoichiometric reaction of CO

utilization (Eq. 4).
6.8CO — CH,COOH +3.5CO,
+ 0.4 biomass C + 0.9 unrecovered C

(4)

The unrecovered carbon is here assumed to be
divided between acetate and CO> in the same way as the
recovered part observed by Morsdorf et al. (1992),
according to (Eq. 5).

6.8 CO—>1.15CH,COOH +4.1CO,
+ 0.4 biomass C

Eq.5 is further converted into COD basis (Eq. 6)
using 5 mole carbon per mole biomass and 160 g COD
mole-1 for biomass (Batstone et al., 2002).

108.8 CO — 73.6 CH,COOH + 0 CO,
+12.8 biomass

)

(6)

From equation 6, it can be seen that biomass yield per
g COD of CO is obtained by:

12,8
108,8
The relation between maximum uptake rate of

substrate (ki) and maximum specific growth rate (u™*)
per day is (Eq. 7):

=0,12 g COD biomassg" COD CO

k, =& (7)

Where Y is the yield of biomass and u™* of the
organism can be calculated from doubling times under
batch exponential growth condition (Eq. 8).

p@* = In2/doubling times ®)

The reported doubling times for acetogenesis bacteria
which shows the fastest growth on CO is 0.125 day
(Morsdorf et al., 1992).

This gives
mex 102 _ g g4 g
0,125
Now,
5.54

K, =5, =46:20kg CODS kg' COD X d!

m
b

The values km_CO _ac = 46.20 kg COD S kg!' COD
X d'and Y _CO_ac=0.12 kg COD biomass kg'! COD
CO are used in all simulations.

2.2 Reactor operation

A 28 m’ reactor was fed wastewater treatment plant
sludge continuously for 50 days (Fig. 2) with feed step
increases at day 16 and 37 (Siegrist et al., 2002).

DOI: 10.3384/ecpl17138114

Feed flow
(m? dh)
[ — [ ] w EN W (o)}

0 10 20 30 40 50
Time (d)

Figure 2: Sludge feed flow to the pilot reactor (Wang et
al., 2013).

The feed composition of amino acid, fatty acid, sugar
and composite organic material are in Table 3.

Table 3: Feed composition (Wang et al., 2013).

Components in reactor feed Concentration
(kg COD m)
Amino acids 4.2
Fatty acids 6.3
Monosaccharides 2.8
Composite material 10
Total 23.3

The average feed flow the first 16 days is 1.61 m? d"!
or 37.5 kg COD d'. The average is 3.2 m* d! at days
17-36 and 5.24 m? d"!' during days 37-50.

2.3 Ha:/syngas additions simulated

Three main cases with increasing gas supply complexity
are simulated: 1) pure hydrogen, 2) two selected
compositions of syngas and 3) a wider range of gas
mixtures. Syngas composition depends on the
gasification process and the two chosen here for case 2
are from steam based gasification processes (Pfeifer et
al., 2009): 1) Gasification included capture of CO;
produces synthesis gas with high hydrogen content,
called H»-rich syngas i.e. 86 vol.% Ha, 7 vol.% CO and
7 vol.% COa,. 2). Gasification without CO, capture
produces syngas that consists of 44.4 vol.% Ha, 33.3
vol.% CO and 22.2 vol.% CO, (Pfeifer et al., 2009).
These compositions are used in the simulations here
(Table 4). For these simulations (1, 2 and 3 in Table 4)
the load of hydrogen and syngas are in Table 5.

Four different syngas compositions were used during
the third simulation case (simulation 4-7), to search for
the AD process syngas load limitation. Process capacity
limits are found by increasing the load of hydrogen until
failure of the AD process. The load of CO and COs is
according to the composition ratio in Table 4.
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Table 4: Composition of gas feed during simulations.

Gas Vol.%

Ref! | Sim | Sim | Sim | Sim | Sim | Sim | Sim
1 2 3 4 5 6 7
H2 0 100 | 86 444 | 80 74 70 60
CO 0 0 7 333 | 10 13 15 20
CO2 |0 0 7 222 | 10 13 15 20

Table 5: Load of wastewater, pure H», and syngas.

Load H> Load CO Load WW feed
(kg COD d') | (kg CODd") (kg COD d)
Ref 0 0 37.5
Sim 1 10.43 0 37.5
Sim 2 10.43 0.849 37.5
Sim 3 10.43 7.82 37.5

3 Results and discussion

The hydrogen and various syngas additions to the AD
process simulated strongly influence the conditions in
the reactor and thereby the produced biogas.

3.1 Biogas production

The biogas production rate for 50 days of reactor
operation increases with increase in the organic loading
rate (Fig. 3). The constant addition of pure hydrogen or
Hoy-rich syngas shows only a small variation in biogas
production rate while syngas with low Hz concentration
almost doubled the biogas production.

80
70 Snemem
60 “ o

50 7 N

40
30

Biogas production (m? d-!)

20 —— Syngas high H2
- - -Syngas low H2
10 + Ref.Experiment
0 Ref. Simulation
0 10 20 30 40 50
Time (d)

Figure 3: Biogas production rate of AD reactor added pure
H, or two compositions of syngas. Included reference
(Siegrist et al., 2002) experimental and simulated result.

Pure hydrogen addition in AD process enhances the
hydrogenotrophic methanogenesis process (Eq. 1) and
increases production of methane while consuming
carbon dioxide.

In the case of Ha-rich syngas (composition 86 % Ha,
7 % CO and 7 % COy), biogas production rate increases

'Reference simulations were based on a reported sludge
digestion experiment with ADM1 simulations (Siegrist et
al., 2002).
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slightly more than pure H»; since syngas also contains
some CO and COs.

In the case of syngas composition of 44.4 %, 33.3 %
CO and 22.2 % CO,, the biogas production rate is higher
than pure H, and Hy-rich syngas because of the higher
CO and CO; addition to the reactor.

During both the syngas additions, the fast degradation
of CO to acetic acid and CO; avoid loss of CO to
headspace and result in almost zero CO concentrations
in the produced gas.

3.2 Methane production

The methane production rate is 14.3 m*d"! for pure Ha,
15.7 m*d™! for high H, syngas and 17.9 m*d"! for low H;
syngas at days 1-16 when adding gases, which is more
than the pilot case without gas supply (10.7 m* d"! in Fig.
4, the experimental values presented by black
diamonds). The methane production rate increased by
33 % and 47 % by adding pure H, and H»-rich syngas
and by 67 % by adding syngas with low H;
concentration.

50
45
40
35
30
25
20

*te .
. LIS 222
L2548 ST

Pure H2

Methane production (m? d!)

15 i
—— Syngas high H2
10 evesssses®yiostee --- Szngas logv H2
5 + Ref. Experiment
0 Ref. Simulation
0 10 20 30 40 50

Time (d)

Figure 4: Methane production rate of AD reactor added
pure H; or two compositions of syngas. Included reference
(Siegrist et al., 2002) experimental and simulated results.

3.3 pH and inhibition effects

NH3 is increased because of pH increase in the reactor
(Eq. 9), especially pronounced when pure H, is
supplied. pH (Fig. 5) increase as supplied hydrogen
leads to CO> consumption, which reduces the acid
concentration in the reactor due to the equilibrium
reaction between CO, and water (Eq. 3).
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Figure 5: pH of bulk reactor volume for AD reactor added
pure H» or two compositions of syngas. Included reference
(Siegrist et al., 2002) experimental and simulated result.

Inhibition (Fig. 6) following pH increase (Fig. 5) is
explained by more NHz (Eq. 9). The biomass
responsible for methane production from acetate
belongs to the archaeal group (aceticlastic
methanogens) and is inhibited by NH3 and slows down
the conversion of acetate to methane (Bergland et al.,
2011).

NH, & H* + NH; 9)

The inhibition is reduced after the step increase in
organic feed supply on day 16 (Fig. 6). This can also be
observed as acetate concentration reduction during the
same time (Fig. 7). During the initial stage i.e. day (0-
16), the acetate concentration rises due to inhibition
(Fig. 7). During the initial stage, pH rises to 8.5. (Fig. 5)
at pure H> addition. After day 16, the increase in
wastewater addition increases the organic loading rate
resulting in more CO, available through degradation of
feed, the pH goes down and the reactor stabilize.

0.9 oo
0.8 /
g 0.7
E= 0.6
ﬁ 82 —Pure H2
k= 0'3 —— Syngas high H2
0.2 - - -Syngas low H2
0.1 Ref. Simulation
0
0 10 20 30 40 50
Time (d)

Figure 6: NHj3 inhibition for AD reactor added pure H, and
two different syngas composition. Included reference
(Siegrist et al., 2002) simulated result.

The two syngas additions follow a similar path for
methane production as the experimental values. The
acetate concentrations are low during both syngas
additions because NH3 is low and does not much inhibit
the methanogens (Fig. 6). The extreme pH effect of
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adding hydrogen alone is avoided when CO and CO; are
also supplied.

2
1.8 —— Pure H2
1.6 ——Syngas high H2
—~ 14
»T—l 12 - - -Syngas low H2
! + Ref. Experiment
N
3 0.8 Ref. Simulation
% 0.6
o 04
< 02 A N peeee,] T
0 = eet 00 S o & & &
0 10 20 30 40 50

Time (d)

Figure 7: Acetate concentration of AD reactor added pure
H, or two compositions of syngas. Included reference
(Siegrist et al., 2002) experimental and simulated result.

The inorganic carbon simulations show decrease
(Fig. 8) corresponding to acetate increase (Fig. 7) and
inhibition (Fig. 6). The loads applied before and after 16
days of the pure hydrogen case indicates how much
hydrogen to organic load ratio such AD can handle. The
simulated pH (~8.5) is close to the pH 9 observed
experimentally under similar conditions (Wang et al.,
2013).

——Pure H2
0.03 ——Syngas high H2
- - -Syngas low H2
Ref. Simulation

0 10 20 30 40 50
Time (d)

Figure 8: Inorganic carbon curve for AD reactor added
pure Hy and two different syngas composition. Included
reference (Siegrist et al., 2002) simulated result.

The simulated percentage of methane (Fig. 9A) in
produced biogas rises very high for the pure H» case and
reaches up to 92 %. The carbon dioxide concentration
follows a similar but opposite behavior (Fig. 9B). The
addition of hydrogen enhances the produced biogas
concentration of methane. Syngas composition with low
Ha concentration gives less methane percentage than no
gas, pure Hy and Hy-rich syngas supply since it contains
more carbon dioxide (CO>).
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Figure 9: Percentage of biogas in the headspace (A)
methane and (B) carbon dioxide of AD reactor added pure
H, or two compositions of syngas. Included reference
(Siegrist et al., 2002) experimental and simulated result.

The methane percentage is around 92 % (Fig. 9A)
with pure H, around 81 % with H»-rich syngas and at
least 42 % with syngas with low hydrogen concentration
due to the different Ho/ CO; ratios in the added gas.

The yield of methane as kg COD methane kg! COD
feed (wastewater + gas addition) was for days 1-16
0.72, 0.75, 0.82, and 0.81 for reference (Siegrist et al.,
2002), pure H», syngas with high H» and syngas with
low Ha. This shows that the yield was almost similar for
the syngas with high H, and syngas with low H»
concentration. The high CO; content of produced biogas
is however a drawback for further processing of the
biogas when syngas with low H, is added. These
simulations suggest that there is some optimal range of
syngas supply, defined by gas composition and amount
relative to organic feed.

3.4 Loading ratio and syngas supply limita-
tion

Steady state simulations of four different syngas

compositions (Table 4) operated close to failure of the

AD process are summarized in Fig. 10. 70 — 80 %

hydrogen in the supplied syngas evidently can sustain
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much higher total methane production than lower and
higher fractions. Methane production is approximately
proportional to the gas to organic feed ratio (abscissa in
Fig. 10), explained using loading with pure H: as
example.

The production rate can be increased (by a factor of
~2.7) with 74 % hydrogen content in the added syngas.
The reason for failure of the AD reactor for H» content
higher than 74 % is lack of available CO, while pH drop
limits the process when the H» content is lower than 74
%, due to high CO» concentration in the reactor. pH
remains stable at 74 % hydrogen content in the added
syngas and production is nutrient (N) limited.

100
90
80
70
60
50
40
30
20
10

0
0.00 1.00 2.00 3.00

Ratio H,/ww feed added
(kg COD H, kg'! COD ww feed)

H, concentration (%) in syngas

Figure 10: Threshold limit for ratio of hydrogen load and
load of wastewater feed as a function of H, concentration
(%) in added syngas.

4 Conclusion

Addition of pure H, and different compositions of
syngas (down to 44.4 % H>) to an AD treating sludge
are simulated in an ADM1 model extended to include
CO reactions. Comparisons of experimental and
simulated results suggest realistic simulations.

Addition of syngas with high or low H> concentration
to the sludge fed AD reactor showed a methane
production increase of respectively 47 and 67 % while
the methane content in the produced biogas was 81 and
42 % (66 % without gas addition).

Addition of pure H, gives the highest methane
content (up to 92 % which is close to vehicle fuel
quality) but overall biogas production is limited by
available CO; in the AD reactor. Low CO; caused pH
increase leading to NH3 inhibition of methanogenesis
and the methane production could only be increased by
33%.

The best syngas composition to feed AD processes
for enhanced methane production has a hydrogen
content of 70-80 %. It can more than triple methane
production compared to organic feed only and is
nitrogen (as nutrient for biomass growth) limited.
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Abstract

In the design of steel structures, special attention must be
paid on structural fire design in order to ensure a specified
safe time period that the structure can withstand the fire
without collapse. In the European design rules, the stan-
dard practise assumes uniform temperature for steel beam
cross sections while the surrounding area is subjected to
the so called standard fire. When the ambient temperature
field is not uniform (e.g. at beam joint areas) neither will
be the beam cross section temperature field. This paper
studies the contribution of natural convection and cavity
radiation to the temperature field of a hollow beam cross
section in the case of non-uniform ambient temperature
by using transient CFD-simulations. Hollow beam,natural
convection, cavity radiation, structural fire design, Open-
Foam

1 Introduction and background

The current European standards for the structural fire de-
sign are given in Eurocode 1, Part 1-2 and in Eurocode
3, Part 1-2. In these design codes, the most common as-
sumption is that the temperature field around the beam
cross-section is uniform during the standard ISO-834 fire.
Following that assumption, the structural design can be
done in a straightforward manner, but it may result in a
non-economic and too conservative solution. Particularly,
steel beams are almost invariably assembled so that the fire
does not affect equally on all the sides of the beam. Typi-
cally such situation arises in beam joint areas and in beam
connections to surrounding structures. The Eurocode 3
includes some recommendations for open I-sections and
steel slabs subjected to fire on three sides. However, no
unified rules are available for the hollow sections in non-
uniform surrounding temperature, and only some studies
are available in the literature. One of the studies investi-
gated steel pipes subjected to partial fire acting longitudi-
nally along the pipe (Wong, 2017). In this study a para-
metrically coded generic element method was proposed to
solve the heat transfer problem, which was more effective
and accurate than Eurocode 3 calculations, but the paper
did not consider the non-uniform temperature in the cross-
section. The non-uniform heating of tubular sections was

DOI: 10.3384/ecp17138121

experimentally tested in (Yang et al., 2013) numerically in
(Heinisuo and Jokinen, 2014) but only for concrete-filled
columns. All above mentioned tests came to the same con-
clusion that the number of sides subjected to fire, has a
great influence on the heat distribution and on the fire re-
sistance.

In general, there is a large number of experimental
and numerical research results concerning tubular sec-
tions in the uniform fire conditions, see e.g. (Fung et al.,
2015),(Shao et al., 2016),(He et al., 2013) for circular hol-
low sections, and e.g. (Yang et al., 2014),(Ozyurt et al.,
2014) for square hollow sections. Nevertheless, the non-
uniform fire condition is far less studied, and to the au-
thors’ best knowledge there exist no reliable experimental
results for the square hollow sections. Numerical stud-
ies are also rather few, the analytic approach of (Mills,
1999) can be used for radiation calculations, but for the
natural convection only simplified geometries and numer-
ical boundary conditions are covered (Kays, 2012). The
natural convection inside a cavity is affected by the ratio
between the height and the width of the cavity as well as
the inclination of the roof wall. Temperature differences
and their influence on the Rayleigh number of the situa-
tion has a significant effect on the turbulence level in the
flow. This is why a three dimensional computational fluid
dynamics approach was chosen in this study. This way the
difference between convective and radiation heat transfer
can be simulated in the laminar, transition and in the tur-
bulent regime.

In this paper, the effects of natural convection and
surface-to-surface radiation inside the square hollow beam
due to the non-uniform fire condition are studied and some
recommendations about their importance are given. On
the other hand, the paper presents modelling principles for
taking these phenomena into account in the structural fire
design.

2 Model development

2.1 Governing equations and boundary condi-
tions

1. Continuity equation
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dp  dlpui) _
7t+ ox =0 (1)
2. Momentum equation
Bpui 8(pu,-uj) _i 8uj al
o oy, oMoy oy, @

where u is the velocity and x the coordinate location
and where 1, j and k are the summation identities ac-
cording Newton’s formula in all three Cartesian co-
ordinate directions. The others t, y and p are the
time, dynamic viscosity and pressure.

3. Energy equation for fluid region

pT 9 9 Apdu;

e +87i(PMiT) = Txl'(cijj I

) 3)

where T is the temperature, C), is the specific heat
and Ay is the thermal conductivity.

4. Energy equation for solid region

2

C;, dx;

To validate how much heat is transferred through the
boundary patch that is connecting the air and solid do-
main, conduction and radiation heat fluxes are calculated
separately on the air. The conduction heat flux is calcu-
lated according to the equation 5.

AMVT =0 ®)

In this study radiation is calculated with a view factor
model that says that the sum of all view factors from a
given surface, S;, is unity as explained in equation 6

ZFS,'—>SJ' =1 (6)

n=1
To save computational resources an agglomeration
script is ran before the calculation of the view factors. This
means that the surfaces that are in the same plane and next
to each other are embedded together because their view
factors can be assumed to be equal. Then matrix system
in equation 7

Qraa =C'b (7
where C calculates the ratio between reflection and ab-
sorption and b is the emissivity matrix as follows.

b=Ae,—H, ®)

Where A is the view factor matrix that takes into account
the agglomeration calculation and ey, is the emissivity of a

black surface. H, combines all the external radiation heat
fluxes.
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3 Computational model

In this section the computational model, the meshing pro-
cess, solvers used and the grid independence study are il-
lustrated.

3.1 Computational geometry

The simulated domain is divided in to two different re-
gions. The hollow solid beam and the air inside the cavity.
The solver that was used to solve the time dependent tem-
perature equation and the three dimensional laminar flow
field inside the hollow beam is chtMultiRegionFoam. Sec-
ond order accurate upwind schemes where used for the
velocity and temperature field and only first order accu-
rate upwind for all the others. The coupling between mo-
mentum and pressure equation in chtMultiRegionFoam is
solved using PIMPLE algorithm which is a combination
between PISO (Pressure Implicit with Splitting of Op-
erator) and SIMPLE (Semi-Implicit Method for Pressure
Linked Equations) algorithms. For schemes a second or-
der accurate upwind schemes was used for velocity and
temperature equation and a first order upwind scheme was
used for all the others. In figure 1 the computational do-
main on the solid side is illustrated. The boundary patches

are called insulated , _, and

the solid to fluid patch according to the color coding in
the figure.

& L

Figure 1. Illustration of the boundary patches on the solid region
and the geometry variables

Table 1. Geometric dimensions of the hollow beam

Parameter Symbol/unit Value

Length of the beam L/mm 500

Height of the beam H/mm 100

Width of the beam W/mm 100

Thickness of the beam wall t/mm 5
122
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Because the patches of the meshes that are connecting
the two regions together are not conformal, a interpolative
mapping needs to be used for fields that are communicat-
ing . For this a boundary condition called mappedWall in
OpenFOAM is used. (Foundation, 2017) To define how
the information is mapped between the regions a sample
mode can be chosen and for this study the nearestPatch-
FaceAMI(Arbitrary mesh interface) is used. This means
that the information is exchanged between nearest faces
and if the matching is not identical, weight functions are
used. In figure 2 the computational domain for the air side
is illustrated. The boundary patches are called 'insulated

and fluid to solid patch as illustrated in the figure.

Left

Lower

Figure 2. Illustration of the boundary patches on the fluid region

3.2 Boundary conditions

In the effort of analyzing what is the effect of natural
convection and radiation inside the hollow beam during
a fire, an artificial fire boundary condition is used outside
the beam. In equation 9 the boundary condition ISO-834
curve for the warm wall is illustrated.

t
6, =293+ 34510g(8(5) + 1) )

_____
="
-
-

1,000 |-
800 . .
600 |-+ .

400 |-

Temperature [K]

200 - y

| | |
800 1,200 1,600

Time [seconds]

|
0 400 2,000

Figure 3. Illustration of the standard fire - - - in equation 9

In this paper the validity of this stand fire boundary con-
ditions or its representation on the real fire is not studied
more thoroughly. This is why an artificial temperature dif-
ference boundary condition between the warm side and
cold side of the beam is used. For this study the cold side
will be kept SOK lower than the warm side.

Table 2. Boundary conditions used for the computational model

Boundary name Boundary condition

Solid region

Warm wall u; =0,T = standard fire
Cold wall u; =0,T = standard fire — 50K
Insulated ends 3;‘; = %—I =0

Solid-to-Fluid interface T, =Ty, —A %5 — — ;L%

Fluid region

dui _ T _
ﬁ_ax_o

aT,
T,=Tp, —A%E = -A%,

Insulated ends

Fluid-to-Solid interface

The temperatures are measured in specific locations on

in which t is time given in seconds and the illustration of the air side close to the solid and they are illustrated in

the curve can be seen figure 3.
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Upper (0.25,0.05,0.0949)

Right (0.25,0.0051, 0.05) ——

Lower (0.25,0.05,0.0051)

¥ X

Figure 4. Illustration of the probe locations in meters

The thermal conductivity for the beam is calculated ac-
cording to equation 10.

Ay =54—-0.00333%T (10)

And the specific heat for the beam is calculated according
to the equation 11.

C, =425+0.773%T — 0.001697* +0.00000222 * T
(1)

For the air side the specific heat capacity used was
C£ = IOOOkgiK, Prandtl number 0.7 and for viscosity the
sutherland approximation formula is used with the refer-
ence temperature being 110.4K.

3.3 Mesh creation and independence study

Both the air and the solid mesh were created ny using open
source meshing software called Swiftblock (Nogenmyr,
2016) meshing tool. It creates structured meshes by us-
ing Blender. Blender is a 3D modelling software that is
created and developed by the Blender Online Community
(Community, 2017). When the blocking strategy of the
mesh is created in Blender, swiftblock transforms that into
a blockMeshDict which is used by a primitive meshing
software called blockMesh in OpenFOAM package to fi-
nally create the computational mesh used by OpenFOAM.
(Foundation, 2017) Illustration of the meshing strategy
and the boundary layers at the wall in figure 5
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Figure 5. Illustration of the mesh structure in both fluid and
solid regions

To validate that the computed results are independent
on the mesh size a grid independence study was done for
the mesh inside the hollow beam. Four different mesh
sizes where studied and with all of them the ratio between
the biggest cell size and the y-value at the wall was kept
3. The results can be seen in figure 6 where the convective
heat transfer from the lower side of the beam is plotted
against the time.

LA N
40 }"“
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o ) A
= A
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§ 10 J,r \‘_”/;'2’—& e R pa—
0 - |
| | | |
0 10 20 30 40 50
Time

Figure 6. Convective heat flux at the lower side wall with: 5k
---,27k---,64k - - - and 192k - - - meshes

From the results the conclusion was made that 64000
cells was sufficient amount of cells to capture the turbu-
lent scales of natural convection inside the beam. No tur-
bulence models was used in the simulations.

4 Results and Discussion

In this section the wall heat flux through the boundary
fluid to solid patch is calculated and compared between
the case where the momentum equation is calculated and
the case where the velocity field is frozen and not cal-
culated through the calculation. Two differen wall heat
fluxes are calculated, the other one being the flux cause by
conduction and convection and is calculated according to
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the equation 5 and the other one being the radiation heat The different heat fluxes through the upper side of the
flux coming from other surfaces and is calculated accord- beam are of course negative because the heat is going out
ing to the equation 7. In figure 7 these wall heat fluxes from the air domain and the values can be seen in figure 9.

through the lower side of the air domain is shown.

T
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Figure 7. Wall heat flux through the lower side of the beam; con-
duction and convection——, conduction with frozen flow =——,
radiation - - = and radiation in the frozen flow - - =

The convection can be seen to dominate in the first 50
seconds of the computation but radiation will be increas-
ing as the temperature level rise. The convection and con-
duction can be seen to converge after the 200 seconds,
convection and conduction — being 5.5 watts and only
the conduction in the frozen flow simulation — being
around 0.55 watts.

The right side of the beam and the heat fluxes through
that patch can be seen in figure 8.
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Figure 8. Wall heat flux through the right side of the beam; con-
duction and convection——, conduction with frozen flow ——,
radiation —— and radiation in the frozen flow - - -

The combined convection and conduction — and only
conduction in the frozen flow simulation — can be seen
to be almost equal during the first 400 seconds. The value
for conduction in the frozen flow simulation — being
2.22 watts. The radiation heat flux in both of these cases
can be seen to increase as the temperature increases and
the absolut value being slightly higher for the case with
the convection included in the simulation.
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Figure 9. Wall heat flux through the right side of the beam; con-
duction and convection——, conduction with frozen flow ——,
conduction with frozen flow ——, radiation - - = and radiation
in the frozen flow - - -

Through the upper side of the cavity, inside the beam,
the convection and conduction can be seen to converge af-
ter the first 200 seconds, convection and conduction ——
being —10.8 watts and only the conduction in the frozen

flow simulation — being around —4.2 watts. The radi-
ation in the convection case - -- and the radiation in the
frozen flow case - - - are increasing as the temperature is

increasing. The sign of course being opposite because of
the opposite direction of the heat.

To show what is the difference in the temperature be-
tween the case with convection, and the one without, the
results can be seen in figure 10.
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Figure 10. Temperatures in the air in the probe locations ac-
cording to the figure 4: Lower side - - -, lower side frozen flow
- - -, upper side - - - and upper side frozen flow - - -

The temperatures are pretty close to each other but the
ones in the with convection are slighty higher than the
ones wihtout.

Proceedings of the 58th SIMS 125

September 25th - 27th, Reykjavik, Iceland



To illustrate that the temperature field and the wall heat
flux fields inside the beam are not constant during the fire
the figure 12, figure 11 and figure 13 are presented.

-

Figure 11. Illustration of the non-constant wall heat flux inside
the beam when ¢ = 400s

As can be seen from the figures, inside the beam a wan-
dering recirculation zone is travelling as the simulations
continues. The size of this travelling vortex is around the
size of the hydraulic diameter of the insides of the hollow
beam.

N
3 865 878
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Figure 12. Illustration of the non-constant temperature field in-
side the beam when ¢ = 400s

Final illustration of the non-constant temperature field
we look at the velocity field in the middle of the beam
where x = 0.25m in figure 13.
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Figure 13. Illustration of the velocity field inside the beam when
t =400s and x = 0.25m

5 Conclusions

In this study the effect of natural convection inside the hol-
low beam in a standard fire was studied. A conjugate heat
transfer solver in OpenFOAM was used and all the meshes
were created with open source software. To simulate what
is the effect of solving the momentum and pressure equa-
tion inside the beam the case was solved with the equation
and without as a frozen flow field simulation. The key
findings were as follows.

1. In the beginning the convection and conduction are
dominating the heat transfer.

2. After 100 seconds the radiation heat transfer is equal
to the conduction and convection.

3. On the lower side of the beam the convection heat
transfer is 5 times higher than conduction in the sim-
ilar case with a frozen flow field simulation.

4. After 400 seconds of simulation, the radiation heat
transfer is double to the amount of convection and
will keep increasing as the temperature increases
with the propagating fire.

As depicted in figures 11 and 12, the internal heat
transfer due to non-constant ambient temperature field
causes fluid temperature variations that are meaningful
when compared to ambient temperature differences. In
future studies, this phenomenon will be investigated in the
context of practical steel joints.
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Abstract

The objective of this study was using computational
fluid dynamics simulation with OpenFOAM to study the
fluidization properties for four types of particles
classified as Geldart A, B, C and D. Fluidization regimes
were studied for particles with the same density but
different diameters. The particle diameters were selected
based on Geldart’s classification of particles. The
simulation results were validated against experimental
data. Pressure gradient, flow regime change, bubble rise,
bubble splitting and bed expansion were studied for all
four types of particles for different superficial velocities.
Group-B and D particles easily produced bubbles.
However, Group-C and A particles gave very high bed
expansion, and no clear bubbles were observed. Bed
with the Group-D particles, the bubbles was large and
some of the bubbles reached the diameter of the bed.
Group-B particles gave smaller and on average more
stable bubbles than Group-D particles. There was no
bubble formation from Group-C and Group-A until the
inlet superficial velocity was 25 times and 5 times larger,
respectively, than their minimum fluidization velocities.

Keywords: Fluidization, bubble, Geldart’s
classification, pressure gradient, flow regimes,
OpenFOAM

1 Introduction

The gas-solid fluidization process can be divided into
two basic steps: the packed bed and the fluidization
regime. The packed bed pressure drop can be explained
using the Ergun equation up to a minimum fluidization.
The pressure drop across the fluidization flow regime
can be explained using the mixture momentum balance
equation. At the minimum fluidization condition, the
buoyant force and the drag force are equal and balance
each other in opposite directions (Gidaspow, 1994).
According to Geldart’s classifications of powder,
uniformly sized powders can be classified into four basic
types: aeratable (Group-A), bubbling (Group-B),
cohesive (Group-C) and spoutable (Group-D), (Geldart,
1972). Group-A particles show considerable bed

1991). The agglomerate diameter of Group-A particles
depends upon a force balance between cohesive, drag,
gravity, and collision forces (Motlagh et al., 2014).
Group-C particles have difficulties in rising due to the
inter particle forces that are stronger than the fluid forces
exerted on particles (Gidaspow, 1994). Group-D
particles give a slower bubble rise velocity than the gas
velocity (Kunii & Levenspiel, 1991). (Wang X. et al.,
2007) showed that Nano-sized particles possess both
Group-A and Group-B behavior. Group-B bubbles,
which are at the interface between dense phase and
freeboard, affect bed collapse time (Pei et al., 2009).
(Pandit et al., 2005) found that high bed expansion
happens at the particle size boundary between Group-A
and B. (Alavi & Caussat, 2005) found that the
fluidization behavior improved for the highest vibration
strengths. (Zhang et al., 2008) simulated Group-A and
B particles using a commercial computational fluid
dynamics (CFD) tool. There are a number of CFD
studies on the gas-solid fluidization. However, few open
source CFD studies about all four types of Geldart’s
groups of particles are published. In this work, all four
types of particles were simulated using OpenFOAM 4.0,
2-D simulations. The standard “twoPhaseEulerFoam”
model was used for the simulations. All the four particle
types were studied with respect to of pressure gradients,
flow regime changes, bed expansion, bubble formations
and bubble rises.

2 Numerical models

The Euler-Euler model was used to simulate both
phases. In this approach, the sum of phase volume
fractions equals unity and the phase volume fraction is a
continuous function of space and time (Rusche, 2002).
ag + ag;=1 (1)

Here, a is the volume fraction and subscripts g and s
indicate gas and solid phases. Continuous phase velocity
varies significantly over the volume when the flow
becomes turbulent. Therefore, average velocities are
introduced in the continuity equation (Crowe et al.,

expansion before the bubbles appear. Group-B particles 22310)(’ _
give bubbles as soon as the gas velocity exceeds the % + V. (pgUyay) = 0. (2)
minimum fluidization condition (Kunii & Levenspiel,
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The x momentum equation for continuous phase can be
given as (Rusche, 2002) and (Crowe et al., 2011).
0pgagily o
ot + V- (agpqatigUy)

p _
= —aga—x+ V:Tgx (3)

+ agpg9x + Mg,x

Here, @, is the x directional velocity of the continuous

phase, p, is the density of the continuous phase, l_fg is
three dimensional velocity components of the
continuous phase, p is the pressure, 7,, is the x
component Reynold average stresses, g, Iis the
acceleration of gravity in the x direction, 1\7Ig_x is the
average interface momentum transfer term per unit
volume,

Mg,x = Fd+Fl+va+F0 (4)

Here, F, isthe drag force, F; is the lift force, E,,, is the
virtual force and F, is the other force. Lift force, virtual
force and other forces were neglected. The drag force for
unit volume is,

Fd = IBI(US - vg) (5)

The friction coefficient between fluid and solid (B8’)
(Gidaspow, 1994) depends on a:

if a; < 0.8, Ergun’s formula applies,
0{52[,{9 pg|vg B Us|0(5
ag (dyp9s)? Dsdy,

B’ =150 +1.75 (6)

While if a; > 0.8, Wen and Yu’s formula applies,

3 a,|lv,—v a
7]

Here, g4 is the gas viscosity and the drag
coefficient(Cp) depends on Reynold’s number:

if Reg < 1000,
24
Cp = — (1 + 0.15(Rey)%687), (8)
Reg
if Reg > 1000,
Cp = 0.44. (9)
Here,
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agpglvg—vsldp

Re. =
S #g

(10)

The restitution coefficient, which evaluates the particle-
particle collision, was 0.8. The Johnson-Jackson model
calculates friction stress between wall and particles. The
minimum fluidization velocity (ug ) is
w . — B(Pr=Pg)9 ZymsPh

gmf = 15044 Asmf (11)

Here, d,, is the particle diameter, p,, is the density of the
particle, @,, is the sphericity of the particle. Maximum
bubble size (dp mqx) according to Mori and Wen (Kunii
& Levenspiel, 1991) is

db,max = 0.65 (% d? (uO - umf))

0.4
. (12)

Here, d; is the channel width. According to the Grace
correlation (Gidaspow, 1994), a single bubble velocity

(ubr) '

Uy, = 0.711./gd,. (13)

The velocity of bubbles in a bubbling bed is

Up = Ug — Upmyp T Upy- (14)

Here, dg is the average bubble diameter and wu, is the
inlet gas velocity.

2-D simulations were done using the open source CFD
code OpenFOAM 4.0. The forward Euler method was
used for the time discretization. Pressure-velocity
coupling was solved by the pressure implicit with
splitting of operators (PISO) algorithm with second
order upwind correction.

Grid size (mesh resolution) is a critical factor for the gas-
solid two fluid method (TFM). Grid size needs to have
sufficient scale resolution to accurately predict the bed
expansion (Wang J. et al., 2011). When the grid size is
smaller than 10 times the particle diameter, a
homogenous drag model reached its asymptotic results
(Lu et al., 2009). The simulations failed to predict
Geldart’s A particle when using a fine mesh (Lu et al.,
2011) and (Wang J. et al., 2009). Therefore, 7 mm
minimum cell size mesh was used for 1.5 mm maximum
size particle diameter.

3 Physical properties of gas-solid
system

Table 1 shows physical properties of the particle groups.
Particle density and fluid density were constants for the
groups. Corresponding particle diameters were selected
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based on Geldart’s powder classification diagram
(Geldart, 1972).

Table 1. Physical properties of gas-solid system

Parameters Group- Group- Group- Group-
A B C D

Particle diameter, d,, | 60 350 15 1500
(nm)
Particle density, p,, | 2500 2500 2500 2500
(kg/m?3)
Fluid  density, pg, | 1.225 1.225 1.225 1.225
(kg/m®)
Calculated minimum | 0.0035 0.15 0.00024 | 2.4
fluidization velocity,
Ugmy, (M/s)

4 Results and discussion

Results were categorized for each group as a
comparison. Pressure gradient across a bed was
calculated as an average pressure difference between
two points in the bed, which were 30 mm and 235 mm
vertical height from the bed bottom. The average
pressure was calculated as an area average pressure. The
channel with was 0.084 m and channel height was
different depending on the expansion of the groups.

4.1 Group-A

4.1.1 Pressure gradient

The pressure gradient increased proportionally with the
inlet superficial velocity until the minimum fluidization
velocity was reached. At minimum fluidization, the
packed bed gave a maximum pressure gradient as shown
in Figure 1. The minimum fluidization velocity was
0.006 m/s. (Ye et al., 2005)) also observed a similar
pressure drop pattern with the inlet superficial velocities
for Group-A particles.

16000
14000
12000
10000
8000
6000
4000
2000

Pressure gradient (Pa/m)

4.1.2 Fluidization regimes

Figure 3 shows bed expansions with different inlet
superficial velocities. There was no considerable bed
expansion before the minimum fluidization velocity was
reached. However, after the minimum fluidization, the
bed expanded considerably. Here, the dense phase was
gradually transitioned into the dilute phase. There was
no bubble formation until the inlet superficial velocity
was five times higher than the minimum fluidization
velocity. This bubble less bed expansion behavior was
also observed by (Wang X. et al., 2007). However,
when the inlet velocity was further increased, the airflow
tried to create flow channels in the expanded bed.
(Karimipour & Pugsley, 2010) also observed a similar
behavior, when the bed expanded, it gradually
compromised into a normal bubbling bed.

4.2 Group-B

4.2.1 Pressure gradient

Figure 4 shows pressure gradient variation with the inlet
superficial velocity. The pressure gradient gradually
increased until minimum fluidization occurred, and then
it became (on average) constant. The minimum
fluidization velocity was 0.16 m/s in the experiment and
0.18 m/s in the simulation. The average particle diameter
was 350 um in the experiment (Thapa & Halvorsen,
2013). However, in the simulation only 350 um diameter
particles was used. This could be the reason for having
a little difference between the simulation result and the
experimental result.

0 0.005

0.01 0.015 0.02

Superficial velocity (m/s)

Figure 1. Group-A particles pressure-gradient variation with the inlet superficial velocity

DOI: 10.3384/ecp17138128

Proceedings of the 58th SIMS 130

September 25th - 27th, Reykjavik, Iceland



0.000e+00 0.15 0.3 0.45 6.000e-01

Figure 2. Color map for Figure 3, 5, 6, 7, 9, 11 and 12.
Value zero (dark blue) represents the gas and value one
(dark red) represents the solid.
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Figure 3. Solid volume fraction with different inlet
superficial velocities, Geldart’s classification Group-A,
ps = 2500 kg/m?, d, = 60 pm, the maximum column
height is 0.8 m ; (a) 0.0026 m/s, (b) 0.0042 m/s, (c) 0.006
m/s, (d) 0.008 m/s, (e) 0.015 m/s, (f) 0.03 m/s, (g) 0.04 m/s,
(h) 0.05 m/s, (i) 0.06 m/s, (j) 0.07 m/s

4.2.2 Fluidization regimes

Figure 5 shows a flow regime change with increase of
the inlet superficial velocity. The packed bed can be
considered as a normal packing (neither a dense packing
nor a loose packing), because the minimum void fraction
was 0.3564 and the sphericity was equal to one (Kunii
& Levenspiel, 1991). There is no bubble formation in
Figure 5.a. This was due to the gas velocity lower than
the minimum fluidization velocity. Approximate
minimum fluidization is shown in Figure 5.b. There was
no bubble formation at this stage. The size of bubbles is
expanded from Figure 5.c to Figure 5.f. The minimum
bubbling occurred at the inlet surficial velocity in in
range 0.2 m/s to 0.25 m/s. Figure 5.f shows a slug
formation. A spouted bed behavior is shown in Figure
5.9. The spouted bed behavior was occurred, when the
inlet superficial velocity was five times larger than the
minimum fluidization velocity.

DOI: 10.3384/ecp17138128

4.2.3 Bubble formation and rise

Figure 6 shows a bubble formation from the bottom of
the bed and travel until the top of the bed. The bubble
size increased gradually with time. The circular shape of
the bubble changed into an elliptical shape at the end.
This was due to the lower hydrostatic pressure applied
to the bubble at the top of the bed. The average bubble-
rise velocity from the formation to the end was 0.426
m/s (for the inlet superficial velocity 0.35 m/s), which
was higher than the gas inlet velocity and higher than the
minimum fluidization velocity. The diameter of the
bubble varied from 0 mm to 42 mm. Here, the average
bubble size was 50% of the bed diameter. According to
Equation-14, the calculated average bubble-rise velocity
was 0.482 m/s, which was approximately equal to the
simulation result. Most of the bubbles rise faster than the
inlet superficial gas velocity (Geldart, 1972). The high
bubble velocity is due to the low void fraction in the bed.
These low voidages support to rise the bubbles faster
than the inlet superficial velocity. Increase or decrease
of bubble diameter depends on the balance of
coalescence and splitting frequencies (Horio M &
Nonaka A, 1987). Group-B particle showed higher
mixing than Group-A particles due to the more bubbles
in the bed.

4.2.4 Bubble splitting

Figure 7 shows the bubble-splitting behavior. Here,
dense phase particles collapsed onto the bubble and
because of this, the bubble splits into two. Other bubbles
and wall effects were also reasons to the bubble splitting.

4.3 Group-C

4.3.1 Pressure gradient

There are very few simulations related to Group-C
particle fluidization found in literature. There is a real
practical difficulty of the simulations, which takes
higher simulation time due to very small velocities at
minimum fluidization. In this study, a time step of 10* s
was used for the simulations. Figure 8 shows pressure
gradient variation with the inlet superficial velocity for
Group-C particles. The minimum fluidization velocity
was 3.75x10* m/s.

4.3.2 Flow regimes

Group-C particles behaved as a fluid as shown in Figure
9 and it gave the higher flow behavior compared to the
other groups. Even though the inlet superficial velocity
was 25 times larger than the minimum fluidization
velocity, there was no bubble formation. This was due
to the high cohesive properties of Group-C particles.
Due to strong extra inter-particle forces, bubble
formation does not occur in beds with Group-C particles
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Figure 4. Group-B pressure-gradient variation with the inlet superficial velocity, the experimental result from (Thapa &

Halvorsen, 2013).

(Yao et al, 2002). However, the standard
“twoPhaseEulerFoam” does not include the cohesive
forces.

14m
Om

@ @® @©© @ @ O ©

Figure 5. Solid volume fraction with different inlet

superficial velocities, Geldart’s classification, Group-B,
ps = 2500 kg/m?, d,, = 350 um, the maximum column
height is 1.4 m; (a) 0.05 m/s, (b) 0.2 m/s, (c) 0.25 m/s, (d)
0.3 m/s, (e) 0.4 m/s, (f) 0.45 m/s, (g) 1.0 m/s
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4.4 Group-D

4.4.1 Pressure gradient

Figure 10 shows the pressure gradient variation with the
inlet superficial velocity. The minimum fluidization
velocity was 1.15 m/s and the pressure gradient in the
bed was 2600 Pa.

@ (B @ @ & @O @ (h @
Figure 6. Bubble formation and rise vs. time, d, =
350 um,v = 0.35m/s; (a)t=2.5s,(b)t=3.0s,(c)t=3.5
S, (d)t=4.0s,(e)t=45s, (t=5.0s,(g)t=55s,(h)t
=6.0s,())t=65s

@ () (© (d)

Figure 7. Bubble splitting, d,, = 350 um, v = 0.35 m/s;
@t =25s (bt =30s,(c)t = 35s,d)t = 4.0s
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Figure 8. Group-C particles pressure-gradient variation with the inlet superficial velocity
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Figure 9. Solid volume fraction, Geldart’s classification,
Group-C, ps = 2500 kg/m?, d, = 15um, the maximum
column height is 1.4 m; (a) 0.00014 m/s, (b) 0.00027 m/s,
(c) 0.0004 m/s, (d) 0.0008 m/s, (e) 0.001 m/s, (f) 0.002 m/s,
(9) 0.003 m/s, (h) 0.004 m/s, (i) 0.005 m/s, (j) 0.01 m/s

after 380 s

4.4.2 Flow regimes

Figure 11 shows solid volume fraction change with
increase of the inlet superficial velocity. Flow behavior
was similar with Group-B particles. However, bubbles
were not stable as for Group-B and they were splitting
faster. Back mixing was slower compared to Group-B
particles (Geldart, 1972).

4.4.3 Bubbles formation

The shapes of the bubbles changed rapidly. The average
size of the bubbles is larger than the average size of
Group-B bubbles. The bubbles were very unstable at the
top of the bed. There were large openings of bubbles at
the top of the bed as shown in Figure 12. The average
bubble size was 0.07 m, which was approximately equal
to the width of the column (d; = 0.082 m). The
calculated average bubble-rise-velocity was 1.04 m/s
from Equation-14. However, the simulated average
bubble rise velocity was 0.4 m/s. Group-D bubbles rose
at lower speed than the inlet superficial velocity. This is
due to Group-D bubbles being comparatively larger and
this creates higher voidages to rise the gas compared to
the other groups.
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Figure 10. Group-D particle pressure-gradient variation with the inlet superficial velocity
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Figure 11. Solid volume fraction after 70 s, Geldart’s
classification, ~ Group-D, ps = 2500 kg/m?,  d, =
1500um, the maximum column height is 0.8 m; (a) 0.8
m/s, (b) 0.9 m/s, (c) 1.1 m/s, (d) 1.3 m/s, (e) 1.5 m/s, (f) 2.0

m/s, (9) 2.5 m/s

5 Comparison of Group-A, B, C, and
D

5.1 Bed expansion

Figure 13 shows bed expansion with the inlet superficial
velocity for the all four particle groups. The bed

DOI: 10.3384/ecp17138128

expansion factor was defined as % Here h was the bed
height and h,,; was the bed height at the minimum
fluidization. The expansions were considered until the
bubble formation occurred. Group-C particles showed
the highest bed expansion ratio, which was 1 to 2.5
times. Group-A particles showed a bed expansion 1 to
2.1 times. Group-B particles showed a bed expansion 1
to 1.2 times. Group-D particles gave lowest bed
expansion that was 1 to 1.05 times. Group-C expanded
with the smallest velocities and Group-D expanded with
the largest velocities.

© (@ (

@ (b) ® @ 0" O 6O &

Figure 12. Bubble formation and rise of Group-D
particles,d,, = 1500um, v = 1.6 m/s; (a) t = 1.55's, (b) t
=172s,(c)t=180s,(d)t=1.91s,(e)t=2.05s, (ft=
2.13s,(g)t=2.18s, (h)t=2.235s, (i) t=2.285s, (j) t =2.32
s,(K)t=2.38s
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Figure 13. Bed expansion with the inlet superficial velocity for Group-A, B, C and D particles. x-axis is given in log

5.2 Void fraction at the minimum
fluidization

The void fraction at the minimum fluidization is an
important parameter for many calculations. Table .2
gives minimum fluidization velocity (u,,), bed height at
the minimum fluidization (h,,;) and void fraction at
minimum fluidization (a,,). The minimum allowable
void fraction was defined as 0.3564 during the
simulations. The void fraction at minimum fluidization
was calculated as the average void fraction in a packed
bed.

Table 2. Simulated results at minimum fluidization for all
the four groups

Group-A Group-B Group-C Group-D
dp(um) 60 350 15 1500
U f(M/s) 0.006 0.19 0.000375 1.15
hmg (mm) 255 263 256 259
A 0.4427 0.4539 0.4467 0.4565

6 Conclusions

Group-A and -C particles show bubble-less bed
expansion. Group-C particles show the highest bed
expansion ratio and Group-D particles show the lowest
bed expansion ratio, respectively 2.5 times and 1.05
times, before bubble formation. A higher average bubble
size occurs in Group-D particles than Group-B particles.
Group-A and Group-C particles are less prone to mixing
than Group-B and Group-D particles due to less bubble
formation. Group-C particles show higher flow
properties than the others. The minimum fluidization

DOI: 10.3384/ecp17138128

velocities become gradually smaller from Group-D, B,
AtoC.
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Abstract

A rotating cylinder (RC) is a common type of reactor
used in the industry, the most typical example being a
cement Kiln. The particle flow pattern inside such a unit
is necessary for the mass and energy transfer, and this
flow pattern depends on the operational Froude number
and the degree of filling. The main aim of this study is
to compare the simulation results from OpenFOAM and
Fluent applying a Eulerian multiphase flow modeling
concept to study the behavior of dense particle gas
mixtures under different operational conditions. Six
different flow patterns are simulated, varying the degree
of filling from 10 to 45 % and the Froude number from
0.0001 to 5. OpenFOAM is capable of producing results
very close to those generated with Fluent, and both
software appears to be suitable for simulating the RC
dense particle flow using the Eulerian approach.

Keywords: Particle flow, OpenFOAM, Fluent, Rotating
cylinder, Froude number

1 Introduction

The behavior of particles inside a rotating cylinder
(RC) has a significant influence on the mass and energy
transfer, both in the solids phase and between the solids
and the surrounding medium [1-4]. A cement kiln is a
typical example of a RC which has mass and energy
transfer between the phases [5, 6]. Six different flow
patterns can be identified, depending on the degree of
filling and the rotational speed; slipping, slumping,
rolling, cascading, cataracting and centrifuging [2, 7].

Such flow patterns have previously been simulated
by some of the authors using the CFD software Fluent,
applying the Eulerian approach to model both the
particle phase and the gas phase [8].

OpenFOAM is an open source CFD toolbox that can
be downloaded and used free of charge!. The
OpenFOAM solver “twoPhaseEulerFoam” can be used
to model incompressible fluid phases, such as one
particle phases and one gas phase. This approach applies
the Eulerian conservation equations for both the gas and
the solids phases, meaning that the phases are modeled
as interpenetrating continua [2, 9, 10].

L www.openfoam.com
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The purpose of the current study is to investigate the
ability of OpenFOAM to map the flow pattern
mentioned above and to compare the simulation results
with those from Fluent simulations.

2 Theoretical background

Heydenrych [7] studied the flow pattern inside a RC
for particles in size range 0.1-10 um. The flow pattern
depends on the degree of filling and the Froude number
(Fr). The degree of filling can be expressed as the ratio
H/R, i.e. bed depth H (m) to cylinder radius R(m). The

Froude number is a function of the rotational speed w

(%), the cylinder radius and the gravitational constant,

m
9981 %)

w?R

g

Fr = 1)

Six different flow patterns can be mapped into the
Fr-H /R space based on the particle behaviour: Slipping
slumping, rolling, cascading, cataracting and
centrifuging [7, 8], see Figure 1.
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Figure 1. Flow regime as a function of operational
conditions [7].

A particle bed in motion may have an active and a
passive layer. When the cylinder rotates, the particles
adjacent to the wall obtain some velocity. Other
particles are located at a distance from the cylindrical
wall and stay stagnant [2, 7, 11, 12]. The particle layer
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that gains some velocity due to the cylindrical wall
rotation is called the active layer, whereas the stagnant
layer of particles is referred to as a passive layer. When
the rotational speed increases, the active layer thickness
increases. An illustration of active and passive layers is
shown in Figure 2.

RPM
Gas

Passive Layer

Active Layer

Figure 1. The active and passive layers development in
an RC.

2.1 Basic Flow patterns

The six different basic flow patterns are described in
this section.

2.1.1 Slipping

The slipping mode can be observed for H/R < 0.15
and Fr < 0.001. In the slipping mode, the active layer
shows very little particle movement [7, 13], and the
active layer is very thin compared to the passive layer,
see Figure 3. In other words, the passive layer is
predominant in this flow mode. As a result, the particle
mixing, the mass trasfers and the heat transfer between
paticles and between gas and particles is at a minimum.

Figure 3. The slipping mode.

2.1.2 Slumping

If Fr is kept below 0.001, but H /R is increased above
0.15, the particle bed tends to move with the moving
wall, but then at a some elevation the particles suddenly
collapse and move back towards the initial position [13],
see Figure 4. Due to the slumping behavior, the bed is
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predominantly a passive layer, hence slumping is not
very usable in industrial applications.

Figure 4. The slumping mode.

2.1.3 Rolling

When Fr increases to the range 0.001-1 and H/R is
in the range 0.05-0.35, the rolling mode can be
observed.

In the rolling mode, particles close to the cylindrical
wall moves with the wall to a certain elevation and then
roll back on the surface of the bed. As a result, a circular
bed movement can be observed in the rolling mode, see
Figure 5. Due to this circular particle motion, most of
the particles touch the cylinder bottom and the upper
surface during operation, meaning that the active layer
is dominant. Subsequently, the transfer of heat and mass
between particles and between gas and particles is
increased.

For typical industrial operations like that of a cement
kiln, the rolling mode is used [1, 5]. According to the
Nielsen, et al. [5] a cement Kiln is operated at 3-4 rpm.

Figure 5. Rolling mode.

2.1.4 Cascading

When the degree of filling increases to a certain level
above that of the rolling mode, the cascading mode can
be seen [11, 13]. In this mode, the active and passive
layers are difficult to distinguish from each other.

In the cascading mode, the particles show a stronger
accumulation on the elevated side, and the top layer of
the particle bed moves more compared to the rolling
mode, see Figure 6. The cascading mode actually gives
maximum mixing and maximum mass and heat transfer.
However, since this operation mode consumes extra
energy, it is usually not considered the optimal solution.
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Figure 6. The cascading mode.

2.1.5 Cataracting

For Fr > 1 and high H/R values, the cataracting
mode occurs [7, 11], see Figure 7. The cataracting mode
can be seen in RCs operating at high rotational speeds.
The cataracting mode has free falling particles at the
elevated end of the cylinder, see Figure 7. Such a flow
pattern gives improved mixing with gas phase inside the
cylinder. However, the cataracting mode is not be
considered a viable option in the industrial applications
as the operational range is very narrow and the rotational
speed must be very high.

Figure 7. Cataracting mode.

2.1.6 Centrifuging

A further increase in Fr will give the centrifugal
mode. In this mode, most of the particles are pressed
towards the cylindrical wall due to the centrifugal force,
see Figure 8. This mode requires extremely high
rotational speeds. In the centrifugal mode the active
layer is dominant.

For normal industrial operations, in which particle
mixing and heat transfer are expected, the centrifugal
mode is not used. However, it may be utilized in some
applications, such as drying or separation of solids from
a fluid [14].
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Figure 8. The centrifuging mode.

3 Simulation study

In this study, OpenFOAM (version 4.1) and ANSYS
Fluent (release 16.2) were used, applying the Euler-
Euler approach, in which a set of continuity and
momentum equations was solved for each phase. This
means that gas and solids phases are modeled as two
interpenetrating continua [2]. The method is based on
property averaging in the time domain, where the local
instantaneous balance of each phase is obtained.
Moreover, time averaging of the fluid flow motion is
applied; the Reynolds-Average Navier-Stokes (RANS)
method is used to solve the properties of the turbulent
flow field [15].

The details of the Eulerian model and the particle
drag model, as well as additional information, are given
in a previous article by some of the present authors [8,
16] and are therefore not repeated here.

The six different flow patterns illustrated in Figure 1
were simulated using the operational conditions given in
Table 1.

In the simulation, a lab-scale RC with a radius of
0.20 m was considered. The diameter of full-scale
cement kilns are typically 10-20 times bigger than this,
but lab-scale RC has been practical to use in verification
of results simulated with the Fluent software [8]. To
enable comparison of OpenFOAM and Fluent results,
the same RC is the basis for the current study.

In the slipping and slumping modes, the rotational
speed was low (0.67 rpm), so a relatively long
operational time (90 s) had to be simulated to make sure
there was enough time for the flow pattern to develop.
In the rolling and cascading modes, the rotational speed
was 10 times higher (6.67 rpm), so the time could be
reduced by a factor of 10. Moreover, in the cataracting
and centrifuging modes, the rotational speeds were
higher by a factor of 10 and 22.5, respectively, so the
time could be reduced accordingly.
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Table 1. Simulation parameters (R = 0.20 m).

Detail Slipping Slumping Rolling Cascading Cataracting Centrifuging
Degree of

filling, H/R 0.10 0.35 0.20 0.45 0.45 0.45
Rotational

speed (RPM) | 0.67 0.67 6.67 6.67 66.7 150

Froude

number 0.0001 0.0001 0.01 0.01 1 5

Total time

simulated (s) 90 90 9 9 0.9 0.4

4 Results and Discussion

Figure 9 and 10 show the results of OpenFOAM and
Fluent simulations. The red color in Figure 9 designates
pure solids, whereas the blue color means no solids (i.e.
gas only). Colors in between blue and red indicate areas
where both phases are present. Both the Fluent and
OpenFOAM simulation results match fairly well the
outlined slipping mode flow pattern shown in Figure 3.

p———

Figure 9. Slipping mode solids fraction (left:
OpenFOAM, right: Fluent). Red = 100 % solids,
Blue = 0 % solids.

The OpenFOAM velocity vectors (Figure 10, left)
show both the gas phase and the particle phase, while
the Fluent velocity vectors (Figure 10, right) only show
the particle phase (this is due to different features of the
graphics processing procedures in the two software
packages). The velocity vectors are qualitatively in
agreement with results from previous studies [6, 12].
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Figure 10. Slipping mode velocity vectors (left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities).

Figure 11 and 12 shows a comparison of the
OpenFOAM and the Fluent flow patterns for the
slumping mode (Figure 4), which appear after an
increase in filling degree from 10 to 35 %. In Figure 11,
the particle bed at an elevated point is shown. It is hard
to capture the exact point at which the particle bed
collapses.

Figure 11. The slumping mode solids fraction (left:
OpenFOAM, right: Fluent).

The velocity vectors are shown in Figure 12.
According to the figure, the particles at the bottom move
in parallel with the cylindrical wall, and the top of the
bed has a backward-directed velocity. Moreover, the
velocity at the top of the bed is higher than the bottom
velocity. Both simulation software is capable of
producing results in agreement with the theory.
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Figure 12. Slumping mode velocity vectors (left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities)

Figure 13 and 14 shows the rolling mode (Figure 5)
results that appear after increasing the rotational speed
by a factor of 10 (from 0.67 to 6.67 rpm) and reducing
the filling degree slightly (from 35 to 20 %). The
characteristics of this mode are observed both in
OpenFOAM and Fluent.

Figure 13. Rolling mode solids fraction (left:
OpenFOAM right: Fluent).

The velocity vector plots in Figure 14 match each
other quite well, even if the different graphics
processing procedures makes the gas phase visible in
OpenFOAM, but not in Fluent. The bottom particle
movement and the surface particle movement are both
visible from the plot, and the velocity vectors are also in
line with previous studies [6, 17].

\

Figure 14. Rolling mode velocity vectors (left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities).

The cascading mode flow pattern is observed in
Figure 15 and 16. This mode was reached by increasing
the filling degree from 20 to 45 % (while maintaining
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the rotational speed at 6.67 rpm) and is in line with the
sketch of the pattern shown in Figure 6.

Figure 15. The cascading mode solids fraction (left:
OpenFOAM, right: Fluent).

According to Figure 15, the particles accumulate
more heavily on the elevated side. The particle elevation
in this mode is higher than in the rolling mode.

Velocity vectors are plotted in Figure 16, and
similarities can be observed. The particle velocity at the
surface is higher in this mode, as the particle elevation
is higher than the rolling mode.

Figure 16. Cascading mode velocity vectors (left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities).

An increase in rotational speed by a factor of 10 (from
6.67 to 66.7) causes the cataracting mode (Figure 7) to
appear when the filling degree is kept at 45 %, see
Figure 17 and 18.

Figure 17 illustrates that both OpenFOAM and Fluent
simulation results show particle showering down,
creating a circular type of motion. The OpenFOAM
contours appear to be particularly illustrative in this
respect.
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Figure 17. Cataracting mode solids fraction (left:
OpenFOAM, right: Fluent).

The velocity vectors in Figure 18 match each other
quite closely and also correspond well with results
reported by Finnie, etal. [17].

Figure 18. Cataracting mode velocity vectors (Left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities).

Finally, when the rotational speed is increased even
more (from 66.7 to 150 rpm) while keeping the degree
of filling unchanged (45 %), the particle bed reaches the
centrifugal mode (Figure 8).

Both simulation software shows similar behavior for
the solids fraction given in Figure 19.

Figure 19. Centrifuging mode solids fraction (left:
OpenFOAM right: Fluent).

Figure 20. Centrifuging mode velocity vectors (left:
OpenFOAM gas and particle velocities, right: Fluent
particle velocities).

Also the velocity vector plots in Figure 20 show a
close match with each other. The particle velocity at the
wall has the highest velocity, and this is more or less
equal to the cylindrical wall velocity.

The flow pattern development in both software for a
particular case is shown in Figure 21 and Figure 22. The
centrifugal mode was selected in this demonstration as
it shows significant differences with time. Images were
captured at 0,0.1,0.2,0.3,0.4 s.

The flow development over time is very comparable
in OpenFOAM and Fluent. At the very beginning,
particles are gathered at the bottom of the cylinder at the
same filling degree. As time proceeds, the particles
move with the cylindrical wall, and after 0.4 s, a more
or less circular flow pattern is observed in both Fluent
and OpenFOAM results.

It should be mentioned that the OpenFOAM
simulations converged faster than the Fluent
simulations, which can be a decisive factor when
selecting what software to use. As an example,
OpenFOAM converges to the solution within a day for
the rolling mode, whereas the Fluent simulation takes
about a week. Moreover, as the OpenFOAM is an open
source software, the scripts are easily adjustable and
easily manipulated by users. Contrary, the Fluent is a
commercial software and the user has no access to the
original scripts. The graphical interface in OpenFOAM
is also very user-friendly.

Figure 21. Flow pattern development over time (OpenFOAM); elapsed time from left to right: 0, 0.1, 0.2, 0.3 and 0.4 s.
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Figure 22. Flow pattern development over time (Fluent); elapsed time from left to right: 0, 0.1, 0.2, 0.3 and 0.4 s.

5 Conclusion

Based on simulations executed with OpenFOAM and
Fluent, applying the same approach and the same drag
models, it can be concluded that two software packages
produce very similar results. The simulated results also
agreed well with flow patterns described in the
literature. Hence, for a particular particle diameter,
different flow regimes in an RC can be mapped in a
diagram of filling degree vs. Froude number (which in
turn depends on the rotational speed and the cylinder
diameter).

OpenFOAM appears to be faster in producing the
same results, and the interface is user-friendly.
However, the two simulation softwares have different
graphics processing procedures, which makes it difficult
to generate plots that are directly comparable.

Based on the study it can be concluded that the Euler-
Euler approach can be successfully utilized in particle-
gas phase simulations and that both software platforms
can be used for this purpose.
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Abstract

Uncertainty in model input parameters propagates
through the model to make model output imprecision.
Here, mathematical models used to calculate interfacial
area and mass transfer coefficient for both random and
structured packing in a packed bed absorption column
was studied to investigate the propagation of model
input parameters of viscosity, density and surface
tension through the models. Monte Carlo simulation
was used to examine the uncertainty propagation, and
expectation E(Y) and standard deviation o for the model
output values were determined. This study reveals +5%
model output uncertainty for mass transfer coefficient
and +3.7% uncertainty for interfacial area for the Onda,
Bravo and Fair models used in random packings.
Further, the analysis predicts £1.3% of uncertainty for
interfacial area and +0.8% of uncertainty for mass
transfer coefficient for the Rocha’s correlations used in
structured packings.

Keywords: uncertainty, absorption, mass transfer,
interfacial area

1 Introduction

A mathematical model is a simplified version of a
complex phenomenon in which assumptions are made
during the model derivation to formulate the relations
between parameters through mathematical equations.
When input data are not precise, this leads to imprecise
output results from the model. It is vital to quantify the
uncertainty in model output to acquire an understanding
about how accurate the estimated values through
models. Generally, uncertainties are described by a
probability distribution (Loucks et al, 2005).

Uncertainty of a model output is a result of both
uncertain model structure and parameter values (Loucks
et al, 2005). In model structure uncertainty, the errors in
the model structure compared to the real system,
assumptions and numerical approximations in
simulation caused to create uncertainty in model output.
The uncertain estimates of model parameters also make
the model output uncertain. It is difficult to estimate the
model structure uncertainty compared to model
uncertainty caused by the parameter value. Increase of
precision in model parameters can reduce the parameter
uncertainty but it does not mean that predictions are
accurate.
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The analysis of model uncertainty is useful in many
scientific applications. Krewski et al, (1995) performed
an uncertainty analysis on physiological models using
Monte Carlo Simulation. In this study, most of the
model parameters were assumed to have a nature of the
doubly truncated normal distribution. Spek et al, (2016)
discussed improving uncertainty evaluation of process
models in CO; capture by using pedigree analysis. A
study on investigating the effect of process uncertainty
on the optimal design of a CO; capture plant was done
by Bahakim and Ricardez-Sandoval, (2014). The
intention was to find the most economically feasible
design for process equipment and acquire optimal
operating conditions under uncertain conditions.
Mathias and Gilmartin, (2014) evaluated the effect of
uncertainty in property models on the simulated
performance of solvent-based CO, capture process.

Gas absorption is a frequently used unit operation in
gas treating processes. Packed bed absorption columns
are made of either random or structured packing
materials. The mass transfer coefficient and the
interfacial area are the most important parameters
involved with efficiency of packing materials. There
have been many attempts to make mathematical models
to evaluate both mass transfer coefficient and interfacial
area for the both packing materials. Physical properties
of viscosity, density and surface tension have an
influence on the mass transfer coefficient. Uncertainties
of those physical properties propagate through the mass
transfer and interfacial area models to make the
uncertain model output.

In this study, model uncertainty U(Y/X) analysis was
performed to investigate the input uncertainty
propagation of a selected amine through the mass
transfer and interfacial area models of the packed bed.
The mass transfer coefficient and interfacial area of
random packings are calculated by Onda, Bravo and
Fair’s models (Onda et al, 1967, Bravo and Fair, 1982).
Rocha’s correlations are used to calculate the mass
transfer coefficient of structured packings including
sheet metal packing (Rocha et al, 1996). The
uncertainties related to measurements and predictions of
physical properties were considered as the input
uncertainties in Gaussian probability distributions.

Proceedings of the 58th SIMS 144

September 25th - 27th, Reykjavik, Iceland


mailto:dag.a.eimer@tel-tek.no

2 Theory

In the field of gas treating, various mathematical models
are available to calculate desired physical properties in
the absorption process. Calculation of gas and liquid
side mass transfer coefficients and interfacial area of
packed beds have been highly concerned in many
research works. Several mathematical models were built
to approximate those properties using physical
properties of an absorbent such as density, viscosity and
surface tension. Most of the available models are based
on either two-film theory or penetration theory with
some reasonable assumptions (Wang et al, 2005).

The model developed by Onda, Bravo and Fair
(Onda et al, 1967, Wang et al, 2005) is widely used to
determine the gas and liquid side mass transfer
coefficients of random packings. The model is given as,

For the gas side mass transfer coefficient,

0.7
Kg :c{iI%] SCG% 1)

2
apdp ap/uG

For the liquid side,

2

= 00051 (y_@j%[pL_uLJASCLo.s @)

iapdp) 04 PL A

The interfacial area can be determined by,

0.75
B _1 exp —1.45(@] Re? Fr, *%\g®2
a, o,
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For this study, Rocha’s correlations were considered for
structured packing (Rocha et al, 1996).

For the models mentioned, physical properties of
density, viscosity and surface tension in amines were
considered as input parameters and the uncertainty
associated with these parameters were taken into
account for the examination of model uncertainty. This
analysis mainly focuses on the evaluation of parameter
uncertainty of the models and uncertainty due to models
structure will not be discussed here.

Physical properties can be determined by laboratory
experiments. In addition to that, it can be determined by
models, created using experimental data. Both
approaches deal with some level of uncertainty.
Eventually, the physical properties are needed to be
presented with an uncertainty to get an idea about the
level of accuracy. Table 1 lists some measurement
uncertainty of viscosity, density and surface tension of
different amines.

Guide to the expression of uncertainty in
measurement (GUM) (JCGM, 2011) discussed the way
of distributions propagate in mutually independent
inputs through a model. Figure 1 illustrates the concept
of propagation of distribution through a model. The
assigned probability distribution function (PDF) for the

inputs are represented as gy (&) and model output Y is

characterized by joint PDF g, (77) .

During the model validation, the physical properties
predictions are compared with the measured values to
observe the model predictability. It gives information
about deviation between model predictions and actual
values. This also can be considered as a model
uncertainty and it contains many uncertainty sources.
Onda’s correlations for liquid-phase mass transfer fulfill
+20% of agreement with the large amount of data on
organic liquids and water (Potnis and Lenz, 1996).

Table 1. Measurement Uncertainty of physical properties

Property Uncertainty
v — 005426 pes(u,, +ug,) O'SS 03 @) Viscosity | + 0.015 mPa-s (95% confident level,
e TEY T T Ce k=2) (Arachchige et al, 2013)
+ 0.12 mPa-s (95% confident level,
k=2 /M (5) k=2) (Sobrino et al, 2016)
s Density + 4.42 kg/m® (195% confident level,
k=2)(CO- loaded solution) (Jayarathna
Where y - Ys (6)
Ge 5(1_ hL)Sin o et al, 2013)
u +0.05 kg/m? (Standard uncertainty)
And y, =—=""— (7 (CO2 loaded solution) (Amundsen et
éh, sina al, 2009)
The interfacial is d ined b Surface + 0.02 mN/m (accuracy) (Vazquez et
e interfacial area is determined by tension al, 1997)
0.15 0350 + 1.2 mN/m ( 95% confident level,
8 _F, 29.12(We, Fr, )**S (8) k=2) (Jayarathna et al, 2013)
a, Re?? £°°(1-0.93cos(8) Jsin(a))**
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Figure 1. Illustration of the propagation of distribution (JCGM, 2011)

Nookuea et al, (2016) summarized possible uncertainty
ranges for different properties of gas and liquid CO;
mixtures and a sensitivity analysis was done considering
+20% deviation of physical properties to investigate
their impact on the design of an absorber.

The standard uncertainty in'Y due to uncertainty in X

u(Y)=4ar(Y) 9)

ar(Y)

E(Y)

The standard uncertainty in Y due to uncertainty in X
isuv\x;)

x100% (10)

RU(Y)=

Then the relative uncertainty is defined as

RU(Y\XJ-):MXIOO% (11)

E(Y)

3 Methodology

In this study, CO, absorption into 30% (by weight)
monoethanol amine was considered as the physical
process. It was assumed that the uncertainty of the
physical properties has a Gaussian distribution.
Experimentally measured values of viscosity, density
and surface tension of monoethanol amine with standard
uncertainty +5 % at 313.15 K were considered as model
input parameters and Monte Carlo techniques were used
to estimate uncertainty for the liquid side mass transfer
coefficient and interfacial area of the packing materials.
Simulations were performed in MATLAB environment
and a built-in random number generator was used to
generate values from Gaussian distribution for the input
properties within the considered uncertainty levels.
Table 2 shows the values for the considered inputs with
uncertainties.

For the random packings, Ceramic Raschig Rings
(25mm) and for the structured packings, Sulzer BX

DOI: 10.3384/ecpl17138144

(Gauze) packing were selected for this study. The
diffusion coefficients of CO, (m?/s) in gas and liquid are
1.70x10°° and 2.82x10°° respectively (Eimer, 2014). The
gas and liquid flow rates were assumed as 1.7 kg/m?-s
and 1.85 kg/m?-s.

Table 2. Input parameter values and uncertainties

Parameter Value Uncertainty
Viscosity 1.628 mPa-s | £0.0814 mPa- s
Density 1003.3 kg/m® | +50.165 kg/m?®
Surface tension | 0.0624 N/m | £0.00312 N/m

4 Results

Initially, all the input parameters were considered
together to evaluate uncertainty propagation through the
model. The model of interfacial area (Eq (3)) for random
packing was considered first and the model output was
described using a histogram. Subsequently, the
uncertainty predicted for interfacial area was used for
the uncertainty evaluation of liquid side mass transfer
coefficient from Eq (2). Figure 2 illustrates a histogram
of values obtained for the interfacial area of random
packing.

15
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=
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T
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Interfacial area (m2/m3)
Figure 2. Histogram of interfacial area of random

packing

Figure 3 shows the variation occurred for the liquid side
mass transfer coefficient under considered input
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uncertainty. Table 3 summarized the calculated
expectation and standard deviation for both interfacial
area and mass transfer coefficient of Onda, Bravo and
Fair’s correlations.
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Figure 3. Histogram of mass transfer coefficient (liquid
side) of random packing

Table 3. Estimated expectation and standard deviation for
the random packings

Model Expectation | Standard deviation
EX) (o)

Interfacial 79.88 m3/m?3 2.97 m2/m?3

area

Mass transfer | 5.9x10° m/s 2.97x10% m/s

coefficient

Similarly, for the structured packing, Figure 4 shows a
histogram created from the values obtained for the
interfacial area of structured packing.

%10%

16

Frequency
S e o
o = 3 £

[=2]

45 46 47 48 49 50

Interfacial area (m2/m3)
Figure 4. Histogram of interfacial area of structured
packing
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Figure 5. Histogram of mass transfer coefficient (liquid
side) of structured packing

Simulation results on mass transfer coefficient
(liquid side) of structured packing are shown in Figure
5. Calculated expectation and standard deviation for the
interfacial area and mass transfer coefficient of Rocha’s
correlations under Sulzer BX (Gauze) packing is listed
in Table 4.

Table 4. Estimated expectation and standard deviation for
the structured packings

Model Expectation Standard

E(x) deviation (o)
Interfacial 47.5 m2/m? 0.6 m3/m?
area
Mass transfer | 1.36x10%*m/s 1.04x10°% m/s
coefficient

Results reveal the propagation of uncertainty in
model parameters through the mathematical model. This
method only addresses the parameter uncertainty and
uncertainty due to the model structure is not discussed
here.

The relative uncertainty of the parameters
uncertainty was evaluated according to the Eq (10). It
shows £3.7% of uncertainty for interfacial area and £5%
of uncertainty for mass transfer coefficient for the
random packing. Similarly for the structured packings,
+1.3% of uncertainty for interfacial area and +0.8% of
uncertainty for mass transfer coefficient.

One advantage of performing this analysis is being
able to estimate the relative impacts of input parameter
uncertainties. This relative effect of uncertain
parameters (viscosity, density and surface tension) were
considered individually in uncertainty analysis.
Estimated expectations and standard deviations due to
the relative parameters in Onda, Bravo and Fair’s
correlation for random packings are shown in Table 5.
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within the study of the effect of individual parameter

140 . . .
uncertainty are shown in figure 6 and 7.
120 F
100 Table 6. The relative uncertainty RU(Y\X;) of the effect
ol created by individual model parameters
& Model
g eof Parameter Mass transfer | Interfacial area
a0t coefficient K, a,
20t Viscosity +4.1% +0.38%
) Density + 0.85% +0.38%
78 785 79 795 80 80.5 Surface tension +2.3% + 3.65%
Interfacial area m2/m3
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Figure 6. Histogram of the interfacial area under relative 150
parameter uncertainty. (a,b,c for interfacial area due to
viscosity, density and surface tension respectively)
100
Table 5. Estimated expectations and standard deviations &
due to the relative parameters. a. (m?/m?), k. (m/s) 3
Viscosity | Density Surface &
tension or
a. | E(YIX) | 79.3 79.3 79.5
o(Y/Xj) | 0.3 0.3 2.9
ke | E(Y/X;) | 5.9x10°% 5.9x10° 5.9 x10° ER &8 Ed § &5 Bk
o(Y/X)) | 2.42x10°® 0.5x10°° 1.36x10¢ Mass transfer coefficient (m/s) %108
(©

The relative uncertainty RU(Y\X;) of the effect created
by individual model parameters are shown in Table 6.
Uncertainties were estimated for random packings
under same input parameter uncertainties as shown in
Table 2. The histogram created from model outputs
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Figure 7. Histogram of the mass transfer coefficient under
relative parameter uncertainty. (a,b,c for mass transfer
coefficient due to viscosity, density and surface tension
respectively)
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The effect of individual parameters on parameter
uncertainty of the model was compared. Uncertainty of
surface tension has a major impact on interfacial area as
shown in the results. Viscosity and density have a minor
effect in interfacial area. For the mass transfer
coefficient, viscosity shows a significant influence in
model uncertainty. There, density and surface tension
has minor effects.

5 Conclusion

Monte Carlo simulation was used to examine
uncertainty propagation of model input parameters of
viscosity, density and surface tension on the interfacial
area and mass transfer coefficients in random and
structured packings.

Overall uncertainty of model output gives
information about how the model behaves under random
behavior of all the input parameters. This study reveals
5% model output uncertainty for mass transfer
coefficient and +3.7% uncertainty for interfacial area for
the Onda, Bravo and Fair models used in random
packings. Further, the analysis predicts £1.3% of
uncertainty for interfacial area and £0.8% of uncertainty
for mass transfer coefficient for the Rocha’s correlations
used in structured packings.

The relative impact of individual parameters predicts
the model sensitivity and individual uncertainty
contribution. Uncertainty in surface tension has a
significant effect on the uncertainty of interfacial area in
random packings that is £3.65%. According to the
considered correlations on random packing, the
uncertainty of interfacial area can be reduced by
reducing the imprecision of surface tension. Mass
transfer coefficient gets a greater influence from
viscosity with +4.1%. Precise input parameter values on
viscosity enhance the precision of the mass transfer
coefficient.

Nomenclature

a, Effective specific interfacial area, (m?/m?)
Packing specific surface area, (m?/md)

c Packing-specific constant
D Diffusion constant, m?/s
d Particle diameter, m

F  Packing surface enhancement factor

Fr Froude number

g Gravitational acceleration, m/s?

hy Liquid holdup m3/m?
Mass transfer coefficient, m/s
Corrugation side length, m

Sc Schmidt number

u Superficial velocity, m/s

We Weber number

DOI: 10.3384/ecpl17138144

Greek letters

a Corrugation inclination angle, deg

£ Void fraction of packing

0 Contact angle between liquid and surface

H Viscosity, Pa- s

P Density, kg/m?

o Surface tension, N/m

Subscripts

G Gas

L Liquid

e Effective

c Critical
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Abstract

CFD modelling was used to simulate particle
segregation in a transverse plane of a rotating cylinder
under different particle-particle drag models. The
Eulerian method was used to model the dense particulate
phases in the system. Two types of particles, with
different density and size, were used in the study. The
simulations were performed under the rolling mode
since this mode is believed to give good particle-particle
mixing. The drag models of Schiller-Naumann, Morsi-
Alexander and Syamlal-O’Brien Symmetric were
applied in the modelling of particle-particle drag and
results were compared with experiments. All the drag
models were able to model the particle segregation. The
Schiller-Naumann model and the Morsi-Alexander
model showed good agreement with the experimental
results while the Syamlal-O’Brien-Symmetric model
had some deviations.

Keywords: particle segregation, rotating cylinder
drag models, CFD

1 Introduction

Particulate materials are used in various types of
industrial processes. Mixing is a physical process in
which several granular phases are mixed together with
the aim to make a homogeneous particle mixture.
Rotating cylinders are widely used process units in
many industrial applications, such as in cement, mineral
and pharmaceutical industries. However, unlike in
liquids, mixing time does not always improve the degree
of particle mixing. The particle motion in the bed may
give mixing of the different particle phases, but it may
also give segregation (Karunarathne et al, 2016), as
indicated in Figure 1. Consequently, it is vital to have a
better understanding of factors that may cause particle
segregation in such units.

When simulating mixing of particulate phases, it is
quite common to apply the Euler-Lagrange method. The
Discrete Element Method (DEM) is a Lagrangian
approach (Yamada et al, 2011) that uses laws of motion
(Newton’s second law) in simulation to provide
dynamic information about particles in motion (Yang et
al, 2003). It allows studying micro-dynamics of powder
flows that is difficult measure through experiments.
DEM has been used in simulations of ball mills, rotary
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vessel mixtures, bin-hopper systems and several other
applications, as DEM simulations can generate accurate
results on granular behavior (Yamada et al, 2011). The
disadvantage of DEM s that it is computationally
intensive when the particle size becomes small (Soni et
al, 2016). In such cases, the Euler-Euler method may be
useful. In this method, both fluid and solid phases are
treated as interpenetrating continua and show the flow
dynamics by using averaged equations of motion.
Compared to the Euler-Lagrange approach, the Euler-
Euler approach is often preferred due to the less
computational demand (Mazzei, 2008).

In the current study, the Euler-Euler method was
applied to model the particulate phases, which are quite
dense. In this method, the particle bed is considered as a
continuum, and granular kinetic theory is used to
evaluate the viscosity terms in the transport equation.
The drag force describes the momentum exchange
between phases in the system. This interaction can be
described through a set of mathematical formulations
that apply to different conditions.

In a rotating cylinder, two types of drag forces are
present and must be considered in CFD modelling of a
binary solid mixture. In Fluent, several drag models can
be selected to calculate the fluid-fluid drag, the particle-
fluid drag and the particle-particle drag.

This study was performed to better understand the
behavior of particle mixing and segregation in a binary
mixture in a rotating drum. The calculation problem was
simplified to a two-dimensional transverse plane, and
the CFD simulations were done with the commercial
software Fluent, version 16.2. Three different models
the drag between particles in two phases were
compared. The Schiller-Naumann (Fluent, 2013) model
is a general model for fluids; the Morsi-Alexander
model covers a large range of Reynolds numbers (Morsi
and Alexander, 1972); the Syamlal-O’Brien-Symmetric
model is specifically derived for a pair of solid phases
(Syamlal, 1987). The simulation results were compared
with lab experiments to identify which model that gives
the best fit with experimental results.

2 Theory

There are two approaches that can be applied in CFD
simulations of particles in a rotating cylinder: In the
Lagrange method, Newton’s second law is used to
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calculate the particle velocities and their trajectories
(Fluent, 2013). This is a good approach for dilute
particle phases. If the particle phase is dense, it can be
modelled as a continuum using the Eulerian method.
The flow properties of a granular phase can be evaluated
using granular kinetic theory in that the term called
granular temperature is considered to be proportional to
the square of the velocity fluctuations in the solid phase.
This is an analogy to the thermodynamic temperature of
gases (Benzarti et al, 2012).

Figure 1. Schematic of radial segregation of particles of
different size in a rotary kiln (Boateng and Barr, 1996)

A drag model gives valuable information about the
momentum exchange between the phases in a
multiphase flow situation. Several articles have focused
on finding the optimum drag model for various
engineering applications. Benzarti et al, (2012)
performed a numerical parametric study to model the
fluid behavior in the riser of a bubbling fluidized bed
(BFB). The gas-solids drag was modelled and compared
using three drag models: Gidaspow, Syamlal and
O’Brien and EMMS. A similar type of work has been
done by Lundberg and Halvorsen, (2008), who also
implemented the Richardson-Zaki drag model, the RUC
drag model and the Hill-Koch-Ladd drag model in the
Fluent environment. Silva et al, (2015) studied the
particle distribution in a highly concentrated particle-
liquid stream in a pipe using a mixture model. The drag
models of Schiller-Naumann and Gidaspow-Shiller-
Naumann were used to model the drag force between the
particles and the fluid. For a solids-liquid suspension
with a high particle concentration at intermediate
velocities, the Schiller-Naumann drag correlation
showed the best agreement.

A detailed description of the Eulerian method is

2.1 Drag models for fluid flows

The exchange coefficient for bubbly liquid-liquid
mixtures or bubbly gas-liquid mixtures can be written as
(Fluent, 2013):

a a.p.f
K —_pPawp )
Pq T
p
dZ
Hq

Different drag models apply different equations to
represent the drag function f. Some drag models even
use another representation of the exchange coefficient

kpg.
2.1.1 Schiller-Naumann

This model is used for modelling of drag between fluid
phases in multiphase flow. The drag function f is given
as:

_CpRe

f 3
24 ®)
The drag coefficient Cp is given as:
o _[24l+0.15Re"* ) Re Re <1000 @
® " 044 Re >1000

The relative Reynold number Re for the primary phase
g and secondary phase p is given as:

P v —v|d

Re , = L“‘” (5)
Hq

Then the relative Reynolds number for the secondary

phases p and r is:

PrpVr —Vq drp
= (6)
Hrp

The mixture viscosity of phase p and r is:

Re

Hip = O fhy + 0 Uy (7

2.1.2 Morsi-Alexander

The drag function f in the Morsi-alexander model is:

given in a previous paper by Karunarathne et al, (2016) f_CoRe ®)
and is not repeated here. Instead, the focus is put on 24
discussing the drag models used in this study. The drag coefficient is:
a, a
Cp=a, +—=>+—= 9
D 1 Re Re2 ( )
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ais defined as:

0,24,0 0<Re<01
3.690, 22.73, 0.0903 0.1<Re<1
1.222, 29.1667,-3.8889 1< Re <10
0.6167, 46.50, —116.67 10 < Re <100

dq,dy,dq =
L521™8 70,3644, 98.33, — 2778 100 < Re <1000

0.357,148.62, —47500 1000 < Re < 5000

0.46, — 490.546, 578700 5000 < Re < 10000

0.5191, —1662.5, 5416700 Re >10000

(10)

2.1.3 Syamlal-O’Brien Symmetric

This model is applied for drag between particulate
phases. The solid-solid exchange coefficient k, is given

as:

2
VA T
3(1_ €is { +C fr,ls SJaspsal P (dl + ds )2 gO,Is

2
22(pdf + pdl)

I(Is = \Z—\Z (11)

3 Method

3.1 Simulation setup

The geometry was represented by a two-dimensional
transverse plane with a diameter of 0.19 m, which was
also the size of the experimental setup, and a mesh with
3500 elements was created.

The transverse plane was set to rotate around its axis,
and a no-slip condition was applied between the
granular material and the wall, i.e. the relative velocity
between the particles and the wall is considered to be
zero.

The fluids in the system were considered as
incompressible and model equations for the Eulerian
approach were solved using a pressure-based solver
with the finite volume method. The pressure-velocity
coupling was done by the SIMPLE algorithm (Patankar
and Spalding, 1972). The transport equations were
discretized according to the second order upwind
scheme, and the QUICK scheme was used to discretize
volume fraction of the phases (Versteeg and
Malalasekera, 2007). The time step of the simulation
was set to 103 s, and the residual values for convergence
were set to 1073,

The simulations were performed with three different
drag models to investigate the effect of particle-particle
drag forces on mixing and segregation. These
simulations were carried out with four different cylinder
filling degrees: 10, 15, 20 and 25 %. The rotational
velocity of the transverse plane was set to 3 rpm in all
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simulations to maintain the motion of the particle bed
under rolling mode.

3.2 Experimental setup

Mixing of two particular phases was tested in lab
experiments using a rotating drum made of Lexan, 19
cm in diameter and with a length of 29 cm. Two types
of spherical particles with different densities and
diameters were used in the experiments, see Table 1.
The particles were coloured yellow (A) and blue (B) to
make the mixing and segregation pattern more visible.

Microscopy and sieving analysis were used to
determine the particle diameters, and the true density of
the particles was measured using an autopycnometer of
model 1320 from Micromeritics. Figure 2 illustrates
particle filling through a transverse plane; initially the
particles were arranged as separate layers stacked on top
of each other. As in the simulations, the rotational
velocity of the drum was set to 3 rpm in all experiments.
In order to compare results with the simulations, all
experiments were done at particle filling degrees of 15
and 25 % in order to observe its influence on mixing and
segregation.

Table 1. Particle properties

Description Symbol Value
Particle A density O 2537 kg/m?3
Particle B density o 2417 kg/ms3
Particle A size da 1500 pm
Particle B size dg 3000 pm
Particle A colour - Yellow
Particle B colour - Blue

i Transverse plane
Rotating Cylinder

&

—_—
—
[P—
— Particles

Figure 2. View of the particle filling through a transverse
plane in the rotating cylinder

4 Results

The experimental results show that the particles
segregate when the cylinder rotates around its main axis.
This segregation, which is seen in Figures 3-6, is mainly
due to the variation of particle diameter in the two
different particle phases. Particle dynamics in the active
layer of the rolling mode allow finer particles to
concentrate at the mid-chord section (Boateng and Barr,
1996). Subsequently, fine particles move through the
voids between bigger particles under the action of
gravity and this is called percolation. As a result, fine
particles accumulate at the middle of the particle bed.
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The Euler-Euler method was able to simulate the
particle mixing in the transverse plane of a rotating
cylinder under different drag models. The simulations
showed that particles with a small diameter tend to
concentrate at the middle of the particle bed in the
transverse plane. At the same time, particles with a
larger diameter tend to move to the bottom of the
particle bed.

Figures 3-6 show compare the simulated results
from the three drag models and the results obtained from
experiments. The volume fractions of both particulate
phases were calculated in all simulation cases.
Considering the particle segregation, the simulations
indicate that the Schiller-Naumann and Morsi-
Alexander drag models are in better agreement with the
experimental results. Both these models were able to
simulate the segregation behavior observed in the
experiments. The results obtained through the use of the
Syamlal-O’Brien Symmetric model deviate from the
results of the other two drag models. Although the
model was able to simulate some segregation, it did not

._ O et
s . a . 115001
c d

show the complete separation of the two particulate
phases which was found by applying the other two
models and in the experiments.

In rolling mode, particles in the passive layer do not
experience much particle collision when they move. The
Syamlal-O’Brien Symmetric model is often used in
CFD simulations of fluidized beds, and it gives good
results as those systems involve a high rate of collision
among the particles. The Schiller-Naumann and Morsi-
Alexander models are, however, more appropriate to
model the drag between continua (as opposed to
particles), and in the current simulation, the particulate
phases are modelled as continua.

In order to examine the effect of degree of particle
filling on mixing and segregation, the experiments were
done at two different degrees of filling under rolling
mode. There was, however, no significant improvement
in particle mixing after increasing the particle bed height
from 15 to 25 %. The simulations confirmed this
observation, see Figures 3-6.

56-01

Figure 3. Volume fraction of “A” particles at 15% of degrees of particle filling (a: Schiller-Naumann, b: Morsi-
Alexander, ¢: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles
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‘ o

"

200001

O 1 15601
-~ e 50801
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Figure 4. Volume fraction of “B” particles at 15% of degrees of particle filling (a: Schiller-Naumann, b: Morsi-
Alexander, c: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles
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Figure 5. Volume fraction of “A” particles at 25% of degrees of particle filling (a: Schiller-Naumann, b: Morsi-

Alexander, ¢: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles

Figure 6. Volume fraction of “A” particles at 25% of degrees of particle filling (a: Schiller-Naumann, b: Morsi-
Alexander, ¢: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles

5 Conclusion

The Euler-Euler approach was able to simulate the
particle dynamics in a transverse plane of a rotating
cylinder applying different drag models. The particle-
particle drag model has a significant influence on the
mixing and segregation of particles in a transverse
rotating plane.

The predicted particle distribution patterns from
applying the Schiller-Naumann and Morsi- Alexander
drag models under rolling mode were in better
agreement with the experimental results than those
obtained by using the Syamlal-O’Brien Symmetric drag
model.

The increase of degree of particle filling did not
show any significant effect on the mixing behavior. This
was seen in simulations as well as in experiments.

Nomenclatere
Co Drag coefficient [-]
Ce Coefficient of friction [-]
d Diameter [m]
e Coefficient of restitution [-]
f Drag function [-]
do Radial distribution [-]
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k Exchange-coefficient [kg/(m3-s)]
Velocity [m/s]

Re Reynolds number [-]

Volume fraction [-]

Viscosity [Pa-s]

Density [kg/md]

Particulate relaxation time [s]

AR CERE NN
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Abstract

This paper describes the results from simulations of lam-
inar burning velocities in the premixed air and flamma-
ble gases vented from abused Li-ion batteries. The re-
leased mixture from such batteries contain mixtures of
hydrogen, methane, ethylene, carbon monoxide and car-
bon dioxide. The study also includes the combustion
properties of an electrolyte, dimethyl carbonate. The
simulation results show the laminar burning velocities
as a function of concentration, pressure and temperature
for the gas mixtures and electrolyte. The goal of the pre-
sent project is to use the simulated burning velocities in
curve fitted functions for use in computational fluid dy-
namics (CFD) codes.

Keywords:  Li-ion battery, Safety, Laminar burning

velocity

1 Introduction

In the recent years, we have seen a strong increase in the
use of Li ion batteries as an energy carrier in the
transport sector. This growth is expected to continue in
future transport applications on road, rail, and sea. The
advantage of Li ion batteries is the relatively high en-
ergy density. However the high energy density also
represents a hazard. If the battery experiences a thermal
run-a-way or overheating it might vent combustible
gases, mists and particles which can cause fires or ex-
plosions. Such an explosion occurred in Sweden in 2016
during a Li-ion battery test.

Harris et al. (2009) studied the impact from the car-
bonate solvents used in Li-ion batteries where they re-
ported that flames of carbonate solvents are less ener-
getic than hydrocarbons as propane.

Most lithium-ion studies are primarily focused on the
gases vented from the batteries, the other phases are ne-
glected. The study by Ponchaut et al. (2014) studied two
combustion properties, the deflagration index and the
overpressure at constant volume combustion of the
vented gases from two lithium-ion pouch batteries. The
study concludes that the gases vented from the li-ion
pouch battery are comparable to the hydrocarbons me-
thane, and propane, but that vented gas have a broader
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combustion range, due to the presence of hydrogen, and
carbon monoxide.

In order to make a risk assessment and consequence
analysis we need to know the combustion properties of
the gases involved. Such information is lacking in the
open literature today. There are two ways of finding that
type of information; one way is to carry out experi-
mental investigations the other is to perform simula-
tions. In this paper we describe the simulation approach
using the open-source chemical kinetics software Can-
tera.

The overall objective of this activity is to develop a CFD
(Computational Fluid Dynamics) tool for simulation of
dispersion and combustion of gas, mist and particles
emitted from abused Li-ion batteries. The present paper
presents the first part of this activity, which is to simu-
late the laminar burning velocity of the different mix-
tures. In order to find these coefficients we use the Can-
tera program (Goodwin et al, 2017) to simulate the lam-
inar burning velocities and the thermodynamic proper-
ties of the combustion products for different stoichiom-
etry, initial pressure and temperature. The planned path
from these simulated velocities is to use a Python
LMFIT non-linear optimization program to find the fit-
ted functions to be used in the CFD software. The route
from Cantera simulations to the CFD simulation is illus-
trated in figure 1. The aim of presented paper is to show
the method and the results of the simulation of the burn-
ing velocity as a function of stoichiometry (equivalent
ratio), pressure and temperature.
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Figure 1. The planned activity path from simulated burn-
ing velocities to CFD simulations.

2 Materials and Methods

In this section we describe the Cantera program and the
reaction mechanisms that we used to simulate the lami-
nar flames for the different pre-mixed gas mixtures. The
following subsections describe the flammable sub-
stances we have studied; i) gas composition emitted
from 18650 Li-ion batteries, ii) dimethyl carbonate elec-
trolyte and iii) methane, propane and hydrogen.

2.1 Cantera Software

Cantera 2.3.0 is an open-source software (Goodwin et
al, 2017) for simulations of thermodynamic states, ho-
mogeneous and heterogeneous chemistry, chemical
equilibrium, reactor networks, steady 1-D flames, reac-
tion path diagrams, non-ideal equations of state and
electrochemistry. It can easily be used as plugin or
toolbox in Python and Matlab.

2.2 reaction mechanisms

We used the laminar flame model in Cantera 2.3.0
which takes into account the multi-component heat and
mass transfer, convective transport and elementary
chemical reactions. The K+2 conservation equations be-
low have to be solved to find the laminar burning veloc-
ity, S.. Where K is the number of species. Equation (1)
is the continuity equation, equation (2) is the mass con-
servation of each specie and equation (3) is the conser-
vation equation for energy.
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Where, 111 is the mass flow, p is the density, u is the flow
velocity, Y;, is the mass fraction of specie k, V, is the
diffusion velocity of specie k, wy, is the reaction rate of
specie k, Wy, is the molecular weight of specie k, T is the
temperature, c,, is the specific heat capacity, A is the heat
conductivity, A is the cross sectional area, hy, is the spe-
cific enthalpy of specie k.

The reaction rate of specie k is calculated from the ele-
mentary reaction mechanism, which is solved as shown
in equation 4. Equation 5 is the Arrhenius rate constant.
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=S ]
j=1 1
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(4)
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Where: J is the the elementary reactions containing
specie K, k; is the rate konstant for reaction j, I is the
number of reactants in reaction j, ¢ is the molar
concentration of the reactants, v is the stoichiometric
index of component i, A is the pre-exponential factor, 8
is the temperature index, E,, is the activation energy. The
three constants in the Arrhenius rate constant are found
in the reaction mechanism.

2.3 Reaction Mechanisms

To calculate the reaction rates we use Cantera 2.3.0 with
the GRI-Mech 3.0 mechanism (Gregory et al). The
mechanism has 325 reactions and 53 species. It is opti-
mized for natural gas combustion, i.e. CH4, but includes
several other species, e.g. Hz, CO, C2H4 and C2He. GRI-
Mech3.0 is the only default reaction mechanism in Can-
tera which includes all the relevant species from the Li-
ion vented gas. We have therefore chosen GRI-Mech 3.0
for all simulation except for the dimethyl carbonate (i.e.
DCM) simulations.
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For the dimethyl carbonate electrolyte, we used the
reaction mechanism of Glaude et al 2004 with 805 reac-
tions and 102 species

e L

Figure 2. Picture of an 18650 Li-ion battery after a rupture
test.

2.4 Gas Composition emitted from Li ion
batteries

Golubkov et al, (2014) analyzed the gas composition of
the vented gas emitted from three different 18650 bat-
teries, i.e. an LCO (Lithium Cobalt Oxide: LiC002),
NMC (Lithium Nickel Manganese Cobalt Oxide: LiN-
iMnCo0O2) and LFP (Lithium Iron Phosphate:
LiFePO4) lithium-batteries. Table 1 gives the specifi-
cations for the three Li-ion batteries. We should notice
that these batteries contain flammable materials in form
of Li, electrolytes and graphite. When an 18650 battery
is overheated or experiences a thermal run-a-way the
pressure inside the battery will increase. If the battery
reaches around 150 °C a rupture disc will open and relief
the pressure and combustible gases, mists and possible
particles will then be vent into the surrounding atmos-
phere. Figure 2 shows a picture of an 18650 battery.
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Table 1. Specfications of three different types of Li-ion
batteries.

Property Variable | LCO LNMCO LFP
Cellmass |g 44.3 43.0 388
Capacity Ah 2.6 1.5 1.1
Minimum |V 3.0 30 25
voltage
Maxinum |V 42 41 35
voltage
Electrolyte DMC:EMC:EC (6:2:1) DMC:EMC:EC:PC DMC:EMC:EC:PC
solvents (7112 1) (42:3:1)
Cathode LiCoO;: Li(Nig:Mng 2sCo LiFePOy
material Li(NiosMno 25Co025)0n 010)02

2:1)
Anode Graphite Graphite Graphite
material

0,6

0,5

04

0,3

S,

0,2
0.1

0 ™

3 L$$\
2

co2 C2H6 C2Ha CcHe co
% Liion LNCMO gas [Vol %]

W Li-ion LCO gas [Vol %]

M Li-ion LFP gas [Vol %]

Figure 3. The composition of the emitted gas from three
different Li-ion batteries.

Golubkov et al. used a GC to quantified composition of
the vented gas. The result from the measurements is
shown in Figure 3. For all the three batteries the H, con-
tent was around 30%. The emitted gas contains also sig-
nificant amounts of combustible hydrocarbons in form
of ethylene, C2Hs, and methane, CHs. The sum of CO;
and CO was more or less constant, but the CO, and CO
concentration vary for the three cases. The LCO battery
gave nearly 30% CO while LFP gave less than 5 %.

3 Results and Discussions

The present simulations are for air mixtures with DMC,
hydrogen, methane and ethylene. The hydrogen, me-
thane and ethylene included as reference fuels.

3.1 Burning Velocity vs. Equivalence Ratio

Proceedings of the 58th SIMS 159

September 25th - 27th, Reykjavik, Iceland



Figures 4 and 5 show the laminar burning velocity as
a function of equivalence ratio for initial condition 1 atm
and 298.15 K. The equivalence ratio, ¢, is the fuel-to-air
ratio to the stoichiometric fuel-to-air ratio. For an equiv-
alence ratio less than one (i.e. ¢ < 1), the fuel-air mixture
is fuel lean and we have an excess of air (or oxidizer).
For ¢ >1, the mixture is fuel rich. It is evident from that
the maximum burning velocity is slightly on the rich
side for all components, i.e. when ¢ > 1.

Except for pure H, the maximum laminar burning ve-
locities are in the range of 0.35-0.65 m/s. Hydrogen
however, has a maximum laminar burning velocity of 3
m/s. This value reflects the high reactivity and the high
thermal diffusivity of H.. The two other reference fuels
gave maximum laminar burning velocities of 0.45 m/s
for propane and 0.38 m/s for methane, which is typical
values for gaseous hydrocarbons. We found that the
electrolyte component; dimethyl carbonate (DMC) had
maximum laminar burning velocity in the same range as
methane but with higher burning velocities on the rich
side. The Li-ion LFP gas and methane are also similar
with respect to laminar burning velocity.

The Li-ion LCO gas shows a higher laminar burning
velocity than the other gasses at a maximum of 0.65 m/s
at equivalence ratio at 1.28. The simulation of S, for
LCO gas gave the highest S. when we exclude Hz. This
high S, for the Li-ion LCO gas is likely due to the low
CO: content and high CO content in the gas mixture.

Li-ion LNCMO gas propagates at the same burning
velocity as propane.

We also observe that the CO content in the emitted
gas has a significant influence on the laminar burning
velocity.

& LY on LNCM(

Adiabatic laminar burnign velocity [cm/s

Figure 4. Comparison of the laminar burning velocity of
the discharged gas emitted from an LCO, LNCM, and an
LFP battery premixed with air, dimethyl carbonate-air and
methane-air at initial conditions of 1 atm, and 298.15 K,
were the burning velocity is a function of equivalence ratio.
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Figure 5. Comparison of the laminar burning velocity of
the discharged gas emitted from an LCO, LNCM, and an
LFP battery premixed with air, electrolyte component di-
methyl carbonate-air and methane-air at initial conditions
of 1 atm, and 298.15 K, were the burning velocity is a func-
tion of equivalence ratio.

3.2 Burning Velocity vs. Initial Pressure

Figure 6 shows the laminar burning velocity, Si, for stoi-
chiometric mixtures at 298 K and initial pressure from
0.51t0 10 bar. The burning velocity, in general, decreases
with the pressure rise for all the Li-ion battery mixtures.
However, the burning velocity for hydrogen has a peak
at 2.25 bar. Even though the gas from the Li-ion LCO,
LNCMO and LFP batteries constitute approximately of
30 % hydrogen this does not seem to cause the pressure
dependency for the burning velocity of the gaseous mix-
tures to behave as a pure hydrogen-air mixture. The
pressure dependency for the burning velocity is equal to
the Li-ion battery gases, and the electrolyte component;
dimethyl carbonate.

Li-ion LNCMO gas

— 2

50
s Lidon LFP gas

ADIABATIC LAMINAR BURNING VELOCITY [M/S]

P [BAR]

Figure 6. Comparison of the laminar burning velocity of
the discharged gas emitted from an LCO, LNCM, and an
LFP battery premixed with air, dimethyl carbonate-air and
methane-air at initial conditions of 298.15 K, were the
burning velocity is a function of the initial pressure in bar.

3.3 Burning Velocity vs. Initial Temperature

Figure 7 shows the laminar burning velocity, Si, for stoi-
chiometric mixtures at 1 bar and initial temperature from
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250 to 950 K. The laminar burning velocity is a strong
function of the initial temperature of the reactants. The
gases from the Li-ion batteries are behaving uniformly;
the velocity is steadily increasing from 250 < T < 950
with a very rapid increase at T = 950 K. For the purpose
of this study, temperatures below 650 K is the most in-
teresting. The sudden increase in burning velocity at 950
K is probably because the mixture is close to the auto
ignition temperature.

The electrolyte component; dimethyl carbonate, is less
sensitive to temperature compared to the vented gases
from the Li-ion batteries.
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Figure 7. Comparison of the laminar burning velocity of
the discharged gas emitted from an LCO, LNCM, and an
LFP battery premixed with air, and methane-air at initial
conditions of 1 atm, were the burning velocity is a function
of the initial temperature in Kelvin.

4 Conclusion

We have simulated the laminar burning velocity for
three gas mixtures vented from thermal runaway lithium
batteries, one electrolyte and three reference fuels. The
laminar burning velocities for these gases are similar to
methane or even higher. This finding is important
knowledge and will be used as input to computational
fluid dynamics (CFD) codes for simulating gas explo-
sions. To our knowledge these data is unique. The Can-
tera software has proven to be a useful tool for estima-
tion of the laminar burning velocities for gas vented
from Li-ion batteries and dimethyl carbonate electro-
lyte, DCM.

The emitted gas from Li-ion batteries and the DMC
electrolyte, when mixed with air, burns at flame speeds
similar to hydrocarbons such as methane and propane.

The burning velocity for all mixtures is decreasing for
elevated initial pressure and increases for elevated tem-
perature.

It is clear from our simulations that the gas vented from
a thermal runaway in a Li ion battery burns comparable
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to methane and propane. These gases will therefore un-
der certain conditions, such as confinement and ob-
structed areas, represent a serious hazard with regard to
explosions and fires.
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Abstract

A numerical investigation of detonation propagation in
stratified reactant layers is presented in this paper. It is
baesed on the reactive Euler equations using a two step
chemical kinetics approach. The numerical simulations
are based on the reactive Euler equations. Turbulence is
solved with a one equation model, and the chemical kinet-
ics is modeled as a two steps. The first step is an induc-
tion time step, and the second step is an exothermic step.
The numerical setup is scaled to keep the numerical res-
olution of the induction zone constant to 10 cells. Initial
simulations were conducted to generate detonation struc-
tures in homogeneous reactants and with cyclic boundary
conditions. The developed structures were mapped into
a domain with a stratified reactant layer on top of a inert
layer. The results show that the detonations fail to prop-
agate as the triple points of the propagating detonation is
"lost" into the inert layer.

Keywords: CFD, Detonation, Simplified kinetics

1 Introduction

Denotations are supersonic combustion waves relative to
the reactants in front of the wave. Its subsonic counter-
part is known as deflagrations. The two modes of combus-
tion differ fundamentally as the deflagration is driven by
mass diffusion into the reaction zone and heat conduction
from the reaction zone into the reactants. The downstream
boundary conditions are also important, as the combustion
product density is lower than the reactants. The detonation
propagates as a leading shock wave in front of the reaction
zone and compresses the reactants and increasing the tem-
perature. This increased temperature and pressure lead to
an onset of exothermic chemical reactions.

The 1D CJ (Chapman-Jouget) theory gives the detona-
tion velocity Scy as a function of the reactant initial con-
ditions and the energy released in the reaction zone, hence
it is a property of the reactant mixture, (Lee, 2008). In the
ClJ theory, the detonation is evaluated at the upstream and
equilibrium downstream conditions.

The extension of the Chapman-Jouget theory is known
as the ZND (Zel’dovich (Zel’dovich, 1940), Neumann
(von Neumann, 1963) and Doring (Doring, 1943)) theory,
which is a 1D consideration of detonations. In the ZND
theory, a leading shock (no reactions) is followed by a in-
duction zone, where firstly radicals are produced and later
follows the exothermic reaction zone where heat is pro-
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Figure 1. Results from detonation experiments. Sooted plate
triple point trajectories of structured cellular pattern. From
(Austin and Shepherd, 2003)

Figure 2. Results from detonation experiments. Sooted plate
triple point trajectories of unstructured cellular pattern. From
(Austin and Shepherd, 2003)

duced. An illustration of the pressure across a detonation
wave is given in figure 3. The state behind the leading
shock wave is referred to as the von Neumann state (ex-
ample velocity: u,y). It is given by the normal shock rela-
tions, and the state in front of the wave.

Real detonations are three dimensional and highly un-
steady. They are driven by shock-shock interactions, and
a dominant feature of real detonations are the trajectories
of the shock triple point. Depending on the reactant mix-
ture, the trajectories could be regular or irregular when
recorded on sooted plates inside experimental equipment.
Two examples are given in figures 1 and 2, from (Austin
and Shepherd, 2003).

Fluid dynamic simulations of detonations must cap-

Exothermic reaction zone

P
A s

Induction zone

Cl-plane—

X

Figure 3. Pressure profile across a detonation front as described
by the ZND theory.
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ture the important physics of the phenomenon as well as
the chemistry. As real gaseous detonations involve real
gaseous reactions. The most simple reactant system is the
H2-02, which can include 8 species and up to 21 elemen-
tary reactions. It is manageable to include them in simula-
tions, but more complex fuel-air mixtures can reach many
hundred species and thousands of reactions.

Detonation propagation in stratified fuel layers, also
known as semi confined detonations, has gained a recent
interest in the safety research community as well as the
jet propulsion research community. One aspect is related
to the emerging world wide hydrogen infrastructure where
the safety aspect must be clarified. An other classical as-
pect of hydrogen safety is the nuclear industry, where hy-
drogen leakage has been a valid concern since the first
reactors were built. An accidental leak of hydrogen will
likely form a fuel layer at the ceiling, where it is bound
by a solid ceiling above and an compressible boundary of
inert air below. The same issue apply to dense gas leakage
which could make a combustible layer of reactants along
the floor.

In jet propulsion research there is an effort to make a
rotating detonation engine. This engine will inject reac-
tants axially and have a tangentially propagating detona-
tion propagating through the reactants. In the system the
detonation will be bound by a solid inlet wall on one side
and combustion products on the other side.

A sketch of the problem is given in figure 4. The
shock plane is the leading shock wave, as no transverse
waves are included. The CJ plane represent the end of the
exothermic reactions. The shock is an oblique wave into
the inert, while the dotted line is the contact surface. The
expansion into the inert is drawn as a fan at the CJ plane.
This is of course a simplified illustration of the problem.

This work aim to understand detonation propagation
in reactant layers, especially the limits to where the det-
onation will fail. Recent studies by the KIT group and
the Warsaw University of Technology (Grune et al., 2011;
Rudy et al., 2013) have found a criteria for successful
detonation propagation in a layer to be three cell size
thick. An other study show that the critical layer thick-
ness varies with the mixtures (Grune et al., 2016). The
Warsaw University of Technology group showed that ad-
dition of methane to a hydrogen-air mixture increased the
critical layer thickness, as shown by Rudy et al. (Rudy
et al., 2016). A study by Houim and Fievisohn (Houim
and Fievisohn, 2017) investigated the influence of the ratio
of acoustic impedance between the reactant and inert layer
on the detonation propagation. Their work focused con-
cluded that a much denser inert or a much lighter inert gas
is required to have a successful detonation propagation.
They showed numerically how new triple points originate
from the interface between inert and reactants. The ear-
lier work by Sommers (Sommers, 1961) also showed the
influence on inert gas density on the propagation of deto-
nations. It was discussed how the diffraction gave a lower
pressure and temperature, and also how a higher adiabatic
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index gave a higher post shock pressure and thus a lower
velocity deficit. The influence of adiabatic index is not
discussed in this work.

The current study aims to address the detonation prop-
agation problem based on a simplified analysis, described
later. The overall procedure includes initial simulations to
establish several credible detonation structures. The credi-
bility criteria are explained later. And the detonation struc-
tures are later mapped onto a domain with reactants on top
of an inert gas layer. This paper will mostly focus on the
simulation method, as the actual results are believed to be
more interesting for a specialized audience.

2 Numerical method

The numerical method is based on the 2D Euler equations,
where mass momentum and energy is solved using a flux
limited centered scheme. It is developed in MATLAB and
details on the TeleCoDet code is given by Vaagsaether
(Vaagsaether, 2010).

dp 0 B
W‘f'afi(Pui)—o ()
dpu; 0 _dp
ot J j(pu]”‘l) TX, (2)
JE Jd d
a*‘f'afxi(“iE) = om (pu;) 3)

The energy E is given by the internal energy (given by

the pressure and heat capacity ratio Y = %, kinetic energy
and change of enthalpy energy due to chemical reactions:

p 1
E= "+ puti+Eq

= )

The turbulence is modeled as transport of turbulent
kinetic energy with source and sink terms. More de-
tails of the numerical method is given by Vaagsaether
(Vaagsaether, 2010).

The exothermic chemical reactions of a detonation is
given as a source in the energy equation. It is modeled in
two steps as a simplification of a real combustion wave.
Both steps are modeled as transported progress variables.
The o variable is the normalized induction time progress
variable. « varies between 0 and 1, where o = 0 repre-
sent a gas mixture too cold to start exothermic chemical
reactions. A o = 1 represent a gas where the exothermic
reactions can start. The f is the normalized exothermic
reaction progress variable, where § = 0 is reactants and
B = 11is products.

dpp I B
o + Txi(pu’ﬁ) = (5)
dpa  d B
T—i_&ix;(p o) =0 (6)
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Figure 4. A sketch of a simplified wave structure where a detonation propagate in a stratified reactant (fuel) layer.

The idea behind this method is to constrain the 8 source
term, i.e. the heat produced by exothermic reactions, until
after an induction period (modeled by the ¢ variable). The
total B source term is given by:

@ = max| @y, 0] (7

Where the @ is the reaction rate given by the gradi-
ent of B. It is also given by the unburned gas density and
the turbulent burning velocity S7. The gradient of 8 term
is used to model the combustion propagation of deflagra-
tions. The turbulent burning velocity is modeled as given
by Flohr and Pitsch (Flohr and Pitsch, 2000).

o = puSt [} <gfi>2

i

®)

The kinetic term of the 8 source is given by an Arrhe-
nius type kinetics.

a<l

0
D= {3(1 — B)exp (—,’jig) a=1

The E.;, of the energy equation is given by the progress
variable and the change of enthalpy per unit mass of reac-
tants (g) as

©)

Eq=pg(1—B) (10)

The induction time progress variable (¢t) source term is
model with an Arrhenius kinetics term as

¥ = pAexp (—5‘;) (11)

Numerical simulations are sensitive to the numerical
resolution, especially reacting flow with a high tempera-
ture dependence. A key concept in this study is to limit
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Figure 5. The detonation front for all time steps. Variables are:
g =30 and E, = 30. This is expected to give regular cellular
structure of the front.

the variables of investigation to the energy (¢) and the in-
duction time activation energy (Ey). All other variables
should be constant. To keep the numerical resolution con-
stant, the pre-exponential coefficient A, was adjusted to
give 10 cells in the induction zone. This was calculated
for a stable 1D detonation as, the simulation cell size
Ax=0.1:

E
(yn —Scy) T = (Scy — uyn) Aexp (R;C") =1 (12

which gives the pre-exponential factor to be

1
3 13)

A =
(Scy — uyn) exp (ﬁ)

For the numerical setup, the initial pressure and density
were both set to 1, as well as the gas constant. The heat ca-
pacity ratio y was set to 1.4 and the input to the 8 progress
variable source term was: B =4.9738 and Eg = 15.

3 Initial calculations
3.1 Setup

The detonations were simulated two dimensionally, as a
simplification of the real three dimensional structure of
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detonation front. The first step of calculation was to de-
velop a realistic 2D detonation structure. It was initiated
as a slightly perturbed front with a 10 cells induction zone,
and a 50 cells reaction zone. The top and bottom bound-
ary condition (BC) were cyclic to account for an infinitely
large domain. The right hand side inlet BC was zero-
gradient with a semi-constant velocity (velocity was ad-
justed during the simulation). The left hand side outlet
was a zero-gradient BC.

3.2 Results

This setup had to run until it developed wave structure
with transverse waves propagating up and down the lead-
ing shock of the detonation. This is also the structure of
real detonations. In real detonations the transverse waves
propagate in two perpendicular directions to the leading
shock. The point of collision of these three waves is
known as the triple point, and will leave a cellular pat-
tern (see figure 1 and 2) on sooted surfaces in experimen-
tal investigations of detonations. In the 2D simulations
a pattern will be made of the leading shock and the up-
down transverse shock. To investigate this, the pressure
was used to find the position of the leading shock in the
domain. This leading shock position was averaged for ev-
ery time step to give a representation of the curvature (i.e.
semi-triple-point recording). An illustration of the deto-
nation front is shown in figure 5.

To investigate if the detonation simulations was devel-
oped, two parameters were used. One was the overall in-
duction zone length, which was supposed to be close to
10 cells. This varied in the beginning of the simulation,
but converged to 10. The second parameter was the devel-
opment of cellular structure of the detonation front. For
this, an analysis was developed to find the cellular pattern
in the detonation front history. It was based on gradient
evaluation and thresholding, as well as artificial diffusion.
At last it was converted to a binary variable and analyzed
with a tool used for image analysis. The result is shown in
figure 6. It is shown that the cells appear some time after
initiation, and that the development of cell sizes take some
time before they converge.

When the numerical variables were changed, the cellu-
lar pattern also changed. It is expected from the theory
by Lee and Stewart (Lee and Stewart, 1990), that a more
irregular cellular pattern would be the result of increased
activation energy of the a variable. This can bee seen in
figure 7. It is also shown that the variance of cell sizes is
increased. The cyclic boundaries of the simulation was as-
sumed to not influence the cell size, as long as there were
more than three cells in the total height of the domain.

4 Simulations of detonations in strati-
fied reactant layers

A 2D approach was used to investigate the detonation
propagation in stratified reactant layers bound by one solid
wall and an inert.
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Figure 6. Top: Cellular pattern from the detonation front his-
tory. Bottom: The size of the cells vs the position. Variables
are: ¢ = 30 and E, = 30. This is expected to give regular cellu-
lar structure of the front.
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