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WELCOME TO SIMS 58 

Welcome to the 58th Conference on Simulation Modelling and Optimization in Reykjavik, 
Iceland. Reykjavik is the northernmost and one of the smallest capital cities in the 
world.  Although small for a capital, it is the country’s largest and most populated city and with 
the urban area population of around 200000, it is the home of the vast majority of Iceland’s 
people. The city is pioneer in the use of geothermal energy to provide low-cost heating and 
electricity. Iceland’s energy consumption per capita is among the highest in the world, and the 
proportion of this consumption provided by renewable energy sources exceeds most other 
countries. The electricity is produced almost entirely from renewable energy sources, 
hydroelectric (70%) and geothermal (30%) and simulation, modelling and optimization are the 
key elements to utilize the renewable energy more efficiently. 

The SIMS 58 will cover broad aspects of simulation, modelling and optimization and be a 
technical forum for participants to further their knowledge by being exposed to diverse topics, 
and exchange opinions and ideas both from industry and academia in a variety of topics related 
to simulation, modelling and optimization. The ambition is to bring the field of applied 
modelling and simulation techniques of energy systems to the general public as a contributing 
technology for efficient and sustainable energy systems. This year, the conference program 
contains two keynote speakers, 53 research papers and presentations organized into 14 sessions 
and an excursion to a geothermal park. 
 
The focus of the conference is on simulation, modelling and optimization in a variety of applied 
contexts including topics such as geothermal, hydro and bio energy, oil production, automotive 
industry and methodology and technologies for simulation, modelling and optimization.  
 
A key component of the SIMS conference is the opportunity to socialize and make new 
connections. The conference offers several possibilities such as a conference dinner at Bryggjan 
Brugghús (Bistro and Brewery), an excursion to the Reykjanes GEOPARK and last but not 
least some coffee and lunch breaks. 
 
SIMS stands for the Scandinavia Simulation Society with members from five Nordic countries, 
Denmark, Finland, Norway, Sweden and Iceland. The goal of SIMS is to develop further the 
science and practice of modelling and simulation in all application areas and to be a forum for 
information interchange between professionals and non-professionals in the Nordic countries. 
 
Thanks to all participants, authors, keynote speakers and presenters for their contribution to this 
conference. I also want to acknowledge the support I have received from the conference board, 
program committee and the SIMS board. The support from the National energy authority, 
Iceland is gratefully acknowledged.  
 
Welcome, I hope you will enjoy the conference and the interactions with your colleagues and 
other presenter here.  

         Magnus Thor Jonsson 
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Numerical investigation of conjugate heat transfer and flow
performance of a fin and tube heat exchanger with vortex

generators

Shobhana Singh Kim Sørensen

Department of Energy Technology, Aalborg University, Pontoppidanstræde 111, 9022, Aalborg, Denmark,
{ssi,kso}@et.aau.dk

Abstract
Vortex generator is considered as an effective device for
augmentation of the thermal-hydraulic performance of a
heat exchanger. The aim of present study is to examine
the influence of vortex generators on a double fin and
tube heat exchanger performance. Vortex generator of
rectangular winglet type is chosen and investigated at
different angles of attack 0◦, −10◦ and −20◦ with the
flow direction. Three-dimensional numerical model is
developed and simulations are performed for a Reynolds
number range 5000 ≤ Re ≤ 11000 taking conjugate heat
transfer into account. The heat transfer and pressure loss
characteristics are determined and analyzed for an in-line
configuration of a fin and tube heat exchanger. In order to
evaluate the enhancement in the performance on an
equitable basis, the heat exchanger with plain fin surface
is considered as a reference design. Results show that the
angle of attack of a vortex generator has a significant
impact on the volume goodness factor, and enhance the
thermal performance of a fin and tube heat exchanger in
comparison to the design with plain fin. The vortex
generator at an angle of attack −10◦ is found to perform
superior over the Reynolds number range studied. At
Re = 5000, the vortex generator with an angle of attack
−10◦ increases the volume goodness factor by 32% with
respect to the baseline heat exchanger design.
Keywords: Fin and tube heat exchanger, vortex generator,
conjugate heat transfer, volume goodness factor

1 Introduction
Fin and tube heat exchangers are one of the most
commonly used thermal engineering systems due to the
larger heat transfer area provided by the extended surface
integrated tubes. In the process industry, vortex
generators (VGs) are being increasingly incorporated in
modern multi-functional heat exchangers to enhance heat
and mass transfer and to increase energy efficiency
(Ghanem et al. , 2013). The enhancement by vortex
generators shows a great promise in reducing the size of
heat exchangers (Biswas et al. , 1994). They are
integrated into a surface by means of embossing,
stamping, punching, or by other attachment processes.

Wide range of application and design flexibility have
made vortex generators an effective mode of performance
enhancement. In fin and tube heat exchanger often
negligible heat transfer takes place in the downstream of
the circular tube due to a low velocity fluid which can be
enhanced by several hundred percent by placing VG in
the wake region behind the tubes (Biswas et al. , 1994;
Joardar and Jacobi , 2008). Several experimental and
numerical studies on different configurations of VGs have
been carried out over the last two decades (Turk and
Junkhan , 1986; Joardar and Jacobi , 2008; Tiggelbeck et
al. , 1992, 1993; Jacobi and Shah , 1995; Jang et al. ,
2013) including fin and tube heat exchangers (Fiebig ,
1995; Fiebig et al. , 1994, 1993). However, most of the
studies are commonly based on convective heat transfer
analysis.

In majority of engineering applications, for example,
waste heat recovery, heating and cooling, aerospace
engineering etc., physical phenomena usually combines
both heat transfer in solid and fluids. For accurate
predictions of improved performance for a given
application, numerical simulations with coupled
temperature fields in solids and fluids are essential. It is
pragmatic in testing different design configurations with
vortex generators. Due to the lack of sufficient data on
the impact of VGs on doubled fin and tube heat
exchangers, present study work aims to investigate the
effect of VGs with different angles of attack (α) on the
heat transfer and pressure loss characteristics. The
analysis is performed by developing a three-dimensional
(3D) numerical model that includes conjugate heat
transfer in solid and fluid domains simultaneously.

2 Numerical Model
2.1 Computational Geometry: Fin and Tube

Heat Exchanger with Vortex Generators
Figure 1a shows a double fin and tube heat exchanger
with plain fin and with VGs as investigated in the present
study. The double fin and tube heat exchanger is
generally designed for a wide range of applications such
as marine exhaust gas boilers for waste heat recovery
from coal-fired boilers (Singh et al., 2016a,b, 2017) due
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Plain fin

(a) Plain fin

Fin with vortex generators

(b) Fin with vortex generator

Figure 1. Illustration of fin and tube heat exchanger design

to good anti-wear and anti-fouling performance, compact
design, stability (Chen and Lai, 2012; Jin et al., 2013,
2016). To investigate the effectiveness of VGs,
rectangular winglet vortex generator (RWVG) are
selected considering their heat transfer enhancement
performance better than delta winglets (Li et al., 2015).
Two pairs of RWVGs each of height 0.004 m and length
0.019 m are placed longitudinally on the fin surface in the
direction of the flow. The rectangular winglets can be
easily manufactured by punching out off the fin surface at
an angle of 90◦ as shown in Fig.1b. Figure 2 illustrates
the design details of the rectangular vortex generator at
an angles of attack α with the incoming flow direction.
Table 1 lists the design parameters of the heat exchanger
considered in the study.

2.2 Governing Equations

Based on flow velocity and Reynolds number (≥ 5000),
Shear Stress Transport (SST) turbulence model is adopted
to simulate the fluid flow in the domains of interest
(Menter, 1994; Menter et al., 2003; Woelke, 2007).

The governing equations of mass, momentum, and

Table 1. Dimensions of the computational geometry simulated
in the present study

Parameter Value
Length of the fin, L f 0.145 m
Width of the fin, Wf 0.032 m
Thickness of the fin base, δ f 0.002 m
Width of the gap between fins, d f 0.006 m
Fin pitch, p f 0.015 m
Inner diameter of the tube, Di 0.030 m
Outer diameter of the tube, Do 0.038 m
Tube pitch, pt 0.075 m
Length of the gas domain, Lg 0.150 m
Width of the gas domain, Wg 0.075 m
Thickness of the gas domain, p f

2 0.0075 m
Length of RWVG, lV G 0.019 m
Height of RWVG, hV G 0.004 m
Thickness of RWVG, δV G 0.002 m
Angle of attack of RWVG, α 0◦, −10◦,−20◦

energy conservation can be written as:

∂ρ

∂ t
+∇(ρU) = 0 (1)

∂ (ρU)

∂ t
+∇(ρU⊗U)−∇(µe f f −∇U) =−∇p

+∇(µe f f −∇U)T +F (2)

where U is the averaged flow velocity field [m/s], ρ is
the density [kg/m3],⊗ is the outer vector product, p is the
pressure [Pa], F is the total body force [N/m3], µe f f is the
effective viscosity coefficient [Pa.s].

∂ (ρCpT )
∂ t

+∇(ρCpU)T =−∇(q)+τ : ∇U− p∇U+Q
(3)

∂ (ρCpT )
∂ t

=−∇(q)+Q (4)

where Cp is the specific heat capacity at constant pressure
[J/kgK], q is the heat flux by conduction [W/m2],~τ : ∇~U
is the viscous heating term and is assumed negligible, Q
is the heat source [W/m3].

The transport equations of SST model in terms of k and
ω can be written as:

∂ (ρω)

∂ t
+∇(ρωU) = ∇

[(
µ +

µt

σω,1

)
∇(ω))

]
+

γ2

[
2ρSi j.Si j−

2
3

ρω
∂Ui

∂x j
δi j

]
−β2ρω

2+2
ρ

σω,2ω

∂k
∂xk

∂ω

∂xk

(5)

where ω is the turbulent frequency [1/s] and µt = ρk
ω

is
the eddy viscosity.
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Figure 2. Schematic illustration of rectangular winglet vortex generator

∂ (ρk)
∂ t

+∇(ρkU) = ∇

[(
µ +

µt

σk

)
∇(k))

]
+Pk

−β
∗
ρkω (6)

where k is the rate of turbulent kinetic energy [m2/s2].
The rate of production of turbulent kinetic energy which

is given as:

Pk =

(
2µtSi j.Si j−

2
3

ρk
∂Ui

∂x j
δi j

)
(7)

2.3 Solution Procedure
In most of the numerical problems, Computational Fluid
Dynamics (CFD) based tool solves the governing
transport equations faster under specified conditions and
predicts the physical processes such as fluid flow, heat
transfer etc. with reliable accuracy. In the present work,
Ansys CFX v.17.1.(Ansys , 2017) is used to develop the
finite volume model and simulate steady state flow with
coupled conjugate heat transfer. Control surface approach
is used to perform the coupling between the fluid and
solid grid interface. To gain the time savings and reduced
computational power, symmetric boundary conditions are
employed as shown in the Fig.3. The computational
geometry has faces set as a plane of symmetry and
periodic inlet and outlet. The boundary conditions at
different faces of the computational domain are described
in Table 2. Due to a high complexity design including
VGs, unstructured mesh is generated with a fine
boundary layers. Meshes with ≈ 7000000 and
≈ 13000000 average number of grid elements are
selected for plain fin and fin with VG to achieve the
reliable numerical solution, respectively. The
convergence is obtained when the maximum residual of
objective variables (i.e. temperature, pressure and
velocity components) accomplished 10−4.

2.4 Model Validation
In order to validate the model, the Nusselt number and
Euler number values from the correlations of Chen et al.

Table 2. Boundary conditions used to solve the numerical model

Boundary Conditions
Periodic ˙m = ṁin
Wall U · n = 0; k = 0;

[limlω→0 ω = 6µ

ρβ lw2
]

Symmetry U.n =0; ∇.k = 0; ∇.ω
= 0

Inner tube wall T = Tw
Operating Conditions
Gas temperature, Tin 573.15 K
Inner tube wall temperature, Tw 453.15 K

(2014) are compared with the present numerical results as
shown in Fig.4. The standard deviation of predicted
values of Nusselt and Euler numbers from the values
obtained from the correlations values vary from 0.004 to
5.150, respectively. The deviation can be justified by the
assumptions made in model parameters in addition to the
experimental error in developing the correlations. The
lower standard deviation in the numerical values indicates
the reliability and validity of the computational model
under given operating conditions.

3 Data Analysis and Performance
Evaluation

In this section, the heat transfer and flow characteristics
are defined to evaluate the performance enhancement in
the fin and tube heat exchanger by RWVGs.

Reynolds number in the present study is determined as:

Re =
uinDo

ν
(8)

where Re is the Reynolds number [-], uin is the inlet flow
velocity [m/s], Do is the outer tube diameter [m] and ν is
the kinematic viscosity of the air [m/s].

The overall avergae heat transfer coefficient of the fin
and tube heat exchanger is calculated as:

h =
Q

At∆Tlm
(9)
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Figure 3. Computational geometry simulated in the present study
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Figure 4. Numerical model validation based Nusselt number
and Euler number correlations

where h is the overall heat transfer coefficient [W/m2 ·
K], At is the total heat transfer area [m2], and Q is the total
heat transferred calculated as:

Q = ṁCp(Tin−Tout) (10)

where ṁ is the mass flow rate [kg/s], Cp is the specific
heat capacity [J/kg · K], Tin and Tout are the mass
averaged air temperature at the inlet and outlet [K]. ∆Tlm
is the logarithmic mean temperature difference which is
calculated as:

∆Tlm =
(Tin−Tw)− (Tout −Tw)

ln
( Tin−Tw

Tout−Tw

) (11)

where Tw is the inner tube wall temperature [K].
In order to determine heat transfer characteristic,

average Nusselt number which is calculated as:

Nu =
hDo

k
(12)

Colburn-j factor is calculated based on average Nusselt
number and is expressed as:

j =
Nu

RePr1/3 (13)

where ρ is the density of the fluid [kg/m3], Pr is the
Prandtl number [-], and Nu is the

In addition to the heat transfer characteristics, pressure
losses are be evaluated using the Euler number, Eu and the
friction factor, f as:

Eu =
∆p

1
2 ρu2

max
(14)

f =
∆p

1
2 ρu2

in
× Do

Lg
(15)

where, ∆p is the pressure loss [Pa] and Lg is the length of
the gas domain in the computational geometry [m]

Due to a number of possible enhancement methods,
operating conditions and available designs, comparison
of performance on equitable basis can be challenging. In
the present study, a factor called Volume goodness factor
as proposed by Kays and London (1998) is utilized to
predict the overall performance. It considers
simultaneous effect of heat transfer and pressure loss and,
therefore, useful in several practical applications.

j
f 1/3 =

Nu
RePr1/3(

∆p
1
2 ρu2

in
× Do

Lg

)1/3 (16)
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4 Results and Discussion
4.1 Heat Transfer Enhancement
The influence of angle of attack (α) on Nusselt number
can be seen in Fig.5a. It is clear that heat exchanger with
RWVG has higher Nusselt number than that of baseline
plain fin surface which increases with a increase in
Reynolds number at a given α . VGs induce stronger
vortical fluid flow due to which heat transfer coefficient
becomes higher, thereby, augments the heat transfer
between the fluid and surface. It is observed that Nusselt
number increases as α varies from 0◦ to −20◦, however,
the increment becomes insignificant as α goes higher
than 0◦.

To make a rational comparison between the heat
transfer performance at different α , Colburn-j factor
normalized with the baseline plain fin value is plotted in
Fig.5b. It can be seen that adding RWVG can enhance the
heat transfer by up to 55% at a given Reynolds number.
Moreover, it is interesting to note that Colburn-j factor
ratio of fins with RWVG at α = −10◦ and α = −20◦

decreases as the Reynolds number increases while
remains more or less constant at α = 0◦ over the
Reynolds number range. The results indicate that
RWVGs in double fin and tube heat exchanger tend to
loose their advantage relative to baseline plain fin at
higher Reynolds number.

4.2 Induced Flow Loss
Enhancement in heat transfer in most of the applications
is accompanied with a penalty of pressure loss. To
account for this penalty, the Euler number with a different
angle of attack is plotted against Reynolds number in Fig.
6a. The figure shows that Euler number increases as α

vary from 0◦ to −20◦. At α =−20◦, Euler number is the
highest which is due to the increased fluid velocity and
consequently large pressure loss. The RWVG with
α = 0◦ performs nearly similar to the baseline plain fin
design.

Another factor called friction factor (f ) is evaluated
using Eq.15. Figure 6b compares the normalized friction
factor at different angles of attack to the baseline plain fin
design. It can be seen that friction factor ratio remains
nearly constant over the entire range of Reynolds number,
however, fins with RWVGs have higher friction factor
than baseline plain fin and the highest at α = −20◦. At
α = −20◦ and Re = 11000, friction factor is 20% higher
than that of baseline plain fin design. It is demonstrated
by the results that adding RWVG to the fin surface
increases the pressure loss which certainly is a
disadvantage to the overall performance.

It is clear from the results that the angle of attack of
RWVG has a significant impact on thermal and pressure
loss characteristics of a fin and tube heat exchanger. It is,
therefore, essential to analyze both characteristics
together. In the present study, the overall performance is
evaluated using Volume goodness factor from Eq.16.
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Figure 5. Heat transfer characteristics with RWVG at different
angle of attack

Figure 7 compares the factor with the plain fin factor as a
reference. it is found that RWVG at α =−10◦ has higher
volume goodness factor followed by α = −20◦ over the
entire range of Reynolds number in this study which
indicates that α =−10◦ performs better in comparison to
RWVG at other angles of attack when both heat transfer
and pressure losses are considered together. The RWVG
at α = −10◦ and Re = 5000 has 32% higher volume
goodness factor than that of conventional plain fin
surface.

It is important to emphasize that the overall
performance of the heat exchanger with RWVG at
α = −20◦ and α = −10◦ decreases as the Reynolds
number increases which indicate that the advantage of
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Figure 6. Pressure loss evaluation with RWVG at different angle
of attack

using RWVG at these angles of attack becomes less
useful for higher Reynolds number. This is due to
relatively lower heat transfer and higher pressure loss at
higher Reynolds number (Figs.5b and 6b). On the other
hand, performance improvement by RWVG at α = 0◦ is
noticed insignificant and nearly constant at all Reynolds
numbers.

A larger value of Volume goodness factor leads to
reduced heat exchanger volume and weight which is
desirable in most of the practical applications. Adding
RWVG at α = −10◦ in the double fin and tube heat
exchanger can not only increase the overall performance
but also fulfills the light weight heat exchanger demands
in a number of applications.
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angle of attack

5 Conclusion
Performance enhancement using RWVGs in the double
fin and tube heat exchanger is investigated numerically in
the present study. The influence of different angles of
attack of RWVG on heat transfer and pressure loss
characteristics in relation to baseline plain fin design is
demonstrated and discussed. The study can be concluded
with following outcomes:

• The RWVGs significantly influence the thermal
performance over the investigated range of
Reynolds number i.e.5000 ≤ Re ≤ 11000. In
reference to the reference design with plain fin,
thermal performance is enhanced by up to 55% by
RWVG with an angle of attack at α =−20◦.

• It is interesting to note that beyond α = −10◦, the
angle of attack does not show significant
improvement in thermal performance and performs
similarly to α =−10◦.

• As the angle of attack of RWVG varies from 0◦ to
−20◦, the pressure loss also increases. However, the
trend remains more or less same over the entire range
of Reynolds number studied.

• The overall performance enhancement is evaluated
by comparing the volume goodness factor. Under
the given operating conditions, the vortex generator
at an angle of attack −10◦ is found to enhance the
overall performance by up to 32%, thus furnishes
the best performed double fin and tube heat
exchanger design.

• The present investigation is useful not only in
enhancing the overall performance of a double fin
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and tube heat exchanger but also directs the future
studies to limit the range of angle of attack of VGs
while focusing on the VG location and other design
parameters.
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Abstract 
The possibility for modelling and simulating 
hydropower systems as accurately as possible take an 
important role in order to develop a control structure and 
to make efficient analysis tools for testing a designed 
controller for stability and performance in different 
operating regimes. Both the simulation time for such 
models as well as the accuracy are important. 

A high head hydropower system is considered for this 
study. The pipe with the main part of the height drop is 
known as pressure shaft or penstock, and it can be 
modeled with two levels of accuracy which have been 
compared in this studying. A simple model with one 
nonlinear ODE considers inelastic walls of the penstock 
and incompressible water. A more realistic model for 
large pressure variations assumes a penstock with elastic 
walls and compressible water column in the penstock. 
This more detailed model of a penstock is described 
with two nonlinear PDEs which have been solved using 
the Kurganov-Petrova scheme. 

Comparing results from these two models it can be 
concluded that the simple ODE model shows by and 
large the same results as the PDE model with just 
slightly smoothed dynamics. Obviously, the simulation 
time for the inelastic penstock model is considerably 
smaller. Both models show reasonable results and can 
be further used for control synthesis and analysis. In 
cases where the time consumption is most important, the 
simple ODE model for the penstock is preferred. On the 
other hand, for more accurate studies the 
elastic/compressible model for the penstock or even for 
other waterway units, such as conduit, is more useful. 

The modeling part for both cases was done in 
OpenModelica using our own hydropower library, 
where all models for different units of the hydropower 
system have been developed and collected.  
Keywords:    high head hydropower, penstock/pressure 
shaft, Kurganov-Petrova scheme, OpenModelica 

1 http://lvk.no/LVK/Fagomrader/Vannkraftproduksjon/ 
Nokkeltall---Oversikt-over-konsesjonssystemet-for  
2 https://snl.no/vannkraft 
3 https://no.wikipedia.org/wiki/Liste_over_vannkraftverk_ 
i_Norge  

1 Introduction 
1.1 Background 
A transition towards more renewable energy sources is 
currently happening in Europe and all over the world, 
with increasing use of flexible hydropower plants to 
compensate for the highly changing production from 
intermittent energy sources such as wind and solar 
irradiation. Flexible hydropower plants involves 
pumping water up into reservoirs during surplus of 
intermittent power, and high head storage is the most 
efficient way to store such surplus power. 

Around 96% of generated electricity (138 GWh) in 
Norway is produced by hydropower systems, which 
have a total capacity over 30 GW; over 1500 
hydropower plants are operated1. With these values, 
Norway occupies the 7th place among the hydropower 
producers in the world2. Among the power plants, the 
high head hydropower plants generate more than 75% 
of all electricity produced from hydropower in Norway3.  

In addition to hydropower plants, the number of wind 
power plants in Norway increase from year to year 
(13.4% increase in 2015 with respect to 20144) due to 
this technology becoming cheaper and more mature. 
With long coast line, wind power has a huge potential 
for producing power in Norway5. On the other hand, this 
renewable energy source is intermittent and create 
considerable disturbances in the power grid. From this 
perspective, hydropower can be used to compensate for 
disturbances from the wind power.  

To optimize the combination of intermittent power 
and stored power, the possibilities for modelling and 
simulating the hydropower system as accurately as 
possible take an important role in order to make an 
efficient analysis tool for testing a designed controller 
for stability and performance in different operating 
regimes (Sharefi, 2011). 

4 http://www.ssb.no/en/energi-og-
industri/statistikker/elektrisitet/aar  
5 http://www.vindportalen.no/Vindportalen/Vindkraft/ 
Vindkraft-i-Norge  
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1.2 Previous work 
High head plants typically collect and store water in 
reservoirs in the mountains, with tunnels leading the 
relatively small flow of water down a considerable 
height difference to the aggregated turbine and 
generator. A dynamic model for such a hydropower 
system has been developed and studied in a previous 
work (Sharefi, 2011), where the Staggered grid scheme 
was used for discretization of a part of the model with 
partial differential equations (PDEs). Another scheme 
for discretization is the Kurganov-Petrova (KP) scheme, 
described in (Sharma, 2015; Kurganov & Petrova, 
2007). The comparison of this KP scheme with 
Staggered grid for an open channel model using Matlab 
was done in (Vytvytskyi, et al., 2015). In  (Saldamli, 
2006) a Modelica extension for modeling with partial 
differential equations, PDEModelica, was proposed. An 
updated version of PDEModelica with implementation 
for OpenModelica was recently presented in (Silar, et 
al., 2017); this extension is not fully completed, though. 
In addition, a commercial Modelica library for 
hydropower system exists (Hydro Power Library from 
Modelon AB6), and has been used for modeling a high 
head hydropower plant in (Winkler, et al., 2011). 

1.3 Overview of paper 
In this work, a simple model of a hydropower system 
described with ordinary differential equations (ODEs) is 
compared with a more realistic model described with 
PDEs in order to find what accuracy level is needed in 
control synthesis. The current work uses the semi-
discrete KP scheme implemented in Modelica for 

6 http://www.modelon.com/products/modelica-
libraries/hydro-power-library  

solving the hyperbolic PDEs, which is a novelty 
compared to the commercial Hydro Power Library.  

The paper is structured as follows: Section 2 gives a 
system description of the high head hydropower system. 
Section 3 consists of formulation and discretization of 
the model. Then simulation with validation and 
comparison of the different model complexities are 
described in Section 4. Finally, discussion and 
conclusions are given in Section 5.  

2 System description 
A typical structure for the high head hydropower plant 
is depicted in Figure 17. Here, the water is transported 
from a reservoir, where it is stored, through a tunnel 
known as intake race / conduit / headrace closer to the 
powerhouse where the turbine and generator is installed. 
The conduit can have considerable length, normally 
with a small slope.  

After the conduit, the water flows down with a steep 
slope and a relatively small flow rate to the turbine 
through a pipe known as the penstock or pressure shaft. 
There is large pressure change in this pipe due to the big 
height difference. At the point where the penstock is 
connected to the intake race, a surge tank may be 
installed to reduce the water hammer pressure variation 
and keep the mass oscillation within limits. This surge 
tank can be constructed as a pipe and is then denoted a 
surge shaft, but can also be variations such as an open 
or closed reservoir.  
After the turbine, the water can flow directly to a 
downstream lake or river, often denoted tail water, or the 

7 Agu, C., E., Vytvytskyi, L., Lie, B. (2016) Project, 
FM1015 Modelling of Dynamic Systems. University 
College of Southeast Norway, Porsgrunn, Norway. 

 
 
 Figure 1. Structure of the high head hydropower plant. 
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water can flow through a discharge race if the 
powerhouse is situated some distance from the tail 
water. Normally the turbine is installed below the level 
of the tail water in order to increase the pressure at the 
outlet of the turbine to reduce the possibility of 
cavitation. 

Two types of turbines are common for high head 
hydropower systems. When the height difference is 
large (300 – 4000 m), a Pelton turbine is used with 
relatively small flow rate (<30 m3/s). Alternatively, with 
smaller height differences and large flow rates, Francis 
turbines are preferred. In our simulations, a Francis 
turbine is used, and the control of the flow rate through 
the turbine is done by manipulating the guide vane. 

The turbine is rotating an axis which also holds the 
rotor of the generator producing electricity to the power 
grid. Normally, a synchronous generator is used. 

2.1 Geometry 
For simulations in this paper, the data from the 
Sundsbarm hydropower plant in Telemark, Norway is 
used with data provided in (Winkler, et al., 2011), see 
Table 1 and Table 2. 

Table 1. The waterway geometry of Sundsbarm 
hydropower plant. 

Waterway 
unit 

Height 
difference, m 

Length, m Diameter, m 

Reservoir 48 – –  
Conduit 23 6600 5.8 
Penstock 428.5 600 3 
Surge tank 120 140 3.4 
Discharge 
race 

0.5 600 5.8 

Tail water 5 – –  

Table 2. The turbine geometry of Sundsbarm hydropower 
plant. 

Turbine 
type 

Nominal 
head, m 

Nominal flow 
rate, m3/s 

Nominal 
power, MW 

Francis 460 24.3 104.4 

3 Modeling and discretization 
3.1 Model presentation 
Models for all of the waterway units can be described 
with mass and momentum balances. For the mechanical 
part (turbine with aggregate), a simplified energy 
balance is used assuming that the turbine behaves as a 
simple valve. All of these models for different units of 

8 Modelica® is a non-proprietary, object-oriented, 
equation based language to conveniently model complex 
physical systems. https://www.modelica.org  
9 OpenModelica is an open-source Modelica-based 
modeling and simulation environment intended for 

the hydropower system have been developed and 
collected for our own hydropower Modelica8 library 
that can be used in either OpenModelica9 or Dymola10.  

In this paper, a more detailed description is presented 
for the models that will be compared, namely a 
simplified pipe (tunnel) model that can be used for the 
penstock and a more realistic model with compressible 
water and elastic walls of the penstock. 

3.1.1 Waterway pipe (tunnel) 
In some of the waterway units such as conduit, there are 
only small pressure variations due to the small slope 
angle (height difference between inlet and outlet of the 
component). That is why the model for these units can 
be simplified by considering incompressibility of the 
water and inelasticity of the walls. A sketch of the pipe 
with all needed terms for modeling is shown in Figure 
2. 

H
L

Fg

Ff

ṁin

ṁout

p1

p2

Din

Dout

θ

              
Figure 2. Model for flow through a pipe. 

In the case of incompressible water, mass in the filled 
pipe is constant, and: 

𝑑𝑑𝑑𝑑 
𝑑𝑑𝑑𝑑

= 𝑚̇𝑚𝑖𝑖𝑖𝑖 − 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜 = 0 (1) 

Here, the mass of the water in the pipe is 𝑚𝑚 =  𝜌𝜌𝜌𝜌 =
𝜌𝜌𝜌𝜌𝐴̅𝐴, where 𝜌𝜌 is the water density, 𝑉𝑉 – the volume of the 
water in the pipe, 𝐿𝐿 – the length of the pipe and 𝐴̅𝐴 – the 
averaged cross section area of the pipe that defined from 
averaged pipe diameter 𝐷𝐷�. The inlet and outlet mass 
flow rates are equal with 𝑚̇𝑚𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑉̇𝑉𝑖𝑖𝑖𝑖 and 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑡𝑡 = 𝜌𝜌𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜 
respectively, where 𝑉̇𝑉𝑖𝑖𝑖𝑖 = 𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜 – the inlet and outlet 
volumetric flow rates in the pipe. 
The momentum balance for this simplified model can 
be expressed as: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑀̇𝑀𝑖𝑖𝑖𝑖 − 𝑀̇𝑀𝑜𝑜𝑜𝑜𝑜𝑜 + 𝐹𝐹𝑝𝑝 + 𝐹𝐹𝑔𝑔 + 𝐹𝐹𝑓𝑓 (2) 

Here, the momentum of the water in the pipe is 𝑀𝑀 =
𝑚𝑚𝑚𝑚, where 𝑣𝑣 is the average water velocity and can be 
define as 𝑣𝑣 = 𝑉̇𝑉

𝐴̅𝐴� . The inlet and outlet momentum flow 

industrial and academic usage. 
https://www.openmodelica.org  
10 Dymola is a commercial complete tool for modeling 
and simulating integrated and complex systems; is based 
on the Modelica open standard language. 
http://www.modelon.com/products/dymola  
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rates are 𝑀̇𝑀𝑖𝑖𝑖𝑖 = 𝑚̇𝑚𝑖𝑖𝑖𝑖𝑣𝑣𝑖𝑖𝑖𝑖 and 𝑀̇𝑀𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 

respectively, where 𝑣𝑣𝑖𝑖𝑖𝑖 = 𝑉̇𝑉𝑖𝑖𝑖𝑖
𝐴𝐴𝑖𝑖𝑖𝑖
�  and 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 =

𝑉̇𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜
�  are the velocities in the inlet and outlet of the 

pipe respectively and are equal in a case with constant 
diameter of the pipe (𝐴𝐴𝑖𝑖𝑛𝑛 = 𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜). 𝐹𝐹𝑝𝑝 – the pressure 
force, due to the difference between the inlet and outlet 
pressures 𝑝𝑝1 and 𝑝𝑝2 and can be calculated as follows: 
𝐹𝐹𝑝𝑝 = 𝐴𝐴𝑖𝑖𝑖𝑖𝑝𝑝1 − 𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝2. There is also gravity force that is 
defined as 𝐹𝐹𝑔𝑔 = 𝑚𝑚𝑚𝑚 cos𝜃𝜃, where 𝑔𝑔 – the gravitational 
acceleration and 𝜃𝜃 – angle of the pipe slope that can be 
defined from ratio of height difference and length of the 
pipe. The last term in the momentum balance is friction 
force, which can be calculated as 𝐹𝐹𝑓𝑓 = −1

8
𝐿𝐿𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝐷𝐷�𝑣𝑣|𝑣𝑣| 

using Darcy friction factor 𝑓𝑓𝐷𝐷. 

3.1.2 Penstock with elastic walls and compressible 
water 

Unlike the conduit, the penstock has considerable 
pressure variation due to a considerable height drop. 
Thus, to make model for the penstock more realistic, 
compressible water and elastic walls of the penstock 
should be taken into account. To express the 
compressibility/elasticity, some compressibility 
coefficients which show the relationship between 
pressure, water density and pipe inner radius, are used. 

According to (Sharefi, 2011), isothermal 
compressibility 𝛽𝛽𝑇𝑇 is defined as follows: 

𝛽𝛽𝑇𝑇 =
1
𝜌𝜌
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 (3) 

Here 𝜌𝜌 and 𝑝𝑝 denote density and pressure, respectively. 
Assuming that the isothermal compressibility is 
independent of the pressure, this equation can be 
rewritten in a way that is convenient to calculate fluid 
density at different pressures: 

𝜌𝜌 = 𝜌𝜌atm𝑒𝑒𝛽𝛽𝑇𝑇(𝑝𝑝−𝑝𝑝atm) (4) 
Here 𝑝𝑝atm is the atmospheric pressure and 𝜌𝜌atm is the 
water density at atmospheric pressure. The relation 
between density and pressure from this equation can be 
seen in Figure 3. 

Figure 3 shows fairly linear dependency of the 
density with respect to the pressure in the range that is 
normal in hydropower plants. That is why the previous 
equation (4) can be simplified as follows: 

𝜌𝜌 ≈ 𝜌𝜌atm�1 + 𝛽𝛽𝑇𝑇(𝑝𝑝 − 𝑝𝑝atm)� (5) 
In the same way, the relation between pressure and pipe 
cross section area can be defined using equivalent 
compressibility coefficient 𝛽𝛽𝑒𝑒𝑒𝑒 due to the pipe shell 
elasticity (Sharefi, 2011); after simplification the 
relation looks as follows: 

𝐴𝐴 ≈ 𝐴𝐴atm�1 + 𝛽𝛽𝑒𝑒𝑒𝑒(𝑝𝑝 − 𝑝𝑝atm)� (6) 
Here 𝐴𝐴atm is the pipe cross section area at atmospheric 
pressure. 

               
Figure 3. Variation of density with respect to pressure. 

In reference to (Sharefi, 2011), it is also possible to 
define a linear relationship for the product of density and 
cross sectional area that change with pressure. 

𝐴𝐴 ∙ 𝜌𝜌 = 𝐴𝐴atm𝜌𝜌atm�1 + 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡(𝑝𝑝 − 𝑝𝑝atm)� (7) 
Here 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 is the total compressibility due to water 
compressibility and pipe shell elasticity (𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛽𝛽𝑒𝑒𝑒𝑒 +
 𝛽𝛽𝑇𝑇), and is related to the speed of sound in water inside 
the pipe. 

Hence, using the previous equations for the 
relationship between density of the water, cross 
sectional area of the pipe, and pressure in the pipe, 
ODEs (1) and (2) for mass and momentum balances can 
be further developed into the PDEs: 

𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −
𝜕𝜕𝑚̇𝑚
𝜕𝜕𝜕𝜕

 
𝜕𝜕𝑚̇𝑚
𝜕𝜕𝜕𝜕

= −
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑚̇𝑚𝑣𝑣 + 𝐴𝐴𝐴𝐴) + 𝜌𝜌𝜌𝜌𝜌𝜌 cos𝜃𝜃

−
1
8
𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋|𝑣𝑣| 

(8) 

3.2 Model discretization 
There are many discretization techniques for PDEs, but 
from previous work (Vytvytskyi, et al., 2015) it was 
observed that the well-balanced second order 
Kurganov-Petrova (KP) scheme shows reasonably good 
results for hyperbolic PDEs. The KP scheme is therefore 
also chosen for discretization of the model for the elastic 
penstock with compressible water. The detailed 
development of the KP scheme is shown in (Kurganov 
& Petrova, 2007) with some run-of-river case studies in 
(Sharma, 2015; Vytvytskyi, et al., 2015; Dissanayake, et 
al., 2016; Dissanayake, et al., 2017). 

Firstly, PDEs (8) for the elastic penstock model 
should be presented in vector form as a standard 
formulation for KP scheme (Sharma, 2015): 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑆𝑆 (9) 

with: 𝑈𝑈 = [𝑝𝑝, 𝑚̇𝑚]𝑇𝑇– vector of conserved variables, 

𝐹𝐹 = � 𝑚̇𝑚
𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡

, 𝑚̇𝑚𝑣𝑣 + 𝐴𝐴𝐴𝐴�
𝑇𝑇
– vector of 

fluxes,     

𝑆𝑆 = �0, 𝜌𝜌𝜌𝜌𝜌𝜌 cos𝜃𝜃 − 1
8
𝑓𝑓𝐷𝐷𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋|𝑣𝑣|�

𝑇𝑇
– source 

terms vector. 
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The result of discretizing the elastic penstock model 
using the KP scheme is the semi-discrete (time 
dependent ODEs) central-upwind scheme and can be 
written in the following from: 

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑈𝑈�𝑖𝑖(𝑡𝑡) = −

𝐻𝐻𝑖𝑖+12
(𝑡𝑡)−𝐻𝐻𝑖𝑖−12

(𝑡𝑡)

∆𝑥𝑥
+ 𝑆𝑆𝑖̅𝑖(𝑡𝑡) (10) 

Here, 𝑈𝑈�𝑖𝑖 is the cell center averaged values while 𝐻𝐻𝑖𝑖±1
2
 – 

the central upwind numerical fluxes at the cell 
interfaces, are defined as: 

𝐻𝐻𝑖𝑖+12
(𝑡𝑡) =

𝑎𝑎𝑖𝑖+12
+ 𝐹𝐹 �𝑈𝑈𝑖𝑖+12

− � − 𝑎𝑎𝑖𝑖+12
− 𝐹𝐹 �𝑈𝑈𝑖𝑖+12

+ �

𝑎𝑎𝑖𝑖+12
+ − 𝑎𝑎𝑖𝑖+12

−

+
𝑎𝑎𝑖𝑖+12
+ 𝑎𝑎𝑖𝑖+12

−

𝑎𝑎𝑖𝑖+12
+ − 𝑎𝑎𝑖𝑖+12

− �𝑈𝑈𝑖𝑖+12
+ − 𝑈𝑈𝑖𝑖+12

− � 

𝐻𝐻𝑖𝑖−12
(𝑡𝑡) =

𝑎𝑎𝑖𝑖−12
+ 𝐹𝐹 �𝑈𝑈𝑖𝑖−12

− � − 𝑎𝑎𝑖𝑖−12
− 𝐹𝐹 �𝑈𝑈𝑖𝑖−12

+ �

𝑎𝑎𝑖𝑖−12
+ − 𝑎𝑎𝑖𝑖−12

−

+
𝑎𝑎𝑖𝑖−12
+ 𝑎𝑎𝑖𝑖−12

−

𝑎𝑎𝑖𝑖−12
+ − 𝑎𝑎𝑖𝑖−12

− �𝑈𝑈𝑖𝑖−12
+ − 𝑈𝑈𝑖𝑖−12

− � 

(11) 

Here 𝑎𝑎𝑖𝑖±1
2

±  are the one-side local speeds of propagation, 
and can be defined as the smallest and the largest 
eigenvalues of the Jacobian 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 of the system. These 

eigenvalues become: 

𝜆𝜆1,2 =
𝑣𝑣 ± �𝑣𝑣2 + 4𝐴𝐴

𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡
2

 
(12) 

From these eigenvalues, it can be deduced that the speed 

of sound is given as 𝑐𝑐 = � 𝐴𝐴
𝐴𝐴atm𝜌𝜌atm𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡

, thus confirming 

that the total compressibility factor 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 is related to the 
speed of sound. 

3.3 Operational data and parameters 
The complete set of models for different units of the 
hydropower system now consists of a number of ODEs 
that can be simulated in OpenModelica or Dymola with 
the der operator for 𝑑𝑑 𝑑𝑑𝑑𝑑�  using the dassl solver 
algorithm with simulation interval time equal to 0.4 s 
and tolerance 1e-4. All operational parameters for 
simulation are given in Table 3. 

4 Simulation 
Firstly, basic simulations of the system with various 
penstock models (inelastic and elastic penstock) are 
done to validate the models from our own library with a 
commercial one. Then, a more detailed comparison of 
models with different penstock complexities is given for 
various simulation scenarios. 

Table 3. Parameters for simulating the high head 
hydropower system. 

Variable Value Unit Comments 

𝑔𝑔 9.81 m/s2 Acceleration due to 
gravity 

𝜌𝜌 (𝜌𝜌atm) 997 kg/m3 Density of water 

𝜇𝜇 0.89e-3 Pa∙s Dynamic viscosity of 
water 

𝜖𝜖 1.5e-5 m Pipe roughness height 
𝛽𝛽𝑇𝑇 4.5e-10 Pa-1 Water compressibility 
𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡 1.003e-9 Pa-1 Total compressibility 
𝑝𝑝atm 1.013e5 Pa Atmospheric pressure 

∆𝑥𝑥 60 m Cell length for 
penstock discretization 

𝐶𝐶𝑉𝑉 3.7 m3/s Turbine valve capacity 

𝜂𝜂ℎ 0.9 – Turbine hydraulic 
efficiency 

𝜂𝜂𝑒𝑒 0.99 – Electricity generator 
efficiency 

𝐽𝐽𝑎𝑎 2e5 kg∙m2  Moment of inertia of 
the aggregate 

𝑘𝑘𝑓𝑓,𝑏𝑏 1e3 W∙s2 

 rad2 
Friction factor in the 
aggregate bearing 

4.1 Validation 
It is of interest to validate the developed models with the 
commercial Hydro Power Library in order to check that 
our own library shows reasonable results; some basic 
simulation is done for this validation. The scenario for 
this simulation is a simple turbine guide vane (valve) 
opening after time 30 s from 10% over a period of 30 s 
to 100%. The block diagrams for the hydropower 
systems using the Hydro Power Library and our own 
developed models are shown in Figure 4.  

In case of both libraries, the turbine is presented as a 
simple valve. That is why the turbine valve capacity 
together with the pipe roughness height should be set to 
similar or equivalent values. After some tuning of these 
variables for our in-house models, the results of the 
simulation fits the results from the Modelon Hydro 
Power Library reasonably well and are shown in Figure 
5: the pressure drop variations through the turbine are 
presented for different cases.  

From Figure 5, it is seen that the system with simple, 
inelastic penstock shows smother dynamics after the 
beginning of disturbance (at time after 30 sec.), while 
some small oscillation take part in the results for the in-
house elastic penstock model and using the Modelon 
Hydro Power Library. It should also be noted that the 
simulation time for the system with inelastic penstock is 
around one third of the two other models. 
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Figure 4. Block diagrams for hydropower system using 
Hydro Power Library (upper) and in-house library 
(lower).  

            
Figure 5. Validation of simulation results from own 
developed models (elastic and inelastic penstock) with 
Hydro Power Library. 

4.2 Comparison 

4.2.1 First simulation scenario 
With the rudimentary validation in the previous section, 
a more detailed comparison of models with different 
penstock complexities can be studied. Firstly, the 
simulation scenario with sudden and small closing of the 
turbine guide vane (valve) is considered. Here, the 
systems are being simulated for 2000 s and the 
disturbance is applied at 600 s, when the valve is closed 
by 5% within 1 s. The results of simulation of the 
inelastic and the compressible/elastic models are 
presented in Figure 6, where plots are zoomed and 
shows just the time interval around disturbance (550 – 
750 sec.)11. In this figure the comparison of the pressure 
drop through the turbine (upper plot) and volumetric 
flow rate on the turbine (lower plot) are given for both 

11 The disturbance is not applied earlier in order to reach 
the steady state for the systems. 

cases: systems with elastic and inelastic penstock 
models.  

We observe smoother dynamics after disturbance for 
the inelastic penstock for both pressure drop and 
volumetric flow rate in Figure 6, which is similar to the 
validation case. From a power production perspective, 
this difference looks insignificant and may be neglected 
for control purposes if we take into account that the 
simulation time for a system with elastic penstock 
model is 3 times longer. On the other hand, it may be 
extremely important to observe these pressure 
oscillations to avoid cavitation and wear and tear of the 
turbine. That is why the outlet turbine pressure is also 
presented (see Figure 7) in order to compare models 
with elastic and inelastic penstock from the perspective 
of the cavitation problem. 

          
Figure 6. Comparison of simulation results for the 
systems with elastic vs. inelastic penstock models. 

               
Figure 7. Comparison of the outlet turbine pressure for 
the systems with elastic vs. inelastic penstock models. 
Figure 7 shows the same smoother dynamics with the 
simple inelastic penstock model, but the amplitude of 
the first oscillation is slightly higher for the model with 
elastic penstock.   

4.2.2 Second simulation scenario 
It is of interest to check another simulation scenario to 
see the effect of the penstock model complexity: a 
system without surge tank, but with the same 
disturbance as in the previous case (5% turbine valve 
closing at time 600 s). The results of simulating this 
scenario is shown in Figure 8, where only the 
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comparison of the pressure drop through the turbine is 
presented; the volumetric flow rate through the turbine 
shows similar results as in the previous simulation. 

From Figure 8, it is seen that amplitudes of the first 
oscillation are different: in the system with inelastic 
penstock model the pressure drop rise higher after the 
disturbance than in the system with elastic penstock 
model. This difference can be related to the speed of 
increasing the pressure drop after disturbance: the 
pressure drop rises faster in the case with inelastic 
penstock model.  

               
Figure 8. Comparison of the simulation results for the 
systems without surge tank. 

It is also of interest, for these two penstock models, 
to see the difference at the outlet pressure from the 
turbine, which takes an important role in cavitation 
studies: due to the difference between the pressure drops 
through the turbine, here a point is to check from which 
side, inlet/outlet, of the turbine this difference was 
caused. Thus, this outlet turbine pressure is compared in 
Figure 9, where the simulation scenario is still the same 
(system without surge tank and 5% closing of the guide 
vane at time 600 s). Here, it is observed that the 
dynamics slightly differ between the system with elastic 
and inelastic penstock models, but the amplitude of the 
oscillation just after the disturbance is similar. This 
means that the inlet pressure to the turbine causes the 
difference in the turbine pressure drop.  

The wave propagation is taken into account in the 
system with elastic penstock model and that is why 
models take some longer time for the turbine pressure 
drop to reach the maximum amplitude of the first 
oscillation after the disturbance, while in the system 
with inelastic penstock model all variables change 
simultaneously through the whole system. This can be 
observed in Figure 10, where the volumetric flow rate 
through the conduit is compared for cases with elastic 
vs. inelastic penstock models. Here, the flow rate 
through the conduit for the system with inelastic 
penstock starts to decrease at the time (600 s) when the 
disturbance occurs, while around half a second is needed 
for the wave in the system with elastic penstock model 
to reach the conduit. 
 

              
Figure 9. Comparison of the outlet turbine pressure for 
the systems without surge tank. 

               
Figure 10. Comparison of the wave propagation in the 
systems with elastic vs. inelastic penstock models. 

4.2.3 Third simulation scenario 
In the last scenario, the effect of the wave propagation 
in the longest part of the hydropower system is studied. 
For this case, the elastic penstock model with 
compressible water is used for the conduit and the 
penstock units; the disturbance is the same as it was in 
the previous two scenarios. The simulations are done for 
both systems with (see Figure 11) and without (see 
Figure 12) surge tank and the turbine pressure drop is 
compared with the results for the previous two 
scenarios. It should be noted that the elastic model for 
the conduit is discretize with the same step length as for 
the penstock (60 m) and it leads to dramatic increasing 
of the simulation time, around 20-30 times. 

From Figure 11, it is seen that the results for all three 
cases look almost the same. The system with the elastic 
conduit shows slightly more oscillatory results, but in 
general, there are no difference in overall dynamics. On 
the other hand, the dynamics differ substantially for the 
system without surge tank; the case with elastic conduit 
give a rather different behavior, which can be seen in 
Figure 12. Here, the oscillations after the disturbance 
need more time to reach a new steady state (compared 
to two other cases) and the amplitude of the first 
oscillation for the elastic conduit case is lower than for 
systems with elastic or inelastic penstock models. 
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Figure 11. Comparison of the elastic conduit for the 
system with surge tank. 

The longer oscillation time for the system with elastic 
penstock and conduit models is caused by the water 
wave moving back and forth (up and down) through the 
whole system. This is actually one of the reasons of 
using the surge tank: to keep mass oscillations within the 
limits: the oscillations in the system with surge tanks are 
much smother and their amplitude variation is smaller. 

               
Figure 12. Comparison of the elastic conduit for the 
system without surge tank. 
It is also of interest to compare the behavior of the outlet 
turbine pressure for the elastic model of the conduit.  
Thus, the comparisons have been done for both systems 
with and without the surge tank and results are shown in 
Figure 13 and Figure 14. Both figures show that the 
model with both the elastic conduit and penstock 
behaves more oscillatory, and at the same time, reaches 
the maximum amplitude values similar to the model 
with just the elastic penstock.   

               
Figure 13. Comparison of the outlet turbine pressure for 
the systems with surge tank. 

               
Figure 14. Comparison of the outlet turbine pressure for 
the systems without surge tank. 

5 Discussion and conclusion 
In this paper, the comparison of different penstock 
models for modeling and simulation of a high head 
hydropower system has been explored. The Kurganov-
Petrova second order central upwind scheme has been 
implemented to discretize the more complicated 
penstock model with compressible water and elastic 
walls that is described by PDEs. This scheme has been 
implemented in Modelica and collected into an in-house 
library together with all other models for the 
hydropower elements. Then the models for simulating 
the hydropower system with different scenarios have 
been developed and simulated in OpenModelica. This 
in-house hydropower library has been validated with an 
already existing commercial Hydro Power Library. 

Based on three simulation scenarios, it can be 
concluded that the system with inelastic penstock model 
exhibits a somewhat simpler dynamics, but on the other 
hand it has an advantage in the simulation time which is 
only one third of the same system but just with elastic 
penstock model (discretized by KP scheme). It is also 
observed that the wave propagation, which is taken into 
account in the elastic penstock model, affects the 
system, in particular the one without a surge tank. This 
effect leads to longer oscillations but also a smaller 
amplitude just after the disturbance (system without the 
surge tank). Despite all these difference, the inelastic 
penstock model can perhaps be used for control design 
problems due to the simplicity of this model, being less 
time consuming for simulation and reasonably good 
accuracy. Clearly, a model based controller based on a 
simple model should be tested on a more rigorous 
model, and, if necessary, re-tuned in order to ensure 
good performance. For a more detailed and accurate 
design, the elastic penstock model could be used in the 
controller, due to better representation of the system 
dynamics, which is caused by including the speed of the 
wave propagation to the model. Even better dynamic 
representation of the system can be reached by using the 
elastic model for the conduit. Then the delay caused by 
the speed of the wave propagation leads to more 
dramatic changes in the system dynamics (well 
observed in Figure 12).  
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Finally, our limited experience indicates that the 
simpler model appears to cover the worst case due to 
higher amplitude of the oscillation just after disturbance, 
even though it does not show proper dynamics. The 
systems with elastic and inelastic models do not behave 
in the same way for the outlet turbine pressure, the 
amplitude of the first oscillation after disturbance can 
differ, and this can be extremely important for a 
cavitation study. 
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Abstract 
Open Venturi channel flow measurement could be a 

cheap method to be used in drill bit pressure control. The 

main objective of this study is to identify the factors 

related with the flow depth in an open Venturi channel. 

A commercial computational fluid dynamics tool was 

used for the simulations. The simulation results were 

validated with the previous related experimental results. 

The agreement between simulation and experimental 

data was satisfactory. The open Venturi channel at a 

horizontal angle gave a higher flow depth before the 

contraction region compared to its negative angles 

(downward). When the channel inclination angle was 

reduced, flow velocity increased and flow depth 

reduced. Likewise, flow became supercritical and 

created a hydraulic jump. The wall roughness played a 

significant role with the starting position of the 

hydraulic jump. This was due to the energy loss between 

wall and fluid. There is an energy loss in a hydraulic 

jump, when the supercritical flow transition into the 

subcritical flow. Large eddies were generated in a 

hydraulic jump. Flow depths difference between 

supercritical and subcritical is a factor to generate the 

large eddies. Fine meshes gave sharp interfaces, which 

was similar to what is seen in reality. The difference 

turbulence models: standard k-ε model, k-ω model, k-ε 

RNG model and k-ε realizable model gave almost the 

same flow depths. 

Keywords:     Flow depth, velocity, open Venturi 
channel, hydraulic jump, energy loss 

1 Introduction 

Hydraulic jumps generate due to transition of the 

supercritical flow into the subcritical flow in an open 

Venturi channel (Welahettige et al., 2017). In a 

hydraulic jump, a strong shear layer is formed at the toe 

of the wave (Hornung et al., 1995). The resistance 

phenomena in an open channel can be explained by 

using the inner and outer layer theory (Ben, 2002). A 

constant value for the roughness coefficient is not 

recommended for an open channel flow (Konwar & 

Sarma, 2015). The Colebrook White explicit equation is 

comparatively suitable for friction handling about the 

unsteady varied flow and the tidal computations in an 

open channel (Ahmed, 2015). The level jump in a 

Venturi channel depends upon the fluid properties and 

the length of the flume (Berg et al., 2015). There are few 

studies on flow depth parameters related to the open 

Venturi channel in literature. This study focused on the 

flow depth variation in an open Venturi channel for 

Newtonian fluid. Computational fluid dynamics (CFD) 

simulations were validated with experimental results 

(Welahettige et al., 2017). ANSYS Fluent R16.2 

commercial simulation tool was used for the 

simulations.  

2 CFD models  

The Volume of fluid (VOF) method was used for the 

simulations where phase interaction was based on the 

continuum surface force model and the phase localize 

compressive scheme (ANSYS, 2013). Equation. 1 gives 

the species mass balance. Here, 𝛼2 is the water volume 

fraction, 𝑈 is the three-dimensional velocity component, 

and 𝑈𝑟 is the maximum velocity at the transition region. 

𝛼2 (1 − 𝛼2) is non zero only at the interface (Rusche, 

2002), (Weller et al., 1998) and (Ubbink, 1997).  

 
𝜕𝛼2

𝜕𝑡
+  𝑑𝑖𝑣 ( 𝛼2 𝑈)  = –  𝑑𝑖𝑣 ( 𝛼2 (1–  𝛼2) 𝑈𝑟).         (1)        

 

The normalized wall roughness (𝐾𝑠
+) is given as, 

(ANSYS, 2013), (Akan, 2006) and (Versteeg & 

Malalasekera, 2007): 

 
𝐾𝑠

+ = ρ K𝑠 u∗/ μ.                   (2) 

 

    u∗ = 𝐶𝜇
1/4

𝜅1/2 

 

Here, K𝑠 is the physical roughness. u∗is a constant equal 

to 0.346. Here 𝐶𝜇 = 0.09 is a k-ε model constant and 

𝜅 = 0.4 is the von Karman’s constant.  Density (𝜌) and 

viscosity (𝜇) are considered as, 

 
𝜌 =  α2 𝜌2 + (1 – 𝛼2)𝜌1                  (3) 

 
𝜇 =  α2 𝜇2 + (1 – 𝛼2) 𝜇1.     (4) 
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Here, 𝜌
1
 and 𝜌

2
 are the densities of air and water. 𝜇

1
 and 

𝜇
2
 are the viscosities of air and water.  

 

Time discretization was based on the implicit Euler 

method for transient simulations. The semi implicit 

method for pressure linked equations (SIMPLE) scheme 

was used to calculate the pressure-velocity coupling. 

The hyperbolic partial differential equations were 

solved by using the second order upwind scheme 

(Versteeg & Malalasekera, 2007) and (ANSYS, 2013).   

3 Geometry  

Figure 1 shows a 3-D geometry that was used for the 

simulations. Boundaries were inlet, outlet, wall, and 

atmosphere. 𝑋-direction was the main flow direction, 

from the inlet to the outlet. The channel width was in 𝑌-

direction. The flow depth was measured in 𝑍-direction. 

The main mesh contained 0.74 million computational 

cells. The elements near to the wall boundaries were 

modified by adding inflation layers.  

 

 

Figure 1. 3-D geometry of  the trapezoidal channel; 𝑥 =
 0 m was defined as the inlet of the channel. The Venturi 

region was 𝑥 =  2.95 m to 𝑥 =  3.45 m. The bottom depth 

was 0.2 m for 0 m <  𝑥 <  2.95 m and 3.45 m <  𝑥 <  3.7 

m. The bottom depth was 0.1 m for 3.1 m <  𝑥 <  3.3 m. 

The trapezoidal angle was 70˚. 

  

4 Results and discussion  

4.1 Flowrate and flow depth 

Figure 2 shows flow depths along the channel central 

axis for different flow rates. The channel inclination 

angle was zero degrees (horizontal) for all the cases in 

Figure 2. Simulations were done for water the flow 

rates: 100 kg/min, 200 kg/min, 300 kg/min, 400 kg/min 

and 700 kg/min. The experimental water flow rate 

result, which was equal to  400 kg/min, was used for the 

validation (Welahettige et al., 2017). The contraction 

region started at 𝑥 =  2.95 m (see Figure 1). The flow 

depth increased with increased of the flow rate. The flow 

depth increment with the flow rates was not a linear 

relationship due to the geometry of the channel. Flow 

depth near to the contraction walls slightly increased in 

high flow rates (e.g. 700 kg/min). Low flow rates 

showed almost horizontal flow depths until the Venturi 

contraction walls (e.g. 200 kg/min).  The flow depth was 

reduced from the end of the Venturi contraction to the 

outlet of the channel for all the cases. There were no 

barriers at the end of the channel and the channel 

expanded after the contraction. Therefore, flow 

condition was changed from subcritical to supercritical, 

when flow depth reduced at the end of the channel 

(Welahettige et al., 2017). In generally, the channel at 

horizontal angle gives subcritical flow before the 

contraction and supercritical flow after the contraction 

for all flow rates. The flow transition from subcritical to 

supercritical occurs at the Venturi region for all flow 

rates (when the channel at horizontal angle).  

 

Figure 3 shows the average velocities along the x-axis 

for different flow rates. The average water velocity was 

calculated by considering the average of all cell’s 

velocities in the considered cross section (except air 

velocities in the cross section). Velocities before the 

contraction region were averagely constant in each 

cases. This was due to the constant flow depths in this 

region (see Figure 2). Velocity gradually increased after 

the Venturi region due to the flow depth reduction. 

According to Bernoulli’s law, the potential energy 

converts into the kinetic energy in this region. Mass flow 

rate ( 𝑚̇) is given as 

 

𝑚̇ =  𝜌 ℎ (𝑏 +
ℎ

tan 𝜃
) 𝑈̅.                  (5) 

Here, 𝑏 is the bottom width, 𝜃 is the trapezoidal angle, 

𝜌 is the density of water. Flow depth (ℎ) and the average 

velocity perpendicular to the area (𝑈̅) are variables with 

the  mass flow rate for a considered position. When the 

mass flow rate increases, both flow depth and flow 

velocity increase in the channel. Because of this, the 

high mass rates give higher flow depths and higher flow 

velocities compared to the low mass flow rates. 

 

 

Figure 2. Flow depth changes along the channel centerline 

axis in the Venturi region for different flow rates. The 

channel inclination angle was zero degrees. The 
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experimental result was from (Welahettige et al., 2017)  for 

400 kg/min water flow rate.          

 

Figure 3. The average velocity along the x-axis for 

different water flow rates. The channel inclination angle 

was zero degrees for all cases. The average velocity was 

calculated as the average cross sectional velocity 

perpendicular to x-axis.     

4.2 Different channel inclination angles and 

flow depths   

 

Figure 4 shows the flow depth variation with the channel 

inclination angles. In this case, flow rate was 400 kg/min 

for all the cases. When the channel inclination angle was 

a negative value, a gravitational support added to the 

flow direction (x-direction). When the channel 

inclination angle was a positive value, a gravitational 

support added opposite to the flow direction. The 

highest flow depth was given before the Venturi 

contraction, when the channel inclination angle was 

+1.5 degree. In this region, flow became subcritical due 

to the barriers such that the contraction walls and the 

gravitation opposite force (only in the positive channel 

inclination cases). The channel at the horizontal angle, 

the flow depth was almost a flat surface. Because only 

the contraction walls hydraulic jumps were affected 

opposite to the flow direction, except the friction force. 

When the channel inclination angle was a negative 

value, the flow depth before the Venturi contraction 

reduced due to flow convert into the supercritical flow 

(Welahettige et al., 2017). At -1.0 degree angle, the flow 

depth increased in the Venturi region due to the oblique 

jump propagation (Welahettige et al., 2017). There was 

a level fluctuation in -0.7 degree angle case at 𝑥 =  2.2 

m. This was due to the hydraulic jump propagation. The 

flow depths after the Venturi showed almost equal 

values for all the angles because of all the cases reached 

to the supercritical flow condition at the end of the 

channel.  

 

 

Figure 4. Flow depth change along the x-axis due to 

variation of channel inclination angles. The water flow rate 

was 400 kg/min. Flow depth was measured along the 

channel central axis. The experimental result was taken 

from (Welahettige et al., 2017). 

Figure 5 gives the average flow velocity for different 

inclination angles, the water flow rate at 400 kg/min. the 

high velocities for the negative inclination showed due 

to the supercritical flow behavior. There was a large 

difference of velocities between -1 degree case and 

horizontal case before the Venturi contraction. Even 

before the contraction walls; the flow reached to the 

supercritical condition in the negative inclination cases. 

However, there was no significant velocity difference 

after the contraction region in these cases. This was due 

to the fluid convert into the supercritical and the flow 

depths were averagely equal in all the cases. 

 

Figure 5. The average velocity along the x-axis for 

different channel inclination angles. The water flow rate 

was 400 kg/min.  

4.3 Wall roughness height effect on flow 

depth  

The wall roughness height related with wall friction and 

heat losses (ANSYS, 2013). Figure 6 shows the steady 

state water volume fraction for different the wall 

roughness values. The water flow rate was 400 kg/min 

and the channel at horizontal angle for all the cases. 

When the wall roughness height was increased, a 

hydraulic jump was generated before the Venturi region. 

In other words, toe of the hydraulic jump was moved to 

the upstream direction. This was due to increase of 
energy loss from the walls, when increased the wall 

roughness height. When energy loss increased, it could 
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not continue as a supercritical flow. Therefore, 

hydraulic jump moved to the upstream. Wall roughness 

height 0.000015 m was given a good matching with the 

experiment results.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Steady state water volume fraction comparison 

for different wall roughness height. Water flow rate was 

400 kg/min and the channel inclination angle was zero 

degrees; (a) Wall roughness height = 0 m, (b) Wall 

roughness height = 0.000015 m, (c) Wall roughness height 

= 0.0001 m, (d) Wall roughness height = 0.001 m. 

4.4 Velocity distribution 

The case with the flow rate 300 kg/min and the 

inclination angle zero degrees was used for the velocity 

distribution analysis. The average Reynolds number was 

approximately 46 000 and the flow was averagely 

turbulent. Air velocity was approximately zero above 

the water surface except at the interface. The VOF 

model solves a single momentum equation. Therefore, 

the interface has a same velocity for air and water. The 

water velocity at the wall was zero due to the no-slip 

boundary condition. Figure 7 shows water velocity 

magnitudes along the z-axis: before the Venturi 

contraction (𝑥 =  2.51 m), at the middle of Venturi 

(𝑥 =  3.19 m) and after the expansion of the Venturi 

(𝑥 =  3.61 m). The velocity distribution before the 

contraction walls were lower value compared to the 

other two locations because subcritical flow gave high 

flow depths and low velocities. The velocity increased 

from the bottom to the top in all the cases. This was due 

to the gradually reduction of friction from the bottom to 

the top.  

 

 

Figure 7. Water velocity magnitude along the vertical 

central lines in different location of the Venturi region; at 

x = 2.51 m (before the Venturi contraction), x = 3.19 m (at 

the middle of the Venturi), x = 3.61 m (after the Venturi 

expantion); The water flow rate was 300 kg/min and the 

channel inclination angle was zero degrees.   

4.5 Mesh dependency evaluation   

The mesh dependency evaluation was done with 

following meshes shown in Table 1. Total number of 

elements in a mesh was increased by reducing the 

maximum face size of cells.   

Table 1. Mesh details for mesh dependency analysis: total 

number of elements and maximum face size 

 Total number of elements  Maximum face size (mm) 

01. 16 815 20 

02. 23 217 15 

03. 61 464 10 

04. 104 910 8 

05. 378 635 5 

06. 159 8267 3 

  

Figure 9 shows water volume fraction along the z-axis 

at 𝑥 =  3.19 m for the different meshes. The coarse 

meshes (20 mm and 15 mm) gave wide range of 

interface variations. However, the fine meshes give 

sharp interfaces. In reality, there is very sharp interface 

between water and air. Therefore, the finer meshes gave 

more accurate results than the coarser meshes. This 

implies that mesh size is a critical factor for VOF 

simulations. It is recommended to have a fine mesh for 

small flow depths.     
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Figure 8. Mesh dependency analysis: The maximum cell 

face sizes in the meshes 20 mm, 15 mm, 10 mm, 8 mm, 5 

mm and 3 mm: Water volume fraction along z-axis at 𝒙  =
 𝟑. 𝟏𝟗 m.    

4.6 Effect of turbulence models on flow 

depth  

Figure 7 shows water volume fraction along the y-axis 

for different turbulence models at 𝑥 =  3.19 m. There 

was no significant effect for the flow depth from 

different turbulence models: standard k-ε model, k-ω 

model, k-ε RNG model and k-ε realizable model. At the 

steady state, all the turbulence models gave similar 

results. However, the standard k-ε model took higher 

computational time compared to the other turbulence 

models.   

 

 

Figure 9. Water volume fraction along the z-axis at 𝒙 =
 𝟑. 𝟏𝟗 m for different turbulence model: Standard k-ε 

model, k-ω model, k-ε RNG model and k-ε realizable 

model. 

4.7 Energy loss in a hydraulic jump  

Figure 10 shows a hydraulic jump. There were large 

eddies propagation in a hydraulic jump. Hydraulic jump 

was very unstable due to the higher turbulence (Xiang 

et al., 2014). A short and fine domain mesh (3 mm mesh 

in mesh dependency test) was used for the energy 

calculation. The flow rate was 400 kg/min and the 

channel inclination angle was -1.5 degree.  

 

 
(a) 

 

 
(b) 

Figure 10. Water volume fraction of a hydraulic jump, (a) 

Central axis plane, (b) Channel cross sectional view at a 

hydraulic jump  

The specific energy head (𝐸𝑠) at a point can be given as 

the sum of the potential energy and the kinetic energy 

for 1-D system.  

𝐸𝑠,1−𝐷 = ℎ + ℎℎ𝑠 + 
𝑈̅2

2𝑔
                  (7) 

Here, ℎ is the flow depth, ℎℎ𝑠 is the hydrostatic head, 

and 𝑈̅ is the average flow velocity.  The potential energy 

head was a sum of the flow depth and the hydrostatic 

head. The gravity point of the flow depth was assumed 

at the half of the flow depth. The specific energy 

difference before and after the hydraulic jump was due 

to the energy loss. The hydraulic jump approximately 

was in 𝑥 =  2.7 m to 𝑥 =  2.85 m. Specific energy 

head, kinetic energy head and potential energy head is 

shown in Figure 11. When the flow depth increased, the 

kinetic energy reduced in the hydraulic jump. The 

kinetic energy was predominant before started the 

hydraulic jump. Then it was drastically reduced in the 

hydraulic jump. This was due to the main flow kinetic 

energy participated to increase the turbulence kinetic 

energy. There was a head loss in the hydraulic jump, 

which was approximately 0.47 m in this case. The head 
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loss was due to the turbulence eddies finally converted 

into the internal energy.  

 

 

Figure 11. Energy loss in a hydraulic jump: specific energy 

head, potential energy head, and kinetic energy head. 

This research study will be further extended into oil well 

drill mudflow analysis in an open Venturi channel.    

5 Conclusions 

The open Venturi channel at the horizontal angle gives 

a high flow depth before the contraction region. When 

the channel inclination angle is downward, the flow 

velocity increases and flow depth reduces. Because of 

this, flow becomes supercritical. The wall roughness 

height plays a significant role with the starting point of 

a hydraulic jump, due to the energy loss between wall 

and fluid. There is an energy loss in a hydraulic jump, 

when the supercritical flow transition into the subcritical 

flow. Fine mesh gives a sharp interface, which is similar 

with the reality. Turbulence models: Standard k-ε 

model, k-ω model, k-ε RNG model and k-ε realizable 

model give almost similar flow depths. However, 

standard k-ε model was taken higher computational time 

compared to the other models.  

Acknowledgment 

The economic support from The Research Council of 

Norway and Statoil ASA through project no. 

255348/E30 “Sensors and models for improved 

kick/loss detection in drilling (Semi-kidd)” is gratefully 

acknowledged. As well as authors acknowledge to 

University College of Southeast Norway for giving 

resources for simulations.  

References 

 
Ahmed Z. (2015). Review of friction formulae in open channel 

flow      Paper presented at the Eighteenth International 

Water Technology Conference, IWTC18  

Akan O. (2006). Open Channel Hydraulics. Oxford: Butterworth-

Heinemann. 

ANSYS I. (2013). ANSYS Fluent Theory Guide. 

Ben C. (2002). Open Channel Flow Resistance. Journal of 

Hydraulic Engineering, 128(1), 20-39. 

doi:doi:10.1061/(ASCE)0733-9429(2002)128:1(20) 

Berg C., Malagalage A., Agu C., Kaasa G., Vaagsaether K. and 

Lie B. (2015). Model-based drilling fluid flow rate 

estimation using Venturi flume. IFAC Workshop on 

Automatic Control in Offshore Oil and Gas Production, 

2, 177-182.  

Hornung H., Willert C. and Turner S. (1995). The flow field 

downstream of a hydraulic jump. Journal of Fluid 

Mechanics, 287, 299-316. 

doi:10.1017/S0022112095000966 

Konwar L. and Sarma B. (2015). Analysis and Verification of 

Resistance Co-Efficient with Different Flow 

Parameters Having Different Bed Conditions to Open 

Channel Flow. International Advanced Research 

Journal in Science, Engineering and Technology, 2(8), 

106-110.  

Rusche H. (2002). Computational Fluid Dynamics of Dispersed 

Two-Phase Flows at High Phase Fractions. (Doctor of 

Philosophy), University of London Exhibition Road, 

London.    

Ubbink O. (1997). Numerical prediction of two fluid systems with 

sharp interfaces. (Degree of Doctor of Philosophy), 

Imperial College of Science, Technology & Medicine.    

Versteeg H. and Malalasekera W. (2007). An introduction to 

computational fluid dynamics: The finite volume 

method (2 ed.). Harlow, England: Pearson Education. 

Welahettige P., Lie B. and Vaagsaether K. (2017). Flow regime 

changes at hydraulic jumps in an open Venturi channel 

for Newtonian fluid. The journal of computational 

multiphase flow, Accepted.  

Weller H., Tabor G., Jasak H. and Fureby C. (1998). A tensorial 

approach to computational continuum mechanics using 

object-oriented techniques. Computers in Physics, 

12(6), 620-631. 

doi:http://dx.doi.org/10.1063/1.168744 

Xiang M., Cheung S. C. P., Tu J. Y. and Zhang W. H. (2014). A 

multi-fluid modelling approach for the air entrainment 

and internal bubbly flow region in hydraulic jumps. 

Ocean Engineering, 91, 51-63. 

doi:https://doi.org/10.1016/j.oceaneng.2014.08.016 

 

DOI: 10.3384/ecp1713829 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

34



Conceptual Models for Fracture Characterization at Reykjanes 

Geothermal Field 

Lilja Magnusdottir1     Magnus Thor Jonsson2 
1Ind. Eng, - Mech. Eng, and Computer Science, University of Iceland, Iceland, liljamag@hi.is 
2Ind. Eng, - Mech. Eng, and Computer Science, University of Iceland, Iceland, magnusj@hi.is 

 

 

 

 

Abstract 
This paper describes conceptual models for an inverse 

analysis to investigate fracture topology at Reykjanes 

geothermal reservoir using electrical resistivity. The 

resistivity distribution of a field can be estimated by 

measuring potential differences between various points 

while injecting an electric current into the ground, and 

resistivity data can be used to infer fracture properties 

due to the large contrast in resistivity between water and 

rock. Furthermore, injecting water into the reservoir 

with higher resistivity than the conductive brine at 

Reykjanes would cause a time-dependent change in the 

resistivity of the fractures as the fluid flows through the 

fracture network. Thus, modeling the time history of the 

potential difference between two points (e.g. an injector 

and a producer) as water is injected into the reservoir 

and comparing simulated results to actual observation 

that depend on the fracture network in the field, could 

help estimate where fractures are located and the 

characterize their distribution. 

Keywords: Fracture characterization, Reykjanes, 
IDDP, electrical resistivity, ERT 

1 Introduction 

Reykjanes geothermal field in Iceland is located about 

50 km southwest of Reykjavík on the Reykjanes 

peninsula. At Reykjanes geothermal field, an existing 

well (RN-15) has been deepened down to a 4.7 km depth 

as a part of the Iceland Deep Drilling Project (IDDP) 

(Fridleifsson et al., 2017). Supercritical fluids can exist 

near heat sources in magmatic reservoirs and at 

Reykjanes the temperature is expected to reach up to 

500°C in the deepened well (IDDP-2). At temperatures 

and pressures above the critical point (374°C and 22.064 

MPa), the fluid has multiple power-producing potentials 

compared to fluid produced in conventional geothermal 

power plants. The enthalpy is significantly higher at 

such high temperatures and pressures, and the rates of 

mass transfer is greatly enhanced due to the increased 

ratios of buoyancy forces to viscous forces in the 

supercritical state. Thus, supercritical fluid is desired for 

optimized power productions since more energy could 

be produced from a single well extracting supercritical 

fluids compared to a conventional geothermal well. 

For optimizing power production at Reykjanes, it is 

crucial to study the behavior of the fluid and heat 

transfer at the deep roots of the system. Connectivity of 

fractures is essential to ensure adequate supply of 

geothermal fluids and efficient thermal operation of the 

wells in the reservoir. The knowledge of the 

configuration of fractures and the fluid-flow patterns is 

extremely valuable for designing the recovery strategy 

appropriately, optimizing the placing of injection or 

production wells, and increasing the overall efficiency 

of the power production. 

In this paper, a conceptual model of Reykjanes is 

described for estimating fracture connectivity by 

measuring time-lapse electric potential data while 

injecting a fluid into the reservoir with different 

conductivity than the geothermal fluid. If the injected 

fluid is less conductive than the geothermal fluid, the 

electric potential will increase as the injected fluid fills 

fractures from the injector towards the producers. 

Therefore, the time-lapse electric potential data are 

related to the connectivity of the fracture network.  

A variety of approaches have been attempted to use 

time-dependent geophysical data that can indirectly 

measure time-varying hydrologic parameters (Day-

Lewis et al., 2003; Lambot et al., 2004). Electrical 

resistivity has been shown to be sensitive to changes in 

fluid conductivity and water content in reservoirs (e.g., 

Binley et al., 2002; Yeh et al., 2002), and the 

concentration of a conductive tracer can be mapped 

from field measurements of resistance using cross-well 

Electrical Resistivity Tomography (ERT) (Singha and 

Gorelick, 2006). A number of studies have 

demonstrated the potential of ERT for monitoring tracer 

migration in soil, (Binley et al., 1996; Köstel et al., 

2008; Olsen et al., 1999; Slater et al., 2000), and in 

shallow aquifers (Binley et al., 2002; Cassiani et al., 

2006; Oldenborger et al., 2007; Singha and Gorelick, 

2005; Singha et al., 2007). In these studies, usually 

many electrodes were used to obtain the resistivity 

distribution for the whole field under study at each time 

step and then this resistivity distribution was compared 

to the distribution without any tracer to observe 

resistivity changes in each block visually. Using this 

DOI: 10.3384/ecp1713835 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

35



approach for a whole reservoir would require a massive 

parameter space and likely not be solvable, except at 

very low resolution. However, in the method considered 

in this study, the potential difference between the wells 

which corresponds to the changes in resistivity is 

measured and plotted as a function of time while the 

injected water flows through the fracture network. Then, 

this time-lapse electric potential is used in an inverse 

analysis to estimate the connectivity between points 

(e.g. wells) in the reservoir.  

The proposed plan includes first developing and 

verifying an iTOUGH2 model of Reykjanes geothermal 

reservoir. The model’s depth has to be at least 5 km due 

to well RN-15 that has been deepened down to a 4.7 km 

depth. The plan involves using the supercritical module 

in iTOUGH2, EOS1SC, which allows for simulating the 

extreme temperature and pressure conditions at the roots 

of geothermal reservoirs (Magnusdottir and Finsterle, 

2015). That way, the heat source can be included in the 

model. Then, the model is calibrated with an inverse 

analysis using production data from the field. 

Next, an inverse analysis is proposed for estimating 

the fracture connectivity in the reservoir using time-

lapse electric potential data as water with lower 

conductivity than the geothermal fluid is injected into 

the reservoir. The inverse analysis first requires a 

fracture model that can be created using a Discrete 

Fracture Network (DFN) based on the >5 km deep 

iTOUGH2 model of Reykjanes. Then, the flow through 

the reservoir of injected water needs to be simulated 

using iTOUGH2. In addition, the analogy between 

Ohm’s law that describes electrical flow and Darcy’s 

law describing fluid flow makes it possible to use 

iTOUGH2 to calculate the electric fields. Finally, the 

inverse analysis requires measuring the electric field in 

the reservoir for comparison to the simulated electric 

fields in order to estimate the fracture connectivity. 

2 Numerical Model of Reykjanes  

In geothermal modeling, the roots of the geothermal 

systems are normally avoided but in order to accurately 

predict the thermal behavior when wells are drilled close 

to magmatic intrusions, it is necessary to incorporate the 

heat sources into the modeling scheme. Thus, it is 

recommended to use the supercritical module in 

iTOUGH2, EOS1SC, for creating a >5 km deep 

numerical model of Reykjanes including the heat source 

at the bottom. Figure 1 shows an example of a grid in X 

and Y direction for a model of Reykjanes around well 

RN-15 with a finer grid where the wells are located. This 

grid can then be copied for the multiple layers in Z 

direction that represents the depth of the model. The 

model parameters are chosen to generally fit the 

measured data and other knowledge regarding the 

reservoir. Lower permeability is defined for the 

elements at the boundaries and the inverse analysis 

focuses on the permeability distribution of the smaller 

element net in the middle of the grid in Figure 1. The 

reservoir model is first simulated without any 

production until it reaches a steady-state. Then, 

production is simulated. The simulated pressure and 

temperature in the reservoir before and during the 

production is used to calibrate the model by comparing 

the simulated data to actual observations in the field. 

The input parameters for the inverse analysis are the 

permeability distribution in the field as well as the 

temperature of the heat source at the bottom and the 

output parameters are the production data and the 

measured pressure and temperature before production 

started. A possible solution for the permeability and 

temperature in the reservoir has been established once 

there is a good fit between the simulated output 

parameters and the observations in the field.  Figure 2 

shows an example of a fit between simulated and 

observed pressure and temperature for well RN-15 in 

Reykjanes at steady-state. The red data points are the 

measured data and the blue data points are the simulated 

data. For this example, the simulated data already fit 

relatively well to measured data. The next step would be 

to simulate the production and perform an inverse 

analysis to get a better fit. 

3 Inverse Analysis for Fracture 

Characterization 

In previous section, we discussed how in this study a 

numerical reservoir model would be first created based 

on an observation of the reservoir and measurements 

taken in the field. Then, in order to take full advantage 

of the data available for model construction, inverse 

analysis is used to calibrate the model. In inverse 

modeling, the results of actual observations such as 

measurements of pressure and temperature in the field 

or electrical resistivity measurements are used to infer 

the values of the parameters characterizing the system. 
In previous section we described how an inverse 

analysis can be used to estimate the permeability and the 

Figure 1. An example of a grid in X and Y direction for a model 

of Reykjanes. Color represents rock properties.  
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temperature of a heat source in the reservoir for the 

model of Reykjanes using pressure and temperature 

measurements. Furthermore, this section will explain 

how inverse analysis can be used to characterize the 

fracture connectivity in the reservoir using electrical 

resistivity measurements. The output parameters are the 

potential differences between wells as a function of time 

and the input parameter is the character of the 

corresponding fracture network. The objective function 

measures the difference between the model calculation, 

which in this case is the calculated voltage difference 

between wells, and the corresponding observed data 

measured in the reservoir.  

The inverse analysis is further illustrated in Figure 3. 

First, a fracture model is developed based on the existing 

iTOUGH2 model and observations in the field. The plan 

includes using a Discrete Fracture Network (DFN) 

model introduced by Karimi-Fard et al. (2003) so 

realistic fracture patterns can be modeled. DFN models 

represent fracture-dominated flow paths in geothermal 

reservoirs more accurately since the fractures are treated 

discretely instead of being defined by high permeability 

values in course-scale grid blocks, as done in the 

iTOUGH2 model previously described.  

 Once a conceptual fracture model of the reservoir 

has been constructed, a flow simulation is performed 

using iTOUGH2 to study how injected water flows 

through the fracture network of the reservoir. It is 

important that the conductivity of the water injected is 

lower than the conductivity of the fluid in the reservoir 

so that a change in the electric potential is produced 

between the injection well and the production well. 

Then, the electric potential field is solved for each time 

step as the injected water is flowing through the 

reservoir and the electric potential difference between 

the wells is recorded. iTOUGH2 can also be used to 

calculate the electric fields as explained in the next 

section. Then, this time-history of the simulated electric 

potential difference is compared to the true measured 

potential difference in the reservoir in the inverse 

analysis. The fracture characteristics of the fracture 

model are changed until a good match has been 

established between the simulated potential difference 

and the potential difference observed in the reservoir 

during measurements. Inverse analysis is a powerful 

tool for validating the model and predicting the fracture 

connectivity in the reservoir as explained by 

Magnusdottir and Horne (2013). 

4 Electric Field Simulated Using 

iTOUGH2 

The potential distribution in steady-state porous flow is 

exactly the same as the potential distribution in an 

electric conducting medium due to the analogy between 

Darcy’s law and Ohm’s law, as formulated by Muskat 

(1932). Therefore, flow simulator iTOUGH2 can be 

used to calculate both the distribution of water injected 

to change the resistivity of the fractures in the reservoir 

and to calculate the electric field at each time step. The 

same grid can then be used for both electric and fluid 

flow models, making the simulation more efficient than 

if separate models were used.  

Darcy's law is an empirical relationship similar to 

Ohm’s law,  

J  (1) 

where J is current density [A/m2], σ is the 

conductivity of the medium [Ωm] and φ is the electric 

potential [V], but instead of describing electrical flow 

Darcy’s law describes fluid flow through a porous 

medium,  

p
k

q 


 (2) 

where q is the flow rate [m/s], k is permeability [m2], 

µ is viscosity of the fluid [kg/ms] and p is pressure [Pa]. 

Table 1 presents the correspondence between the 
variables and relations of water flow (Darcy’s law) and 

electric current flow (Ohm’s law). 

Figure 2. The measured pressure and temperature distribution at well RN-15 (now IDDP-2) before any production, compared to the steady-

state pressure and temperature distribution in an iTOUGH2 model of Reykjanes.  
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Table 1. Correspondence between electric current flow 

and water flow. 

 Darcy’s law:  Ohm’s law:  

Flux of: Water q [m/s] Charge J [A/m3] 

Potential:  Pressure p [Pa]  Voltage φ [V]
 
 

Medium 

property: 

Hydraulic 

conductivity 



k
 [m2/Pa·s] 

Electrical 

conductivity 

σ [1/Ωm] 

 
The pressure results from iTOUGH2 correspond to 

the electric voltage, the current density to the flow of 

water and the electrical conductivity corresponds to the 

hydraulic conductivity, i.e. 




k
  (3) 

However, it must be taken into account that viscosity 

depends on pressure while conductivity of a reservoir 

does not depend on the electric voltage used. In order to 

take the pressure dependence into account, the EOS9 

module in iTOUGH2 can be used. EOS9 considers flow 

of a single aqueous phase consisting of a single water 

component. The conditions are assumed to be 
isothermal so only a single water mass balance equation 

is solved for each grid block and the thermal properties 

of water can be overwritten. Therefore, liquid viscosity, 

density and compressibility can be defined constant and 

reference pressure and temperature can be overwritten 

in iTOUGH2, making the imitation of electric flow 

possible. 

5 Measurements 

The final crucial part of the inverse analysis is 

observations in the field. Measurements of the electric 

current between the wells as the injected water flows 

through the reservoir gives information about the time-

lapse resistivity in the field. The measurments are 

necessary for estimating the characteristics of the 

fracture model.  

Well RN-15 in Reykjanes seems ideal for this 

experiment because  once it was deepened during the 

Iceland Deep Drilling Project (IDDP), it was 

disconnected from the pipelines that go towards the 

powerplant and connect the other wells together. Thus, 

during experiments, the current will not travel from well 

RN-15 to other wells via these pipelines and will instead 

travel down the electrode (placed on the surface or 

inside the well, or the steel casings themselves are used 

as electrodes) into the ground. For measurements, it’s 

important that significant current is going into the 

ground from one measurement point to another and not 

through the pipelines so the measured data will give 
information about the fracture connectivity in the 

ground. 

Figure 3. Schematic illustration of the inverse analysis proposed in this paper.  
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Figure 4 shows an example of a setup for measuring 

the resistivity between well RN-15 and another well as 

water is being injected into the reservoir. The setup can 

be constructed as follows. For using the steel casings as 

electrodes, an electric wire can be attached to the 

production casing of well RN-15 with a hose clamp. It 

is important to file down part of the casing to assure a 

good connection to the wire.  Next, a switch is attached 

to the wire from well RN-15 to ease the process of 

connecting and disconnecting the electric circuit. Then, 

a resistor is attached to the circuit to control the amount 

of current flowing through the circuit. An ammeter is 

added to measure the current flowing through the circuit 

and a volt meter to measure the electric potential 

difference over one and up to three batteries. The 

batteries are 12 V 72 Ah batteries that should be 

connected in series when more than one battery is used. 

Then, the electric wire coming from well RN-15 

connects to the negative terminal and the positive 

terminal connects to a casing (or a valve connected to 

the casing as shown in Figure 4) using a hose clamp on 

the other well being tested. 

If the switch would be pressed so the circuit is closed, 

electric current flows from the positive terminal of the 

battery, down the production casing of well A in Figure 

4, through the reservoir, up the production casing of well 

RN-15 and through the circuit to the negative terminal 

of the battery. Thus, the measured current and voltage 

will give information about the resistivity of the path the 

current travels through the reservoir. As fluid with 

higher resistivity than the fluid in the reservoir is 

injected, the measured resistivity between the wells will 

increase. This time-lapse resistivity can then be used in 

the inverse analysis as explained in previous section, to 

give information about the fracture connectivity in the 

reservoir.    

6 Conclusions 

This paper describes a conceptual model for estimating 

fracture connectivity in Reykjanes geothermal reservoir 

where a well has been drilled to a depth of 4.7 km. The 

proposed method includes modeling changes in 

resistivity as injected water with lower conductivity than 

the fluid in the reservoir flows through the fracture 

network. Then, measurements of the time-lapse electric 

data are used in an inverse analysis to estimate the 

connectivity of the fracture data.   

There are three conceptual models discussed in this 

paper; an over 5 km deep numerical model of Reykjanes 

where the permeability distribution and the temperature 

of the heat source are estimated using production data 

from the field, a fracture model where a discrete-fracture 

method is used to model realistic fracture networks, and 

a model for simulating the electric fields in the reservoir. 

All three models are created using iTOUGH2. Finally, 

the necessary measurements are discussed for using the 

models in an inverse analysis to estimate the fracture 

connectivity in the reservoir. The knowledge of the heat 

transfer and fluid-flow patterns in the reservoir is 

extremely valuable for efficient management of the 

system and optimal power production. 
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 Abstract 

A model describing the simultaneous removal of 
NO3- and HS- by microorganisms is presented here. The 
oxidation of HS- (electron donor) can be controlled by 
the appropriate dosage of NO3-. The developed model, 
which includes variable process stoichiometry, attempts 
to predict the distribution of sulfur oxidation products. 
Stoichiometric coefficients are based on a 150 days 
experimental study of temperature (25-10 ○C) and N/S 
ratio (0.35-1.30) effects. The model can be used as a 
prediction tool for autotrophic denitrification with HS-. 
Elemental sulfur production is included in the 
mathematical model, however, its accumulation and 
release (as SO42-) with increasing feed N/S ratio (e.g. 
leading to higher effluent than feed total sulfur mass at 
N/S = 1.30) is not simulated. A conceptual model to 
account for biological accumulation and release of 
elemental sulfur is proposed here.  
Keywords: autotrophic denitrification, elemental sulfur 
production, mathematical modeling, sulfate production 
1 Introduction 
The presence of sulfide (H2S) in wastewaters is an 
important issue concerning wastewater networks and 
treatment plants maintenance due to its corrosive 
properties (Ma et al., 2000). Low concentrations of H2S 
(lower than 10 mg/L) are present in domestic 
wastewaters (Pikaar et al., 2011). The exposure to H2S 
in gaseous form is toxic to human even at low 
concentrations and can paralyze the olfactory nerves and 
lead to death (Reiffenstein et al., 1992). 

Biological wastewater treatment plants used to 
remove carbon, nitrogen and phosphorus can be 
inhibited by extensive presence of H2S (Chen et al., 
2008; Jin et al., 2013; Joye and Hollibaugh, 1995). It has 
been reported that anaerobic digestion process can be 
inhibited at concentrations from 50 mg H2S/L (Chen et 
al., 2008). H2S presence can vary due to the high 
complexity of the sulfur (S) cycle and its partial 
overlapping with cycles of other elements (i.e. C, Fe, 
Hg, N and Se). Knowledge of these cycles can be used 
for biochemical H2S control and S removal. 

Physicochemical H2S removal is often used for H2S 
removal (desulfurization) in industrial scale. The Claus 

process, where elemental sulfur (S0) is recovered from 
H2S-containing gases under high temperature and 
oxygen (O2) supply, is the most common method. 
Biological treatment, utilizing the unique properties of 
microorganisms, is gaining attention due to the 
environmental and economic advantages. Biological 
H2S removal from wastewaters utilizes the ionic forms 
HS- and/or S2- (depending on pH) as the electron donor, 
while usually nitrate (NO3-), nitrite (NO2-) and O2 are 
electron acceptor sources. The usage of these electron 
acceptors is not mutually exclusive, so they can be used 
together and separately. Addition of more than one 
electron acceptor can be applied to enhance the H2S 
removal (Wang et al., 2015). Due to advantages such as 
a higher solubility of NO3- than O2, NO3- usage is 
studied here. It is argued that the continuous flow 
expanded granular sludge bed (EGSB) bioreactor is the 
most efficient design for biological desulfurization (Cai 
et al., 2010). Data from a previous EGSB study (Sposob 
et al., 2017a; 2017b) are used here. 

The oxidation of HS- can be controlled by the ratio 
between electron acceptor and electron donor to 
influence the relative amounts of the oxidation products: 
S0 and sulfate (SO42-). Extensive experimental and 
theoretical studies on the appropriate conditions for 
simultaneous N and S removal, i.e. C/N/S ratio, pH, load 
and temperature, have been conducted (Di Capua et al., 
2017; Guo et al., 2016; Huang et al., 2016; Mahmood et 
al., 2007; Montalvo et al., 2016; Reyes-Avila et al., 
2004; Sposob et al., 2017a). Modeling can facilitate 
further understanding and optimization of simultaneous 
biological NO3- and HS- removal. So far, a few models 
based on artificial neural networks (Wang et al., 2009) 
and kinetic approach (Wang et al., 2010; Xu et al., 2016, 
2014) have been developed. The kinetic models are 
based on batch experiments where only the initial phase 
of the process is accounted for. Fixed stoichiometry 
based on assumed chemical reactions or based on 
calculated and/or experimentally obtained yield values 
also limits published models, since the ratio between 
electron acceptor and electron donor can completely 
alter the output (Cai et al., 2008; Sposob et al., 2017b). 
The models describing simultaneous removal of NO3- 
and HS- should take into account the fact that effluents 
from this kind of treatment can contain several products 
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especially at low N/S ratios. This is challenging since it 
has been observed in long-term experiment that SO42- 
and S0 were produced at the same time at feed N/S ratio 
that theoretically should lead to S0 production only 
(Sposob et al., 2017a; Tan et al., 2016). It has also been 
observed that temperature has an impact on effluent 
sulfur components at constant N/S ratio (Sposob et al., 
2017a). Thus, the need for the modeling including 
multicomponent effluent characteristic is required, 
especially in cases where lower N/S ratios are modeled. 

The objective of this study is to develop a model for 
simultaneous removal of NO3- and HS- at different N/S 
ratios and temperatures, which can be used to predict the 
distribution of produced sulfur components. 
2 Methods and model development 
2.1 Experimental design 
The experimental trial was performed in a 0.5 L 
laboratory-scale EGSB reactor continuously fed by 
synthetic wastewater over 150 days. The feeding 
parameters are given in Table 1.   
Table 1. Feeding parameters. 

Time (d) Temperature 
(○C) 

N/S 
ratio 

NO3- 
(mM/L) 

HS- 
(mM/L) 

1-25 25 
0.35 1.08 

3.12 

26-57 20 
58-90 15 
91-120 

10 121-134 0.40 1.25 
135-142 0.60 1.87 
143-150 1.30 4.05 

Synthetic wastewater was supplied from two feed 
tanks (separate for electron acceptor and donor) to avoid 
contamination and possible reactions in feeding tank. In 
addition to electron acceptor and donor sources, 
vitamins, buffer, macro- and microelements were 
supplied as described in Sposob et al. (2017a), where the 
more detailed description of experiment is given. 
2.2 Stoichiometry 
The model is developed and evaluated based on the 
stoichiometry derived by Kleerebezem and Mendez, 
(2002) and data from continuous flow expanded 
granular sludge bed (EGSB) experiments (Sposob et al., 
2017a; 2017b). The collected data consists information 
about concentrations of accumulated elemental sulfur 
(S0acc), nitrate (NO3-), sulfate (SO42-), sulfide (HS-) and 
suspended elemental sulfur (S0ss) measured as 
thiosulfate (S2O32-). Accumulated sulfur (S0acc) was 
calculated based on the difference between influent HS- 
concentration and effluent concentrations of HS-, SO42- 
and S0ss, according to Eq. 1 (Sposob et al., 2017a). 

S0acc = HS-inf – HS-eff – SO42-eff – S0ss (1) 
The basic chemical reactions (Eqs. 2, 3) and reactions 

combining both anabolism (biomass production) and 
catabolism (energy release) (Eqs. 4, 5) according to 
Kleerebezem and Mendez (2002) serve as the core for 
the model. However, these equations assume production 
of only one sulfur component at specific N/S ratio and 
does not include temperature impact. 

HS-+1.6NO3-+0.6H+ → 0.8N2+SO42-+0.8H2O (2) 
HS-+0.4NO3-+1.4H+ → 0.2N2+S0+1.2H2O (3) 
3HS-+3.9NO3-+0.2NH4++HCO3-+1.7H+ → 

CH1.8O0.5N0.2+1.95N2+3SO42-+2.3H2O (4) 
14.5HS-+5NO3-+0.2NH4++HCO3-+20.3H+ → 

CH1.8O0.5N0.2+2.5N2+14.5S0+17.4H2O (5) 
The new stoichiometry applied here includes 

simultaneous NO3- and HS- removal and possibility to 
produce two sulfur components: S0 (without 
distinguishing the S0 fractions) and SO42- according to 
Eq. 6. 

aNO3- + bHS--S → cS0 + dSO42- + eN2 (6) 
Where c and d depend on feed molar ratio between a 

and b (N/S ratio) and temperature (T) (Eqs. 7, 8). 
c = f(N/S; T) (7) 
d = f(N/S; T) (8) 

2.3 Kinetics 
Process kinetics is modeled based on the Monod 
equation for reaction rates and assuming one general 
microbial community of sulfide oxidizing bacteria 
(SOB). The growth of microorganisms is thus described 
using the Bailey’s equation that includes both required 
substrates (Eq. 9). The biomass concentration is 
assumed constant in the simulations due to the 
conditions with high biomass content in the EGSB 
reactor and low biomass yield of autotrophic 
denitrification bacteria (Tchobanoglous et al., 2003), 
implying that reactor biomass changes are insignificant 
during the experiments used in this study. The growth 
parameters maximum growth rate (µmax) and half-
saturation constants (KHS-, KNO3-) applied are given in 
Table 2. 

ߤ = ௠௔௫ߤ  ∙ ௌܺை஻ ൬ ܵுௌష
ுௌషܭ + ܵுௌష൰ ቆ ܵேைయషܭேைయష + ܵேைయష

ቇ (9) 
Table 2. Growth parameters. 

Parameter Value Source 
 ,.௠௔௫ 4.25 d-1 (Wang et alߤ

2010) 
 ,.ேைయష 7.84 mM NO3-/L (Xu et alܭ

ுௌషܭ (2016  1.8 mM S2-/L 
The mathematical model is implemented in the 

AQUASIM simulation software (Eawag, Switzerland). 
The established model is calibrated and used to simulate 
removal of NO3- and HS-. Simulation results are 
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compared with the obtained experimental data 
published in Sposob et al. (2017a, 2017b). 
2.4 Temperature 
Temperature has an impact on bacterial kinetic 
coefficients like µmax and KS leading to changes in the 
treatment efficiency. During the experimental trial the 
electron donor (HS--S) removal changed from 98 (25 
°C) to 89 % at 10 °C. Temperature also influenced the 
effluent composition of sulfur components in the 
experiment modeled here (Figure 1). Electron acceptor 
(NO3-) removal was not significantly influenced by 
temperature as it was completely removed (effluent 
NO3- was detected only three times during 120 days 
temperature-trial). 

 
Figure 1. Average concentration of sulfur components at 
25-10 ○C and N/S = 0.35 (Sposob et al., 2017a). 

With decreasing temperature and invariable feeding 
pattern, the share of S0 decreased while SO42- together 
with HS- increased. Performed free Gibbs energy 
calculations (∆G0’) revealed that the reaction energy at 
the different temperatures remained nearly constant due 
to this shift in products formation from S0 to SO42- 
(Sposob et al., 2017a). The reaction energy maintained 
at invariable feeding conditions is dependent on the 
relationships given in Eqs. 10 and 11. The culture 
evidently preferred to use more NO3- per mole of HS- at 
lower temperatures. Whether this is due to a shift in 
microbial community or a metabolic shift within cells is 
currently under investigation. Until such information is 
available an empirical temperature effect is 
implemented in the model by temperature dependent 
stoichiometric coefficients (Table 3) based on the 
experimental results given in Figure 1. 

Reaction energy = oxidation to S0 + 
oxidation to SO42- (10) 

Reaction energy ≈ constant (11) 

Table 3. Temperature coefficient for stoichiometric 
parameters calculated based on the experimental trial. 

Temperature Tsulfur Tsulfate 
25 0.84 0.14 
20 0.77 0.19 
15 0.74 0.2 
10  0.67 0.22 

2.5 N/S ratio 
Changes in N/S ratio have been reported as a way to 
control the level of HS- oxidation (Cai et al., 2008). 
However, the results at different ratios at 10 ○C show a 
significant offset from the theoretical values (Figure 2). 
The highest offset was obtained for S0. Experimental 
results equaled the theoretical values only at N/S = 1.30. 
A more detailed description of N/S ratio impact at 
psychrophilic conditions (10 ○C) is given in Sposob et 
al. (2017b). Modeling effects of N/S ratios in Eq. 7 and 
8 based on these observations is implemented through 
correction coefficients given in Table 4. 

 
Figure 2. Average concentration of sulfur components at 
different N/S ratios at 10 ○C. Whole lines are theoretical 
values based on Eqs. 4, 5 while dotted line connects the 
given experimental values. 
Table 4. N/S ratio coefficient for stoichiometric 
parameters calculated based on the experimental trial. 

N/S ratio N/Ssulfur N/Ssulfate 
0.35 1 1 
0.40 0.81 1.41 
0.60 0.48 2.05 
1.30 0.06 4.36 
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3 Results and Discussion 
Simulations, with the calculated coefficients (Table 3) 
of products distribution (S0 and SO42-) with different 
temperatures and constant feed N/S = 0.35 behaves 
similar to the experimental results (Figure 3). The 
implemented model with the temperature coefficients 
(Table 3) simulates the pseudo-steady state relative 
amounts of effluent S0 and SO42-. This may seem 
obvious since the coefficients are calculated based on 
average values for each temperature case of the same 
data set. The model, however, also simulates the 
transitions in relative amounts of products occurring 
following each 5 ○C temperature drop (the initial part of 
each of the three last panels in Figure 3) quite 
accurately. The model significantly improved 
predictions at N/S = 0.35 compared to the equations 
(Eqs. 3, 5) that predict S0 production only and no 
temperature effect. 

Increasing the model complexity, including 
diversification of microbes and/or the implementation 
of energy terms, can further improve the model for 
better prediction of HS- removal and products 

distribution for a wider range of conditions. However, 
further experimental investigations are required to 
implement such. 

Experimental data and predictions based on 
Kleerebezem and Mendez (2002) equations (Eqs. 4, 5) 
are compared in Figure 2 regarding N/S ratio effects on 
products distribution. The observed offset between 
experimental and theoretical values could be partly due 
to the oxidation of earlier accumulated S0 (reaction 3 in 
the schematic presentation of the studied process in 
Figure 4), but this is not explicitly included in the 
mathematical model. The reaction energy from HS- 
oxidation is increasing with increased amount of NO3- 
supplied. Probably both of these energy related 
phenomena influence the products distribution but 
insufficient results are yet available to distinguish these. 
Thus, further model refinement to include both 
hypothesized energy reactions separately is not 
attempted and the cumulative effect observed 
experimentally are covered by the coefficients given in 
Tables 3 and 4 and simulated (Figure 5). 

Figure 3. Model simulation results in comparison to experimental results at different temperatures. Solid and dash line 
represent simulated results for S0 and SO42-, respectively. Scatter points represent experimental results for S0 (○) and SO42- 

(●). 
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Figure 4. The scheme of autotrophic denitrification with 
HS- as electron donor. 

The simulations with the applied coefficients related 
to N/S ratio (Table 4) significantly improved predictions 
compared to those in Figure 2, except for N/S = 1.30, 
where simple stoichiometric calculations matched the 
experimental values best. The poor simulation of 
experimental results at N/S = 1.30 is assumed to be due 
to the fact that reaction 3 in Figure 4 is not explicitly 
accounted for in the model and that this reaction is 
especially important at this stage. This is due to the 
experimental scenario which at the beginning was 
focused on S0 production leading to its accumulation, as 

energy storage for the microorganisms. This S0 energy 
reserve in the reactor was oxidized to SO42- and is 
especially visible at N/S = 1.30. This implies that a more 
refined future model of simultaneous biological removal 
of HS- and NO3- needs to consider the effect of S0 
accumulation and its possible oxidation (Figure 4) as 
occurred here under N/S ratio effects trial. 

The energy related aspects discussed here are not 
included in the previously published models since these 
are based mainly on batch experiments and high N/S 
ratio situations. The observed phenomena probably 
occur only in cases when the N/S ratio is in or close to 
the range investigated here and are most observable 
when increasing from low (S0 production related) to 
high N/S ratios (SO42- production related). It can 
therefore be useful to develop the model further to better 
account for accumulation and consumption of S0. Some 
relevant information is available, such as: kinetics for S0 
leaching and usage as electron donor is available 
(Franzmann et al., 2005; Gourdon and Funtowicz, 1998; 
Koenig and Liu, 2001). Models including similar 
accumulation phenomena related to energy storage are 
developed, i.e. ASM2d where the accumulation and 

Figure 5. Model simulation results in comparison to experimental results at different N/S ratios at 10 ○C. Solid and dash 
line represent simulated results for S0 and SO42- respectively. Scatter points represent experimental results for S0 (○) and 

SO42- (●).  
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consumption of polyhydroxybutyrate (PHB) and 
polyphosphate (PP) are taken into account (Henze et al., 
1999). However, the factors triggering the oxidation of 
accumulated S0 are not clear. It has been reported that 
the oxidation can only occur when the source of reduced 
sulfur compounds is depleted (Schedel and Trüper, 
1980), but oxidation of accumulated S0 can obviously 
occur (e.g. Figure 2) and be influenced by both 
temperature and N/S ratio changes when HS- (sulfur 
reduced compound) is available (Sposob et al., 2017b, 
2016). The observation that S0 leaching increases with 
temperature (Franzmann et al., 2005) should also be 
accounted for in the further model development. 
4 Conclusions 

The presented model can serve as a prediction tool for 
autotrophic denitrification with HS- as supplied electron 
donor, to account for effects of temperature and feed 
N/S ratio.  

The model was able to simulate sulfur compound 
products distribution at different temperatures, more 
accurately at low than higher N/S ratios (N/S range 0.35 
to 1.30).  

The phenomena of S0 production included in the 
mathematical model does not take into account its 
accumulation and release (as SO42-). Thus, adequate 
prediction of products distribution caused by N/S ratio 
step increases (leading to higher concentration of sulfur 
components in the effluent than fed into the reactor) was 
not obtained. Therefore, a conceptual model is proposed 
to account for biological accumulation and release of S0. 
Further investigations on N/S ratio effects on S0 
accumulation and release can yield a more refined 
model of simultaneous biological removal of HS- and 
NO3-. 
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Abstract
This work deals with steady-state simulation study of a
process formed by a microalgae-bacteria photobioreactor
(PBR) in an activated sludge configuration. In particular,
the process behavior in terms of variations in the sludge
retention time and carbon dioxide (CO2) injected is
presented. The optimization is done by considering the
total PBR volume as two volumes in series, and aiming
for the minimal substrate concentration in the effluent,
for a given external light and CO2 injected. Results
suggest that it is possible to obtain an optimum volume
distribution of the process that gives a lower effluent
substrate concentration compared to the same process
using a single volume.
Keywords: microalgae-bacteria, bioprocess design,
effluent minimization, photobioreactor, volume
distribution.

1 Background
In wastewater treatment applications, the bioreactors are
disposed in a configuration known as activated sludge
process (ASP), where the bioreactor effluent is connected
to a setter. The settler increases the microorganism
(biomass) concentration and part of the settled stream is
recycle back to the bioreactor (Grady Jr. et al., 1999).
The biomass separation given by the settler makes the
residence time of particulate components greater than the
residence time of soluble components. This residence
time for particulate components, referred as the sludge
retention time (SRT), is a key factor in the plant operation.
SRT is defined as the ratio between the amount of biomass
in the bioreactor and the amount of removed biomass per
time unit, i.e. it represents the average time the biomass
stays in a bioreactor. External aeration is another key
factor in these processes, since it is needed for aerobic
bacterias to consume nutrients (such as nitrogen and
phosphorus).

Nowadays, the role of microalgae in wastewater
treatment applications is becoming more relevant (de la
Noüe et al., 1992; Dalrymple et al., 2013). Via
photosynthesis, where a certain external illumination
is applied to the bioreactor, microalgae require carbon
dioxide to consume nitrogen and release oxygen,
which is beneficial for the aerobic bacterias in the
wastewater treatment processes. In this way, we refer
to photobioreactors (PBRs) as bioreactors able to grow

microalgae.
In a PBR the biological dynamics is directly affected

by the irradiance applied. Therefore, several models for
the biology and the irradiance have been proposed in
literature. Concerning the biological models, early works
can be found in Droop (1968, 1973), where the growth
rate of the microalgae is assumed to be associated to
an internal substrate concentration. The basic form of
this model includes three ordinary differential equations
which describe the substrate (nutrient), the microalgae
and the internal substrate cell quota in the microalgae.
Jang and Baglama (2005) proposed a model which
includes one main substrate and two microalgae species
(zooplankton and phytoplankton). The study includes
a global asymptotic analysis of the system considering
different growth rates and changes in the input nutrient
concentration. Decostere et al. (2013) proposed a model
for microalgae growth on inorganic carbon which includes
oxygen production. The model is based on the Activated
Sludge Models (ASMs) and includes a calibration using
data from respirometric-titrimetric experiments.

Regarding the models for the irradiance, several
approaches have been proposed in the last decades.
For example, Eilers and Peeters (1988) proposed a
dynamic model for the irradiance, which links the light
intensity and the rate of photosynthesis in phytoplankton
microalgae. The model is based on physiological
mechanisms, and includes the photoinhibition effect and
the recovery from the photoinhibition. Geider et al.
(1998) presented a simple model where the chlorophyll
(a concentration that depends on the incident irradiance to
the PBR) is included as a single variable. This models
also includes the response of the photosynthesis to the
nitrogen and light status in the microalgae. Other models
linking the chlorophyll with the nutrient dynamics have
been proposed, see for example Pahlow (2005). Results
from this model replicate the nutrient:carbon ratio from
experimental data.

The modeling of the microalgae-bacteria consortium
has also been investigated in the last year. Dochain
et al. (2003) reported a dynamic model with three
microorganisms: microalgae, aerobic bacteria and
sulphate-reducing anaerobic bacteria. The study includes
a model calibration based on experimental data from
different seasons. Zambrano et al. (2016) proposed a
dynamic model for the microalgae-bacteria interaction,
where the bacteria dynamics is inspired by the Activated
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Sludge Model no. 1 (ASM1) (Henze et al., 1987)
and the microalgae dynamics is inspired by the works
from (Reichert et al., 2001) and (Solimeno et al., 2015).
Experimental data from batch experiments presented by
Krustok et al. (2016) was used for the model calibration.

When modeling bioreactors, a natural aim is to
optimize the process in terms of volume and performance.
The optimization of bioreactors has been investigated
during decades (Aris, 1961; Herbert, 1964; Abu-Reesh,
1996), where mainly two typical approaches are done: (i)
minimize the total bioreactor volume to achieve a given
effluent substrate concentration, or (ii) from a given total
volume of a set of bioreactors in series, optimize the
volume distribution so to minimize the effluent substrate
concentration.

The aim of the present study is, given a model for the
microalgae-bacteria consortium, to study the behavior of
a PBR-based activated sludge configuration (henceforth
referred to as MAAS process) in terms of variations in
key parameters such as the SRT and the CO2 injected.
The study includes the optimization of the total volume
distribution when two PBRs in series are considered, so
to minimize the effluent substrate concentration. A model
based on Zambrano et al. (2016) is used for describing
the microalgae-bacteria consortium. This model includes
a modification in the effect that the irradiance has on the
biological activity, which now depends on the amount of
microalgae and bacteria concentration.

The paper is organized as follows. A description of
the biological process and the model are given in Section
2. Section 3 gives a numerical illustration, and some
conclusions are given in Section 4.

2 Methods
2.1 The MAAS process
The configuration of the MAAS process is shown in
Figure 1, which consists of a PBR and a clarifier. In the
PBR, the wastewater is treated by the biological activity
of the microalgae-bacteria consortium. An external

illumination and CO2 injection is applied to the PBR. In
the clarifier (also called settler), the microorganisms are
separated from the treated water. The PBR and clarifier
are interconnected following the classical configuration of
an ASP (Grady Jr. et al., 1999). To maintain the biomass
population, part of the underflow from the clarifier goes
as return sludge back to the PBR and the excess sludge is
removed.

Figure 1. Layout of the MAAS process.

Since the main purpose of this study was to analyze the
overall behavior of the MAAS process, an ideal clarifier
was assumed, i.e, the amount of solids in the effluent is
neglected, which means that all the sludge is thickened.

2.2 The model
A simple model for the microalgae-bacteria interaction
(Zambrano et al., 2016) was used to describe the
biological activity in the MAAS process. The model is
formed by six components: two main biomass populations
(microalgae (Xalg) and bacteria (Xbac)), two dissolved
substrate concentrations (ammonium (Snh4) and nitrate
(Sno3)), and two dissolved gases concentrations (oxygen
(So2) and carbon dioxide (Sco2)), see Table 1.

The model is based on the following assumptions.
There is only one class of microalgae and one class of
bacteria. The microalgae growth on dissolved ammonium
and nitrate and it is assumed that ammonium is preferred
(Reichert et al., 2001). The autotrophic conversion of
ammonium by the bacteria is considered as a single step
process with the aid of oxygen (Henze et al., 1987).

Table 1. Model components and stoichiometric matrix.

Component (i)→ (1) (2) (3) (4) (5) (6) Process rate
Process ( j) ↓ Xalg Xbac Snh4 Sno3 So2 Sco2 ρ j[

gCOD
m3

] [
gCOD

m3

] [
gN
m3

] [
gN
m3

] [
gO2
m3

] [
gCO2

m3

] [
g

m3d

]
(1) Algae growth on NH4 1 − 1

Y N
alg,nh4

Y O
alg,nh4 − 1

Y C
alg,nh4

ρ1

(2) Algae growth on NO3 1 − 1
Y N

alg,no3
Y O

alg,no3 − 1
Y C

alg,no3
ρ2

(3) Algae decay -1 f N
alg f C

alg ρ3

(4) Bacteria growth 1 −iXbac −
1

Ybac
1

Ybac
−
(

4.57−Ybac
Ybac

)
f C
bac ρ4

(5) Bacteria decay -1 iXbac ρ5
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The dependency of stoichiometric and biokinetics factors
on temperature was not included. The inhibition of
microalgae by excess of light or excess of CO2 was not
considered. The different processes and the stoichiometry
involved in the biological model are shown in Table 1,
whereas Table 2 shows the correspondent expressions for
the process rates (ρ).

Table 2. Process rates.

ρ j Process rate

ρ1 µalgµ(I)
(

Sco2
Kco2+Sco2

)(
Snh4

Kn,alg+Snh4

)
Xalg

ρ2 µalgµ(I)
(

Sco2
Kco2+Sco2

)(
Sno3

Kn,alg+Sno3

)(
Kn,alg

Kn,alg+Snh4

)
Xalg

ρ3 balgXalg

ρ4 µbac

(
Snh4

Kn,bac+Snh4

)(
So2

Ko2+So2

)
Xbac

ρ5 bbacXbac

where µ(I) = I/(KI + I).

In this work, a modification in the model for
the irradiance was introduced. In Zambrano et al.
(2016), the model for the irradiance considers that the
illumination applied to the PBR does not change under
any circumstances when it travels through the reactor, i.e.
the irradiance I is constant in Table 2. Now, the model
includes the effect of the biomass concentration on the
light penetration. This was done in a similar way as
the Beer-Lambert law (Huisman et al., 2002), giving the
following irradiance factor:

µ(Ĩ) =
Ĩ(Xalg,Xbac)

KI + Ĩ(Xalg,Xbac)
, (1)

where Ĩ(Xalg,Xbac) = I× exp
[
−α(Xalg +Xbac)

]
, (2)

where I [µmol/m2s] is the total irradiance applied to
the PBR, KI [µmol/m2s] is a half-saturation constant,
and α [m3/g] is the specific light attenuation coefficient.
Expression (1) replaces µ(I) in the process rates for the
algae growth on ammonium and nitrate (cf. Table 2). The
rest of the model parameters are described in Table 3. See
the reference of the parameters in Zambrano et al. (2016).

Since the PBR is assumed to be a completely mixed
tank reactor, the expression (1) considers a homogeneous
concentration of biomass in the liquid, therefore not
dependency with depth was included. For simplicity, it
is assumed that both microalgae and bacteria interrupt the
light in the same way.

The combined effect of water-atmosphere gas exchange
and gas injection were modeled as separated processes.
Both processes follow the well known mass-transfer
model:

Gtr,gas = KLagas(Ssat
gas−Sgas), (3)

Table 3. Model parameters.

Symbol Definition [Unit] Value

balg Algae decay [1/d] 0.1
bbac Bacteria decay [1/d] 0.05
f C
bac CO2 produced per bacteria

[gCO2/gCOD]
1.375

f C
alg CO2 fraction in algae [gCO2/gCOD] 0.383

f N
alg N fraction in algae [gN/gCOD] 0.065

I Irradiance [µmol/m2s] 100
iXbac N used in bacteria growth [gN/gCOD] 0.08
KLao2 Mass transfer coeff. O2 [1/d] 4
KLaco2 Mass transfer coeff. CO2 [1/d] 3.538
KLaco2,injMass transfer coeff. CO2 injected

[1/d]
0-2.5

Kco2 Algae half-sat. coeff. for C [gC/m3] 4×10−3

KI Algae half-sat. coeff. for I
[µmol/m2s]

25

Kn,alg Algae half-sat. coeff. for N [gN/m3] 0.1
Kn,bac Bacteria half-sat. coeff. for N [gN/m3] 1
Ko2 Bacteria half-sat. coeff. for O2

[gO2/m3]
0.4

Ssat
o2 Sat. concentration for O2 in water

[gO2/m3]
8.32

Ssat
co2 Sat. concentration for CO2 in water

[gCO2/m3]
0.546

Ybac Bacteria growth yield [gCOD/gN] 0.24
Y C

alg,nh4 Algae CO2 yield on NH4
[gCOD/gCO2]

0.842

Y N
alg,nh4 Algae N yield on NH4 [gCOD/gN] 11.91

Y O
alg,nh4 Algae O2 yield on NH4 [gO2/gCOD] 0.996

Y C
alg,no3 Algae CO2 yield on NO3

[gCOD/gCO2]
0.622

Y N
alg,no3 Algae N yield on NO3 [gCOD/gN] 3.415

Y O
alg,no3 Algae O2 yield on NO3 [gO2/gCOD] 1.301

α Light attenuation coefficient [m3/g] 5×10−4

µalg Algae specific growth rate [1/d] 1.6
µbac Bacteria specific growth rate [1/d] 0.5

where Gtr,gas is the amount of gas transfered from/to
the atmosphere, KLagas is the mass transfer coefficient
between the gas and the liquid phase, Ssat

gas is the saturation
concentration of the gas, and Sgas is the dissolved gas
concentration.

3 Results and Discussions
This section shows a numerical example of the MAAS
process. Two main cases were evaluated: PBR as a single
volume and as two volumes in series. The process was
evaluated in steady-state conditions for different values
of SRT and CO2 injected. The SRT was adjusted by
modifying the amount of excess sludge from the process.

The model programming and the simulation results
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Figure 2. MAAS process with a single PBR. Contour plots showing steady-state values of NH4 and NO3 in the effluent, and µ(Ĩ)
as a function of SRT and KLaco2,inj. KLaco2,inj refers to mass transfer coefficient of CO2 injected. α = 5×10−4 m3/g.

were obtained using the MATLAB R©/Simulink platform.

3.1 Influent characteristics and process
parameters

We consider a PBR with total volume of V = 0.07 m3

and influent flow rate of 10.8 L/d. A constant influent
flow rate was applied, with a composition of 70 g/m3 of
dissolved NH4, 2 g/m3 of dissolved NO3, and no biomass
concentration. The value of the model parameters used
for the simulations are described in Table 3.

3.2 MAAS process with one PBR
The MAAS process was first simulated with a single
PBR of volume V . The effluent ammonium concentration
(NH4), nitrate concentration (NO3) and irradiance factor
(cf. Expression (1)) were evaluated for different SRTs
and CO2 injected. Results are shown as contour
plots in Figure 2, where a light attenuation coefficient
α = 5×10−4 m3/g was used.

See that the effluent NH4 concentration is almost
consumed in a wide range of SRT and that a low
injection of CO2 is needed. This is not the case for the
effluent NO3, where high NO3 concentration is obtained
when low CO2 is applied. See that this concentration
decreases as the injected CO2 increases, this is expected
since the microalgae is the only microorganism that
can consume this substrate (by injecting CO2). Also
note that the effluent NO3 concentration does not show
a significant change under variations in the SRT. As
expected, for very low values in the SRT, the effluent
NH4 concentration starts to increase towards values of the
influent concentration, i.e. the process is very close to
wash-out condition.

Note also in Figure 2 that the irradiance factor
decreases when SRT or the CO2 injected increase.
An increasing in the SRT promotes an accumulation
of microalgae and bacteria concentration in the PBR,
and more CO2 injected promotes an increasing in the
microalgae concentration. Therefore, this increment in

the microorganism concentration results in a decreasing
of the irradiance factor (cf. Expressions (1)-(2)).

3.3 MAAS process with two PBRs
Next, the process was simulated considering the entire
volume as two PBRs in series, subject to the restriction
V =V1 +V2 . It was decided that the irradiance applied to
each PBR was proportional to its volume. Therefore, from
the total irradiance I used in the case of a single PBR, now
we have:

I1 =
V1

V
I, I2 = I− I1, (4)

where I1 and I2 are the irradiance in volumes V1 and V2
respectively.

From Figure 2, several points were taken as operational
point to be optimized by distributing the total PBR volume
V into two PBRs in series. As illustration, points with
SRT = 15 d were selected. Different values for V1 and
CO2 injected were evaluated. The CO2 injected was
assumed to be the same for each PBR, results are shown in
Figure 3(left). See that each curve has a certain optimum
value for the first PBR volume V1 when a maximum
reduction in the NO3 is achieved. Also note that this
optimum V1 decreases as the CO2 injected increases.
Zambrano and Carlsson (2014) reported a similar behavior
for the case of optimizing several bioreactors in series in
an activated sludge process, where a simple bioreactor
model (one main microorganism and one main dissolved
substrate) and a Monod function for describing the growth
kinetics were used. See also in Figure 3(left) that there is
a wide range of optimum V1 when a large amount of CO2
is injected.

Figure 3(right) shows the value of the irradiance factor
in each PBR for different values of V1 and CO2 injected.
Note that a low value in V1 means a low value in the
irradiance of this PBR (cf. Expression (4)). Therefore,
the irradiance factor µ(Ĩ1) is close to zero and this value
increases as V1 increases. Since the total volume is fixed,
the situation is the opposite for V2 and µ(Ĩ2), i.e. when
V1 increases V2 decreases. See also that for a given V1,
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Figure 3. MAAS process with two PBRs in series. Left: Steady-state solution of effluent NO3 as a function of V1 and KLaco2,inj.
Right: Irradiance factor for the first (PBR1) and second (PBR2) PBR, as a function of V1 and KLaco2,inj. α = 5×10−4 m3/g.

the irradiance in each PBR decreases as the amount of
CO2 injected increases. As observed in Figure 2 for µ(Ĩ)
in a single PBR, this is because an increasing in the CO2
promotes an increasing in the microalgae concentration,
which reduces the amount of light penetration in the
PBRs.

4 Conclusions
In this work, a steady-state simulation study of a PBR
working in an ASP configuration was presented, referred
as MAAS process. A simple model is used for the PBR,
which includes one microalgae and bacteria species, two
dissolved substrates and two dissolved gases. The model
for the irradiation includes the effect of the microalgae
and bacteria concentration in the PBR. This simple model
gives relevant information about the behavior of the
system for different SRTs and CO2 injected.

Results show that, for a given SRT, it is possible to
reduce the effluent substrate concentration by increasing
the CO2 injected, and this reduction is more sensitive to
changes in the CO2 injected than to changes in the SRT of
the process. For the case of two PBRs in series, for a given
SRT an optimum volume distribution can be achieved
which depends on the CO2 injected. This configuration
gives a lower effluent substrate concentration than when
a single PBR volume is assumed. Similar to the case
of an ASP with bioreactors in series, one would expect
that an increasing in the number of PBRs in series in
the MAAS process would decrease the effluent substrate
concentration.
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 Abstract 

Biomass has been identified as a key renewable energy 
source to cope with upcoming environmental 
challenges. Gasification of biomass is becoming 
interested in large scale operation, especially in 
synthesis of liquid fuels. Bubbling and circulating 
fluidized bed gasification technology has overrun the 
interest over fixed bed systems. CFD studies of such 
reactor systems have become realistic and reliable with 
the modern computer power. Gasifying agent, 
temperature and steam or air to biomass ratio are the key 
parameters, which are responsible for the synthesis gas 
composition. Therefore, multiphase particle-in-cell 
CFD modeling was used in this study to analyze the 
steam to biomass, S/B, ratio in fluidized bed 
gasification. 
Due to the complexity of the full loop simulation of dual 
circulating fluidized bed reactor system, only the 
gasification reactor was considered in this study. 
Predicted boundary conditions were implemented for 
the particle flow from the combustion reactor. The 
fluidization model was validated against experimental 
data in beforehand where Wen-Yu-Ergun drag model 
was found to be the best. The effect of the S/B ratio was 
analyzed at a constant steam temperature of 1073K and 
a steam velocity of 0.47 m/s. Four different S/B of 0.45, 
0.38, 0.28 and 0.20 were analyzed. The biomass was 
considered to be in complete dry condition where single 
step pyrolysis reaction kinetics was used. Each 
gasification simulation was carried out for 100 seconds. 
8% reduction of hydrogen content from 57% to 49% and 
17% increment of carbon monoxide from 13% to 30% 
were observed when the S/B was reduced from 0.45 to 
0.20. Countable amounts of methane were observed at 
S/B of 0.28 and 0.20. The lower heating value of the 
product gas increased from 10.1 MJ/kg to 12.37 MJ/kg 
and the cold gas efficiency decreased from 73.2% to 
64.6% when the S/B was changed from 0.45 to 0.20. The 
specific gas production rate varied between 1.64 and 
1.04 Nm3/kg of biomass. 
Keywords:     Biomass gasification, fluidized beds, 
gasifying agent, multiphase particle-in-cell 

                                                 
1 20% reduction of CO2 emissions, 20% increase of energy 
efficiency and 20% renewable energy share by 2020 

1 Introduction 
Biomass was one of the key energy sources until the 
invention of cheap refined petroleum fuels in the 1940s. 
Since then, biomass energy technologies were not 
impressively developed until the oil crisis in the 1970s. 
Since then, biomass-to-energy conversion technologies 
were subjected to enormous research and developments. 
Biomass is further outdoing among other renewable 
energy systems, as it demands to be the sole alternative 
to replace all use of fossil fuels (Demirbas 2008). 
Bioenergy is also a key component in setting up the EU 
energy target of 20-20-201 where 10% of the transport 
related energy is supposed to be achieved via 
renewables (Scarlat, Dallemand et al. 2011). 

Approximately 125 billion liters of biofuels were 
produced in 2015 where 75% is bio-ethanol and 25% is 
bio-diesel (Century 2015). The main feedstocks for bio-
ethanol have been sugarcane and corn. However, there 
has been a long term debate of utilizing food 
commodities for energy production (Naik, Goud et al. 
2010). On the other hand, annual terrestrial biomass 
production by green plants is approximately 100 billion 
tons of dry organic matter where only a 1.25% is derived 
as food (Naik, Goud et al. 2010). In other words, 90% 
of the world accessible biomass stocks are 
lignocellulosic (Szczodrak and Fiedurek 1996). 
Therefore, liquid biofuels from lignocellulosic 
materials, referred as second-generation biofuels, will 
provide more aspects to the future transportation 
industry.  

Combustion, pyrolysis and gasification are the three 
main thermo-chemical technologies for conversion of 
biomass to energy, which eliminate most of the 
drawbacks related to bio-chemical conversion. 
Gasification converts solid biomass into a gaseous 
mixture of carbon monoxide (CO), hydrogen (H2), methane (CH4), carbon dioxide (CO2) and minor 
fractions of higher molecular hydrocarbons such as tars. 
The product gas, which is referred as synthesis gas, 
could be processed into biofuels either by biological 
fermentation or Fisher-Tropsch (Munasinghe and 
Khanal 2010). In contrast, the producer gas could be 
directly combusted in furnaces, boilers, turbines and IC 
engines or used in solid oxide fuel cells.  

DOI: 10.3384/ecp1713854 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

54



Carbon to Hydrogen (C:H) ratio is the most important 
parameter in downstream processing of synthesis gas 
into liquid fuels. It is therefore important to optimize 
both the syngas composition and flowrates. In this 
picture, steam is much more desired as the gasification 
agent compared to air. Steam is further useful in tar 
cracking via reforming reactions as well. Dual 
circulating fluidized bed (DCFB) gasification is the best 
technology, compared to fixed bed and single bubbling 
fluidized bed reactor, to achieve a high H2 content in 
synthesis gas. 
This particular DCFB system separates the gasification 
and combustion reactions into two reactors as illustrated 
in Figure 1. Drying, pyrolysis and gasification (gas 
reactions and part of the char reduction) reactions are 
carried out in the gasification reactor, which normally 
operates with steam in the bubbling fluidization regime. 
Temperature and steam-to-biomass ratio (S/B) are the 
most important parameters for the gas composition. The 
remaining char from the gasifier is oxidized in the 
combustion chamber, which provides the heat demand 
of the gasification via circulation of bed material. 
Computational fluid dynamic (CFD) simulations 
integrated with reactions are more convenient, cost 
effective and efficient in optimization compared to 
experimental investigations. 

 
Figure 1. Dual circulating fluidized bed reactor 

However, CFD modeling of particle systems are 
rather complex, and fluidized bed gasification is 
especially challenging due to the introduction of 
heterogeneous reactions together with heat and mass 
transfer. Eulerian-Eulerian (EE) and Eulerian-
Lagrangian (EL) are the two basic approaches in 
modeling particle systems. The multiphase particle-in-
cell (MP PIC) technique is an extended version of EL 
modeling which overcome certain limitations of 
conventional EL simulations such as modeling of dense 
particle systems with a large number of particles.  

In the MP-PIC approach, the fluid phase is modeled 
in the Eulerian grid with Navier Stokes equations. 
Particles having similar characteristics such as size, 
density, etc. are parceled into units, which are referred 
as computational particles. Hence, billions of particles 
could be encapsulated into millions of computational 

particles and modelled in the  Lagrangian frame of 
reference (Andrews and O'Rourke 1996). Inter particle 
stresses are calculated in the Eulerian grid considering 
the particles as a continuum phase and those values are 
mapped back to the individual particles, using 
interpolation functions (Snider 2001). It has found that 
the required quantity of parcels to model the particle 
phase accurately is acceptable which realizes the 
simulation of large-scale particle systems.  

The Barracuda VR commercial package is specially 
developed for multiphase CFD simulations, which uses 
the MP-PIC approach. This novel approach is referred 
to as computational particle fluid dynamics (CPFD). 
Solnordal, Kenche et al. 2015 and Liang, Zhang et al. 
2014 have carried out MP PIC simulations for bubbling 
fluidized beds. Snider, Clark et al. 2011 has presented 
the integration of heat and reaction chemistry in MP PIC 
simulations whereas Loha, Chattopadhyay et al. 2014 
and Xie et al Xie, Zhong et al. 2012 have carried out 
gasification simulations in a bubbling fluidized bed 
reactor. Liu, Cattolica et al. 2015, and Liu, Cattolica et 
al. 2016 have performed MP PIC simulations in a 
complete circulating dual fluidized bed system. The 
ability of defining multi-component particles is a 
distinctive feature of Barracuda, and facilitates the 
integration of volatization reactions involved in 
gasification and combustion.  

A complete loop CFD simulation of the circulating 
fluidized bed gasification is complex in terms of 
generating the computational grid and expensive 
regarding simulation time. On the other hand, the 
underlying objective of this work is to analyze the effect 
of S/B in the gasification reactor. Hence, the CFD 
simulation was narrowed down to the gasification 
reactor as highlighted in Figure 1.  
2 Barracuda CFD setup 
The fluidization model was validated with cold bed 
fluidization experiments and the data has been published 
by the same author (Bandara, Thapa et al. 2016).  

A simple cylindrical geometry of 2000 mm in height 
and 550 mm in diameter was used. The uniform grid 
option was applied with 4840 cells in total. The 
computational grid, boundary conditions and filling of 
the initial particle species in the bed are illustrated in 
Figure 2 where other operational and physical 
parameters are tabulated in Table 1. Uniform steam 
distribution was used while the steam velocity was 
maintained slightly above the minimum fluidization 
velocity. The hot bed material inlet was set as it guides 
the particle trajectory into the center of the reactor. 
Particle should driven into the system with a fluid flow 
where the fluid volume can be manipulated with “slip 
velocity” option. The bed material outflow was adjusted 
by changing the pressure at that particular cell where it 
was connected to the bed material inflow with “particle 
feed control” option.  
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Figure 2. (a) Computational grid, (b) boundary 
conditions, (c) initial particle species 
Table 1. Initial and boundary conditions 

  
Steam pressure and the temperature of the incoming 

bed material were kept constant throughout all the 
simulations. It was intended to keep the fluidization 
behavior and residence time as similar as possible for all 
the simulations. Therefore, the steam flow boundary 
was maintained at 0.47 m/s. The S/B ratio was adjusted 
by changing the biomass flow. Four different S/B ratios 
of 0.45, 0.38, 0.28 and 0.2, were considered. As particle 
heating consumes high simulation time, initial particle 
temperature was set up same as that of the steam. It was 
further assumed that the initial bed composed with a 
fraction of char as well.  

The Arrhenius reaction rates were used in the 
homogeneous and heterogeneous reactions. The 
constants in the reaction models were adapted from 
Thapa at el (R.K. Thapa, C. Pfeifer et al. 2014) and are 
tabulated in Table 2. The pyrolysis was modelled as a 
single step reaction, where the rate is given by, 

 
264000 ݉௦ ߠ௙ ݁݌ݔ ቂିଵଶ଺ଶ

் ቃ                                                      (1) 
 
Following the literature data, the composition of 

biomass was assumed to be 25% char and 75% volatiles 

with no moisture and ash. Formation of tar and higher 
molecular hydrocarbons was neglected, and only H2, 
CO, CO2, CH4 and H2O were considered. Weight 
fractions of CH4, CO, CO2 and H2 in the pyrolysis gas 
were taken as 0.1213, 0.6856, 0.1764 and 0.0167 
respectively (R.K. Thapa, C. Pfeifer et al. 2014). 
Simulations were carried out for 100s and the gas 
composition, gas temperature and particle mass flow 
rates were analyzed.  
Table 2. Reaction kinetics 

 
3 Results and discussion 
A number of researchers have analyzed the effect of 
steam to biomass ratio and carried out CFD simulations 
related to biomass gasification. Wei, Xu et al. 2007 has 
carried out experiments in a free fall reactor and used 
S/B ratios from 0 to 1.00 in the same temperature ranges 
adopted in this work. Rapagnà, Jand et al. 2000 has 
looked into steam gasification in a bubbling fluidized 
bed reactor with olivine catalysts where S/B ratio 
between 0.4 to 1.00 had been analyzed. Campoy, 
Gómez-Barea et al. 2009 has used a mixture of oxygen 
and steam as the gasifying agent and carried out 
experiments in a fluidized bed reactor without external 
heating of the bed. The S/B ratio was between 0 and 
0.58. The simulations in this work was initiated with S/B 
ratio of 0.45 and bed temperature of1023 K.  
3.1 Simulation with S/B ratio of 0.45 
A reduction of bed mass from 178.3 kg to 177.1 kg and 
char fraction of the bed outflow from 3.25% to 0.6% 
were observed during the simulation time of 100s. 
However, bed particle outflow and bed particle inflow 
were connected with 95% mass efficiency (assuming 
5% of char availability in the bed particle outflow). The 
incorrect match of mass flowrate of particle flows might 
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lead to reduction of the bed mass. On the other hand, 
there is a considerable reduction of char in the bed 
outflow. This might be due to insufficient biomass 
supply compared to char outflow.  
Bed hydrodynamics, temperature distribution of 
particles in the bed and distribution of different particle 
species are illustrated respectively in (a), (b) and (c) of 
Figure 3. Referring to the same figure, the bubbling 
fluidization of the reactor is clearly depicted. However, 
the particle temperature shows uneven characteristics, 
especially along the cross section. Heated particles from 
the combustion reactor seem to be accumulated in the 
opposite half to the particle inlet of the reactor. 
Homogeneous distribution of three particle species is 
illustrated Figure 3 (c) where 1, 2 and 3 in the figure are 
referred to sand, char and biomass respectively. 

  
Figure 3. (a) Bubbling fluidization, (b) temperature of 
bed particles, (c) distribution of particle species 

Product gas composition was observed in both axial 
and radial directions of the reactor, which are illustrated 
in Figure 4 and Figure 5. The final gas composition from 
the reactor was read form the center cell of the outflow 
pressure boundary, which actually acts as a sensor 
installed.  

 
Figure 4. Product gas composition along the reactor 
height 
 

 
Figure 5. Gas composition at different cross sections 
along reactor height. (a), (b) and (c) refers to 0.3, 0.6 and 
0.9m heights from the bottom of the reactor 

No significant change in the gas composition is 
observed up to the biomass feeding point. This depicts 
the slow reaction kinetics of the char-steam 
heterogeneous reactions. The gas phase composition 
starts to change from the biomass feeding point, which 
is mainly due to pyrolysis reactions. Even though 
pyrolysis gas contains nearly 68% of CO, higher 
concentration cannot be observed even at the biomass 
feeding point. This is mainly due to high reaction rate of 
the water-gas shift reaction compared to the pyrolysis 
reaction, which consumes CO immediately to produce 
CO2 and H2. Therefore, H2 and CO2 increase along the 
reactor height with simultaneous decrease of CO and 
H2O. 

The gas production rate is also monitored, and the 
volumetric and mass gas production rates were 
approximately 0.33m3/s and 0.055kg/s respectively. 
The flow rates as function of time are plotted in Figure 
6. Following the ideal gas law (high temperature and 
low pressure), the gas production rate was calculated as 
1.64 Nm3/kg of biomass, which is well within the data 
published in literature. The area specific gas production 
rate, which is one of the useful parameters in reactor 
sizing, was observed as 0.34Nm3/s∙m2. 

 
Figure 6. Time evolution product gas flowrates 

The average molar gas composition during the final 
25s was observed as 0.128-CO, 0.273-CO2, 0.574-H2 and 0.025-H2O. The product gas heating value was 
calculated to be 10.1 MJ/kg where the lower heating 
values (LHV) of wood, CO and H2 were taken as 16 
MJ/kg (dry basis), 10 MJ/kg and 120 MJ/kg 
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respectively. The cold gas efficiency (CGE) was 
calculated as 73.3% using the equation:  
ܧܩܥ =  ௠௔௦௦೒ೌೞ(௞௚)

௠௔௦௦೑ೠ೐೗(௞௚)  ௅ு௏೒ೌೞቀ௃ ௞௚ൗ ቁ
௅ு௏೑ೠ೐೗ቀ௃ ௞௚ൗ ቁ                                   (2) 

 
There is an uncertainty related to the calculation of 

cold gas efficiency because the actual operating 
conditions of the combustion reactor is not known. A 
guessed value of 200֠C was taken for the temperature 
increment in the combustion reactor.  However, there 
can be additional fuel supply into the combustion reactor 
to achieve the desired temperature rise, which indirectly 
affects for the cold gas efficiency.  
3.2 Effect of Steam-to-Biomass ratio 
 
The biomass flowrate was increased from 0.05kg/s to 
0.06kg/s, 0.08kg/s and 0.11kg/s to adjust the S/B ratio 
from 0.45 to 0.38, 0.28 and 0.2 respectively. 
Temperatures and steam inlet flow velocity were kept 
unchanged. Similar characteristics of bed 
hydrodynamics, temperature and particle species 
distribution were observed as in the case with of S/B of 
0.45. Figure 7 illustrates the final gas composition for 
the respective cases. 

 
Figure 7. Molar composition of product gas 

The molar concentration of H2 is dramatically 
reduced from 57% at S/B of 0.45 to 49% at S/B of 0.2 
showing a reduction of 8%. In contrast, the 
concentration of CO has increased by 17% within the 
respective range. According to the data presented in 
Figure 3-5, steam is almost totally consumed even for 
S/B of 0.45. However, the pyrolysis gas volumes in the 
successive cases of low S/B ratios is increased due to 
increasing biomass flowrates. As a result, low S/B 
operation experiences a deficiency of steam to perform 
the water-gas-shift reaction. Therefore, Product gas is 
consisted with a substantial share of raw pyrolysis gas. 
The unreacted fraction of the pyrolysis gas is the root 
cause for increasing CO concentrations in the product 

gas at low S/B. This phenomenon is illustrated Figure 8. 
Steam reforming reaction adds mass to the pyrolysis 
gas, which is clear from the figure as product gas mass 
flowrate always runs above the pyrolysis gas curve. 
However, the gap between two curves gets narrowed at 
lower S/B. Further, two curves stand almost parallel to 
each other at lower S/B than approximately 0.3. The 
total consumption of steam at S/B of 0.3 is the reason 
for this behavior.  

 
Figure 8. Pyrolysis and product gas mass flowrates 

Further, noticeable amount of CH4 is available in the 
product gas in both the case of 0.28 and 0.2 S/B. It is 
evident from the reaction kinetic data in Table 2 that the 
reaction rate of the water-gas-shift reaction is much 
higher than the methane reforming. Therefore, steam is 
initially consumed by CO and when it comes to the 
respective cases, no steam is left for methane reforming 
reactions.  

As illustrated in Figure 9, the product gas temperature 
has dropped down by 50K at reduced S/B of 0.28 and 
0.2. This happens as more energy is extracted for the 
pyrolysis reactions with increased biomass feed rate at 
lower S/B ratios.  

 
Figure 9. Time evolution product gas temperature at 
different S/B 

The summary of other parameters at different S/B is 
given in Table 3. The volumetric gas production rate at 
S/B 0.2 has increased by 33% compared to S/B 0.45. 
Therefore, the gas production capacity can be increased 
in the same reactor, simply by changing the S/B ratio. 
The increase of the molar percentage of the total 
combustible gases (H2+CO) in the product gas from 
70% to 79% is the reason behind the increased calorific 
value by 22% from 10.1 MJ/kg to 12.37 MJ/kg in the 
respective cases. The reduction of the volumetric gas 
production per kg of biomass is because of the 
inadequate steam availability to react with the additional 
released pyrolysis gas at lower S/B. 
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Table 3. Simulation results for different S/B 

 
4 Conclusion  
Barracuda VR commercial package with the MP-PIC 
CFD principle, was used in this work. The product gas 
quality was observed at different steam-to-biomass 
ratios. The product gas composition, gas flowrates, 
heating value and cold gas efficiency showed a 
significant sensitivity regarding the S/B ratio and 
following conclusions could be made. As the steam-to-
biomass ratio is reduced, 
 H2 content is decreased while CO is increased 
 LHV is increased while cold gas efficiency is 

decreased 
 Gas production rate per kg of biomass is reduced 

Simulating complete dual fluidized bed reactor 
system together with a detailed characterization of 
biomass such as composition and pyrolysis kinetics, will 
overcome the uncertainties related to this work for a 
certain extent. Barracuda VR is a sophisticated tool for 
optimization of the effect of different parameters on the 
biomass gasification. 
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Abstract 

Fluidized bed reactor systems are widely used due to 

excellent heat and mass transfer characteristics followed 

by uniform temperature distribution throughout the 

reactor volume. The importance of fluidized beds is 

further demonstrated in high exothermic reactions such 

as combustion and gasification where fluidization 

avoids the hot spot and cold spot generation. A bed 

material, such as sand or catalyst, is normally involved 

in fluidized bed combustion and gasification of biomass. 

Therefore, it is vital to analyze the hydrodynamics of 

bed material, especially the minimum fluidization 

velocity, as it governs the fluid flowrate into the reactor 

system. There are limitations in experimental 

investigations of fluidized beds such as observing the 

bed interior hydrodynamics, where CFD simulations has 

become a meaningful way with the high computer 

power. However, due to the large differences in scales 

from the particle to the reactor geometry, complex 

interface momentum transfer and particle collisions, 

CFD modeling and simulation of particle systems are 

rather difficult. Multiphase particle-in-cell method is an 

efficient version of Eulerian-Lagrangian modeling and 

Barracuda VR commercial package was used in this 

work to analyze the minimum fluidization velocity of 

particles depending on size, density and size 

distribution.  

Wen-YU-Ergun drag model was used to model the 

interface momentum transfer where default equations 

and constants were used for other models. The effect of 

the particle size was analyzed using monodispersed 

Silica particles with diameters from 400 to 800 microns. 

Minimum fluidization velocity was increased with 

particle diameter, where it was 0.225 m/s for the 600 

microns particles. The density effect was analyzed for 

600 microns particles with seven different density 

values and the minimum fluidization velocity again 

showed proportionality to the density. The effect of the 

particle size distribution was analyzed using Silica. 

Particles with different diameters were mixed together 

according to pre-determined proportions as the final 

mixture gives a mean diameter of 600 microns. The 600 

microns monodispersed particle bed showed the highest 

minimum fluidization velocity. However, some particle 
mixtures were composed with larger particles up to 1000 

micron, but with a fraction of smaller particles down to 

200 microns at the same time. This shows the effect of 

strong drag from early fluidizing smaller particles. The 

only variability for pressure drop during packed bed is 

the particle size and it was clearly observed in all three 

cases. 

Keywords:     Fluidization, Bioenergy, Particle 

properties, Minimum fluidization velocity  

1 Introduction 

Fluidization occurs whenever a collection of particles is 

subjected to an upward fluid flow at a sufficient flowrate 

where the gravity and inter-particle forces are in 

counterbalance with the fluid drag force (Horio 2013). 

The fluidized bed technology was first introduced in the 

petroleum industry for catalytic cracking processes, 

which later penetrated into energy, environmental and 

processing industry (Horio 2013, Winter and Schratzer 

2013, Vollmari, Jasevičius et al. 2016). The technology 

enhances the gas-solid contact and mixing, which leads 

to increased heat and mass transfer characteristics. 

Further, it guarantees the homogeneous temperature and 

concentrations throughout the reactor, which increases 

the possibility and reliability of scaled up operation. 

Good control over solid particles, large thermal inertia 

of solids (Esmaili and Mahinpey 2011), increased 

efficiency, reduced emissions and wide range of 

operating conditions are additional advantages of the 

fluidized bed systems (Winter and Schratzer 2013). The 

importance of the fluidized bed technology is 

highlighted specially in exothermic reactions such as 

biomass combustion as it avoids hot spot and cold spot 

generation due to intense mixing and particle collision. 

Hot spots lead to ash melting followed by agglomeration 

and clinkering (Behjat, Shahhosseini et al. 2008, Horio 

2013) whereas cold spots reduces tar cracking and thus, 

reduced gas quality.  

Bio-energy is the fourth largest energy source, which 

accounts for 10% to 14% of the world energy profile 

(REN21 2016). The lignocellulosic fraction of the 

biomass is the major contributor of bioenergy. In 

contrast to the simple, inefficient and small-scaled 

combustion practices, there is a tendency to use 

advanced technologies such as fluidized bed 

gasification followed by either heat & power generation 
or liquid fuel synthesis. However, due to low density, 

large particle size and extreme shapes of the particles, 
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biomass is difficult to fluidize alone (Cui and Grace 

2007). Therefore, biomass fluidized bed combustors and 

gasifiers are operated with the assistance of fluidizing 

materials such as sand, alumina, catalysts etc., which is 

known as bed material (Fotovat, Ansart et al. 2015). 

Hence, it is meaningful to study the fluidization 

behavior of bed materials as it principally governs the 

bed hydrodynamics. Bubbling fluidization stands 

slightly above the minimum fluidization. Hence, it is 

important to manipulate the minimum fluidization 

velocity in bubbling fluidized bed gasification systems, 

because it governs the mass flowrate of gasifying agent 

into the reactor system.  

The fluidization properties are governed by both 

particle properties such as particle size, particle density, 

particle shape etc. and fluid properties (Fotovat, Ansart 

et al. 2015). However, there can be additional effects 

from the bed diameter, geometry, aspect ratio and 

distributor design as well. The transition superficial gas 

velocity from fixed bed to fluidized bed is referred to as 

the minimum fluidization velocity, which is one of the 

most important parameters in the design of fluidized 

beds (Coltters and Rivas 2004). Depending on Geldart’s 

powder classification and superficial gas velocity, 

particles tend to fluidize in homogeneous, bubbling, 

slugging or sprouting beds (Geldart 1973).  

Computational Fluid Dynamics (CFD) simulations 

are beginning to appear in a meaningful way with the 

tremendous growth in computer power along with 

sophisticated mathematical models and efficient 

algorithms (Cooper and Coronella 2005, Kia and 

Aminian 2017). The faster and more accurate CFD 

simulations of fluidization systems, makes it easier to 

get detailed predictions compared to the expensive and 

time consuming experiments. On the other hand, CFD is 

a smart tool in optimizing the geometry, which is 

difficult or even impossible to achieve with 

experiments. Further, it provides an insight into the bed 

interior, which again is difficult to achieve with 

experiments unless more advanced technologies are 

used. Extreme operational conditions can also be 

analyzed in advanced to guarantee the safe operation of 

experimental setups.  

However, modeling of gas-solid flow behavior is 

challenging due to the complexities arising from the 

coupling of turbulent gas flow and particle motions 

together with inter-particle collisions. The differences in 

scale from particles to geometry is another difficult 

parameter in the CDF simulations. Lagrangian-Eulerian 

and Eulerian-Eulerian are the basic modeling 

approaches in gas-solid multiphase systems. 

Lagrangian-Eulerian modeling solves the Newtonian 

equation of motion for each individual particle in the 

system while the gas phase is modeled as a continuum 

with Navier-Stokes equations. In contrast, the Eulerian-

Eulerian  modeling considers both phases as continuous 

and interpenetrating, which are modeled with the 

Navier-Stokes equations (Xie, Zhong et al. 2013). Even 

though Eulerian-Eulerian modeling consumes less 

computer power, it is complex in modeling stage, as it 

needs more closure functions. In contrast, the 

Lagrangian-Eulerian simulations need high computer 

power, and it is unrealistic to use for industrial scale 

reactors. Multiphase particle-in-cell (MP-PIC) was 

developed as an extension to the Lagrangian-Eulerian 

simulations, where particle are modeled in both discrete 

and continuous phase (Snider 2001, Xie, Zhong et al. 

2013). Instead of individual particles, it considers 

groups of particles sharing common characteristics. 

These groups are referred to as parcels or computational 

particles. Particle properties that are best calculated on 

the grid are calculated using continuous modeling in the 

advanced time step and interpolated back to individual 

particles. The successive development of the MP-PIC 

method is illustrated in the works of Snider, O’Rourke 

and Andrew s (Andrews and O'Rourke 1996, Snider, 

O’Rourke et al. 1998, Snider 2001, Snider 2007, 

O'Rourke and Snider 2012). This particular method is 

embedded in Barracuda VR commercial software 

package, which is becoming popular in CFD modeling 

of gas-solid systems and has brought forward the 

concept of computational particle fluid dynamics 

(CPFD). Hence, the objective of this work is to analyze 

the effect of particle properties of density, size and size 

distribution on the minimum fluidization velocity with 

CPFD simulation. 

2 Methods and Computational Setup 

Barracuda VR 17.1.0 was used for the simulations 

where a simple cylindrical geometry of 1000 mm in 

height and 84mm in diameter was considered. A 

uniform grid was applied with 8000 cells in total, which 

is illustrated in Figure 1. Grid refinements at the wall 

was not performed as it was assumed that there was no 

boundary layer formation with the dense phase particle 

system. Default grid generator settings were used, which 

removes the cells having less fraction of volume than 

0.04 and greater aspect ratio than 15:1.  

Isothermal temperature of 300 K was used where sand 

(SiO2) was used as the basic bed material. However, 

other materials as aluminum oxide (Al2O3), nickel oxide 

(NiO), calcium (Ca), ferric oxide (Fe2O3), titanium 

oxide (TiO2) and zirconium (ZrO2) were used to analyze 

the effect of density on the minimum fluidization 

velocity. Air at atmospheric pressure was used as 

fluidizing gas in all the cases. Particles were filled up to 

350mm of height and the random packing option was 

used.  

The close pack volume fraction, maximum momentum 

redirection from collisions, normal to wall momentum 

retention and tangent to wall momentum retention were 

set to 0.6, 40%, 0.3 and 0.99 respectively. Default values 

for the parameters in the particle stress model were kept 

unchanged. Blended acceleration model was activated 
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for the mixtures of different particle sizes. The column 

was operated at atmospheric pressure where the air 

outlet at the top plane was defined as a pressure 

boundary. Inlet boundary was defined as a flow/velocity 

boundary with varying air velocities over time. Each 

velocity was maintained for 4 seconds. Further, uniform 

air distribution at the inlet and no particle exit from the 

pressure boundary were assumed. The bed pressure was 

monitored in the center of the bed at five different 

heights.  The boundary conditions and the pressure 

monitoring points are depicted in Figure 1.  

 

Figure 1. (a) Grid, (b) Boundary conditions, (c) Pressure 

data points 

3 Results and Discussion 

The bed materials used in fluidized bed gasification and 

combustion are usually polydispersed with a wide size 

distribution. However, monodispersed particle beds 

were used in this work to demonstrate the effect of 

particle size for minimum fluidization velocity. 

Attempts were made to analyze the effect of the particle 

size mixtures later in this work. 

 

Figure 2. Gas velocity vs pressure drop diagram (Kunii 

and Levenspiel 1991) 

The pressure drop (∆p) versus superficial gas velocity 

𝑈0 diagram is useful in determining the transition from 

fixed bed to fluidized bed. During the fixed bed 

operation, the bed pressure drop is proportional to the 

gas velocity. Once the bed reaches the minimum 

fluidization velocity, the bed pressure drop decreases a 

little, and stabilizes at the static bed pressure. The bed 

continues to stay around that pressure until the particle 

entrainment starts (Kunii and Levenspiel 1991). This 

behavior and figuring out of the minimum fluidization 

velocity 𝑈𝑚𝑓, is illustrated in Figure 2.  

Fluid drag force resulted from the upward fluid flow 

is one of the most important particle forces in any 

fluidized bed system. Due to this, many researchers have 

worked towards the optimization of drag models for 

particular cases. The author has experimentally 

validated the good performance of the Wen-Yu-Ergun 

drag model in a previous work (Bandara, Thapa et al. 

2016). Gidaspow proposed a drag model where the 

interface momentum transfer coefficient, 𝐾𝑠𝑔, is 

selected from either Wen-YU or Ergun correlation 

depending upon the gas volume fraction (Sobieski 

2009).  When the gas volume fraction is greater than 0.8, 

Wen-Yu correlation is applied which is given by: 

 

𝐾 𝑠𝑔

𝑊𝑒𝑛𝑌𝑢

=  
3

4

𝐶𝑑𝜌𝑔𝜀𝑔(1−𝜀𝑔)(𝑢𝑠−𝑢𝑔)

𝑑𝑝
𝜀𝑔

−2.65    (1) 

 

Where 𝐶𝑑 is: 

 

𝐶𝑑 = {

24

𝜀𝑔𝑅𝑒𝑠
[1 + 0.15(𝜀𝑔𝑅𝑒𝑠)

0.687
] , 𝑅𝑒𝑠 ≤ 1000

0.44, 𝑅𝑒𝑠 > 1000
          (2) 

 

When the gas volume fraction is less than 0.8, Ergun 

correlation is used which is given by: 

 

𝐾 𝑠𝑔

𝐸𝑟𝑔𝑢𝑛
= 150

𝜇𝑔(1−𝜀𝑔)
2

𝜑2𝑑𝑝
2𝜀𝑔

+ 1.75
𝜌𝑔(𝑢𝑔−𝑢𝑠)(1−𝜀𝑔)

𝜑𝑑𝑝
         (3) 

 

Where, subscripts g, p and s refer to gas phase, 

particle and solid phase respectively. U is the velocity, 

ρ is the density ε is the volume fractions, φ is the 

sphericity, μ is the viscosity, Re is the Reynold’s 

number and d is the particle diameter.  

3.1 Effect of the Particle Size  

Geldart has worked towards classifying the particles 

according to both size and density in the early 1970s 

(Geldart 1973). Same author has discussed the effect of 

the particle size distribution in fluidized beds in a 

separate publication. This work analyses these effects 

from computational fluid dynamic aspects. To 

demonstrate the effect of the particle size, sand particles 

from 400 to 800 microns were used. The particle density 
was 2200 kg/m3 and it was further assumed that the 

particles were spherical. As shown in Figure 3, the  

DOI: 10.3384/ecp1713860 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

62



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Minimum fluidization velocity plots for different size particles. Right upper corner sub-plot illustrates the pressure 

drop during fixed bed at two different gas velocities

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Effect of the particle density for minimum fluidization velocity 

 

minimum fluidization velocity increases linearly with 

the particle diameter as expected. Bed pressure drop 

shows a linear relationship with the superficial gas 

velocity during the packed bed region. Further, it is clear 

from the figure that the bed pressure drop at the 

minimum fluidization is almost the same for all the 

particle sizes. It is also agreeable because, the bed 

weight is counter balanced by the pressure drop at the 

fluidization and the bed mass was approximately 
constant for all the sizes. The fluctuations of the pressure  

 

 

drop in the fluidizing region is also realistic which can 

be observed in many experimental results as well. 

3.2 Effect of the Particle Density 

A 600-micron sand bed was considered as the reference 

and the effect of different densities were analyzed for 

600-micron particles. According to the simulation 

results depicted in Figure 4, the minimum fluidization 

velocity is proportional to the particle density. As the 

particle diameter is similar, all the plots follow the same 

line during the packed bed operation. 
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Figure 5. Effect of the particle size distribution on the minimum fluidization velocity 

3.3 Effect of the Particle Size Distribution 

The final and major task of this work is to see the 

functioning of CFD technique in predicting the 

minimum fluidization velocity behavior of particle 

mixtures of different sizes. Specially, empirical models 

for the drag force have been developed considering 

mono size particles. However, the particle drag force in 

a mixture of different size particles differs compared to 

that in a mono-size particle bed.  

The effect of the particle size distribution was compared 

with the 600-micron monodispersed silica particles. 

Different particle mixtures of silica all with a mean 

particle diameter as 600-micron were simulated. The 

description of the particle mixtures are given in Figure 

5. Particle mixtures were defined by introducing one 

particle species for each size and filling them randomly 

with pre-defined volume fractions, which collectively 

accounts for 0.6 solid/particle volume fraction.   

According to the same Figure 5, 600-micron 

monodispersed particles has the highest minimum 

fluidization velocity, which is approximately 0.21 m/s. 

The minimum fluidization velocity of mixture C is close 

to the value of the 600-micron monodispersed sample. 

This might be due to the narrow size distribution of 

mixture C around 600 micron. The minimum 

fluidization velocity of mixtures D and E is closer to 

each other, but the values are less than A and C. The 

particle sizes of D and E mixtures are distributed 

between 400 and 800 micron in a similar way to a 

certain extent.  The size distribution of pre-mentioned 
mixtures are in a broad range with oversized and 

undersized particles than 600 micron. The mixture B, 

which is having equal fractions of 400 and 800 micron 

particles, shows a lower minimum fluidization velocity 

compared to A, C, D and E. This particular mixture 

contains half of the fraction with 400 microns, which is 

comparatively less compared to 600. Finally, the 

mixture F with the highest size distribution (between 

200 to 1000 microns) shows the lowest minimum 

fluidization velocity among the six different mixtures 

considered.  

It is important to note the possibility of reducing the 

minimum fluidization velocity by adding a certain 

fraction of smaller sized particles. As an example, even 

though the mixture F contains considerable amounts of 

particles larger than 600 micron, the minimum 

fluidization velocity still substantially drops below the 

value of monodispersed 600 microns sample. In this 

situation, the larger particles are affected both by the 

fluid drag force and by the momentum from smaller 

particles (particle drag). According to the simulations 

carried out for different diameters, smaller particles are 

prone to fluidized at lower gas velocities. Therefore, the 

drag force from the fine particles make the larger 

particles fluidize at lower gas velocities when those are 

in a mixture.  However, the simulation time was 

increased considerably for particle mixtures than 

monodispersed particle beds.    

4 Conclusion 

The effects of particle size, density and size distribution 

on the minimum fluidization velocity were analyzed 

using the MP-PIC CFD simulation technique. Barracuda 

VR commercial software package was used in all the 

simulations. A previously validated model, which uses 
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the Wen-YU-Ergun model for the fluid drag, was used. 

However, the model had not been validated for particles 

with size distribution for several sizes. It is good to 

conduct experimental analysis further to guarantee the 

reproducibility of simulation data.  

Minimum fluidization velocity was observed to be 

linearly proportional to the particle size. On the other 

hand, the minimum fluidization velocity increases 

approximately by a factor of two when the particle 

density is doubled. It is the pressure drop, which is more 

concerned during packed bed operation. Simulation 

results for different size and densities prove that it is the 

particle size, which governs the pressure drop.  

However, it is not easy to observe a clear relationship 

between minimum fluidization velocity and particle 

sizes when it comes to particle mixtures. The smaller 

particles in a mixture greatly affects and reduces the 

minimum fluidization velocity. Thus, this phenomenon 

is useful in operating a bubbling fluidized bed reactor at 

different gas velocities, simply by adding either larger 

or smaller particles depending on the requirement.  

Finally, the Barracuda CPFD simulations can provide 

precise and quick insight into the bed hydrodynamics. 
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Abstract
When the flow around a streamlined body is accelerated or
decelerated,starting and stopping vortices are shed from
the trailing edge of the body, respectively. In this work,
the transient flow around a NACA4612 airoil profile was
analyzed and simulated at Re = 1000 and α = 16◦ pay-
ing especial attention to the starting and stopping vortices
shed from the airfoil. A detailed review of the underliying
physics of the generation of lift was presented with focus
on the importance of viscosity as the essential factor for
the generation of lift. The incompressible Navier-Stokes
equations with constant density and viscosity in an inertial
frame of reference were solved with OpenFOAM using a
linear upwind finite volume method (FVM) for the space
discretization and the implicit Euler method for the time
integration. The results were verified using the Kelvin cir-
culation theorem. Three flow animations were prepared
with the simulation results and compared with the histori-
cal flow visualizations from Prandtl.
Keywords: Kelvin circulation theorem, Stokes theorem,
CFD, PIMPLE algorithm, C-mesh, SnappyHexMesh, un-
steady, non-inertial, NACA profile, aerofoil.

1 Introduction
When the flow around a airfoil starts from rest, either be-
cause a free stream velocity is imposed or because the
body is set to motion, a starting vortex is formed at its
trailing edge. Similarly, when the flow is decelerated or
stopped, a stopping vortex of opposite sense is formed and
shed from the trailing edge of the airfoil, see Figure 1.

These physical phenomena were recorded in the histor-
ical flow visualization by Prandtl. The original flow vi-
sualizations are shown in the more recent series of videos
of the (National Committee for Fluid Mechanics Films,
1972). The reader is encouraged to watch these flow visu-
alizations because they illustrate the physical phenomena
brought to focus in this paper (Vorticity Part 2, 3:00-5:15).

The flow visualizations of Prandtl were analyzed by
(Willert and Kompenhans, 2010) using particle image ve-
locimetry (PIV) to compute and visualize the vorticity
of the flow. In addition, (Vincent and Blackburn, 2014)
performed a direct numerical simulation (DNS) of the
transient flow over a symmetrical profile NACA0012 at
Re = 10000 and α = 4◦ using a spectral element method
(SEM) that showed the formation of the starting and stop-
ping vortices.

In this work the transient laminar flow over a
NACA4612 airfoil profile at Re = 1000 and α = 16◦ was
simulated using a finite volume method (FVM) in Open-
FOAM. The three flow visualization by Prandtl: 1) start-
ing flow over an airfoil, 2) impulsively started airfoil in a
resting fluid, and 3) impulsively started and stopped air-
foil in a resting fluid, were simulated. The lift and drag
coefficients were computed as a function of time and the
numerical results were verified (Section 3) and validated
(Section 4) comparing them with the theoretical predic-
tions (Section 2). The purpose of this paper is to study the
physics of starting and stopping vortices from a computa-
tional point of view and to assess the performance of the
OpenFOAM incompressible solvers.

2 Underlying Physics
2.1 The lift and drag forces
A body immersed in a flow will experience forces from
the fluid. In the case of a plane flow, the force parallel to
the direction of the free stream direction is known as drag
and the force perpendicular the the flow direction is called
lift. These forces are the result of the pressure and viscous
stresses over the surface of the immersed body.

Lifting bodies, such as airfoils, are designed to provide
large forces in the direction normal to the flow and low
drag. The performance of a cylindrical airfoil section is
characterized by the lift and drag coefficients, defined as:

CL =
D

1
2 ρV 2

∞ · c
(1) CD =

L
1
2 ρV 2

∞ · c
(2)

where L and D are the lift and drag forces per unit of
width, 1

2 ρV 2
∞ is the dynamic pressure, and c is the chord

length of the airfoil profile.

Figure 1. Prandtl’s flow visualization. Left: fluid at rest. Right:
Interaction of the starting and stopping vortices after the airfoil

has been impulsively started and stopped.
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2.2 Inviscid flow
One of the main tasks of aerodynamics and hydrodynam-
ics is to determine lift and drag forces. The simplest ap-
proach is to analyze the forces caused by the motion of an
ideal fluid without viscosity. This kind of flow is known
as potential flow and it is based on the assumption that the
flow is irrotational, that is, the vorticity of the field is zero
everywhere. The vorticity is a kinematic flow variable de-
fined as the curl of the velocity field:

~ω = ~∇×~V (3)

If the zero-vorticity condition is met, then the veloc-
ity field can be shown to be the gradient of a potential
function that satisfies the Laplace equation. The details
of this theory can be found in (White, 2011, Chapter 4
and 8). The solution of this problem is much simpler than
the solution of the viscous Navier-Stokes equations and,
in many cases, the flow can be solved analytically.

One of the drawbacks of the potential flow theory is that
it fails to predict the drag felt by a body moving with con-
stant velocity, relative to the fluid, caused by the viscous
stresses (it accounts for drag due to pressure and accelera-
tion though). This is known as the D’Alembert’s paradox.

On the other hand, the potential flow theory can be used
to predict the lift force on a body as a result of the pres-
sure distribution. One of the most important results of the
potential flow theory is the Kutta-Joukowski lift theorem.
This theorem states that the lift force per unit of depth ex-
perienced by a cylinder with arbitrary shape immersed in
a fluid with uniform free-stream velocity V∞ and constant
density ρ is given by:

L =−ρV∞Γ (4)

Where Γ is the circulation around the solid body, which
is defined as:

Γ =
∮
C

~V ·d~l (5)

The Kutta-Joukowski theorem is based on the integra-
tion of the pressure distribution over the cylinder surface
and its proof can be found in (Kundu and Cohen, 2002,
Chapter 6).

The integral in Eq. 5 is performed in a counterclockwise
sense and the minus sign of Eq. 4 indicates that a negative
circulation leads to a positive lift force. Therefore, the
main problem to determine the lift force acting on a body
of arbitrary geometry is to determine the circulation Γ.

Despite the usefulness of the potential flow theory to
predict lift forces, there is a fundamental inconsistency
within it. The lift force in a potential flow is L = ρV∞Γ

but, how does the flow develop the circulation Γ?
Consider the example of an airfoil initially at rest that

is moved in a inviscid fluid. At the beginning the velocity
is zero everywhere and so is the circulation around the air-
foil. When the airfoil starts to move, the fluid flows around

the airfoil, but the circulation will still be zero because the
vorticity is zero everywhere. This can be explained using
the Stokes’ theorem to transform the line integral of veloc-
ity of Eq. 5 into the surface integral of vorticity. The mean-
ing and the proof of the Stokes’ theorem can be found in
(Jeffrey, 2001, Chapter 12).

Γ =
∮
C

~V ·d~l =
∫∫
S

~∇×~v ·d~S =
∫∫
S

~ω ·d~S (6)

Since the vorticity is zero everywhere, there is no circu-
lation and hence, the lift force is zero. The inconsistency
of the potential flow theory is now apparent, it predicts
that the lift force is proportional to the circulation, but at
the same time the circulation must be zero because the
flow is irrotational.

Kelvin’s theorem is an important result related with cir-
culation and vorticity. This theorem states that in an invis-
cid, constant density flow with conservative body forces,
the circulation associated with a closed curve moving with
the fluid does not change with time.

dΓ

dt
= 0 (7)

In other words, for the case of potential flow in the ab-
sence of non conservative forces, the circulation is con-
served. The proof and an detailed discussion of the mean-
ing of this theorem can be found in (Kundu and Cohen,
2002, Chapter 5). The main result is that for the case of a
real fluid, the presence of viscous stresses in the integra-
tion path C leads to changes in the circulation, that in turn
lead to lift forces. Therefore, the origin of lift is the pres-
ence of viscosity even if the contribution of viscous forces
to the lift at steady motion is modest.

2.3 Viscous flow
Consider now an airfoil at rest within a stationary viscous
fluid that is suddenly accelerated to V∞ at t = 0+. The
arguments presented in this section are briefly considered
in (White, 2011, Chapter 7 and 8) and (National Commit-
tee for Fluid Mechanics Films, 1972), and discussed in
more detail in (Kundu and Cohen, 2002, Chapter 15) and
(Batchelor, 2000, Chapter 6).

When the fluid is at rest the velocity and vorticity
are zero everywhere and so is the circulation around any
closed contour C that contains the airfoil. When the fluid
motion starts the viscous boundary layers start to grow
close to the surfaces of the airfoil, but at t = 0+ the vor-
ticity is still zero everywhere and the potential solution
corresponding to Γ = 0, as shown in Figure 2, still holds.
The flow pattern contains two stagnation points, one in the
leading edge of the airfoil and the other on the upper side,
close o the trailing edge. The trailing stagnation point is
not exactly at the trailing edge and the flow turns abruptly
at flow the lower side to the upper side at the trailing edge.
In fact, the potential flow theory predicts an unphysical
infinite velocity at the trailing edge.
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Figure 2. Potential flow solution at t = 0+ for Γ = 0.
Figure from (Darmofal, 2001).

Figure 3. Sharp turn of the potential flow solution at the
trailing edge. Figure from (Darmofal, 2001).

The potential flow solution is valid at t = 0+, even if the
fluid has viscosity, because the vorticity is generated at a
finite rate close to the airfoil walls and it needs time to be
convected and diffused to the main flow. The transport of
vorticity in a 2D incompressible flow is described by:

D~ω

Dt
= ν∇

2~ω (8)

The left hand side of Eq. 8 is the material derivative of
vorticity and the term in the right hand side is diffusion
of vorticity due to the viscosity of the fluid. See (White,
2006, Chapter 2) or (Kundu and Cohen, 2002, Chapter 5)
for the details of the derivation of this equation.

When t > 0 the boundary layers start to grow and the
vorticity generated close to the walls is transported by the
flow. Clockwise vorticity is generated on the upper side of
the airfoil while counterclockwise vorticity is created on
the lower side of the airfoil. The velocity of the fluid is
large at the trailing edge as it flows from the lower to the
upper side (see Figure 3) and the flow is decelerated as it
approaches the stagnation point. This deceleration causes
an adverse pressure gradient that in turn leads to the sepa-
ration of the boundary layer and backflow. As a result of
this backflow, a counterclockwise vortex is formed at the
trailing edge of the airfoil. With the passing of time, the
stagnation point is displaced closer the the trailing edge
and the vortex is convected downstream by the flow. Even-
tually, the stagnation point occurs at the trailing edge, as
pictured in Figure 4 and Figure 5. This situation is known
as the Kutta contidion.

The vortex shed from the trailing edge is known as the
starting vortex and it is essential in the generation of lift.
Once the starting vortex has been shed away from the air-
foil we will consider three different integration paths for
Eq. 5 as shown in Figure 6. The circulation of the starting
vortex is given by the integration around < efgh >. This
integral is clearly positive as the vorticity of the starting
vortex is positive (counterclockwise) at all points. On the

Figure 4. Viscous solution with the the second stagnation point
at the trailing edge. Figure from (Darmofal, 2001).

Figure 5. Detail of the Kutta condition with the stagnation
point at the trailing edge. Figure from (Darmofal, 2001).

other hand, the circulation around the airfoil (responsible
for the lift) is given by the integration around < abcd >.
The value of both circulations has to be equal in magnitude
and opposite in sign, as it will be explained next. There-
fore, there is a negative circulation around the airfoil that
leads to a positive upwards lift force, see Eq. 4.

The reason why both integrals have to sum zero is ex-
plained with Kelvin’s circulation theorem. If the circu-
lation integral of Figure 6 is evaluated around an invis-
cid integration path far away from the airfoil, then the
value of the circulation must have remained constant at
all times and, since Γ = 0 at t = 0, the circulation around
< aefgcd > must be zero at all times. Finally, since:∮

aefgcd

~V ·d~l =
∮

abcd

~V ·d~l +
∮

efgh

~V ·d~l (9)

we can conclude that the the sum of the circulation around
the airfoil and the starting vortex must be zero.

a

b

c

d

e

f

g

h

Figure 6. Scheme of the integration paths used to show that the
lift is caused by the starting vortex.

2.4 Starting and stopping vortices
As it has been discussed, a starting vortex is formed when
a flow is started over an airfoil. Likewise, if the free stream
velocity is increased, the flow around the airfoil will be
accelerated leading to a new starting vortex. In contrast, if
the free stream velocity is reduced or stopped, a clockwise
stopping vortex will be shed from the airfoil.
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The situation when an airfoil starts its motion within a
fluid at rest is very similar. In this case a starting vortex
is also formed but instead of being convected downstream
with the flow, it remains in the same location where it was
generated while the airfoil moves away from the vortex.
On the other hand, if the vortex is rapidly decelerated a
clockwise stopping vortex will also be formed.

In this work, a numerical investigation of the starting
and stopping vortices shed by a NACA4612 at an angle of
attack α = 16◦ was performed for the cases of a started
flow, a started airfoil, and a started and stopped airfoil.

3 Computational Procedure
3.1 Mesh generation and verification
The transient two-dimensional flow over a NACA4612
airfoil with an angle of attack of 16◦ was simulated using
a finite volume method (FVM) code. A laminar Reynolds
number of 1000 was selected for the computations. The
geometry of the NACA4612 profile, shown in Figure 7,
was generated according to the procedure of the original
NACA report presented in (Jacobs et al., 1933).

Two types of meshes were considered in this work. The
former was a C-mesh type, which is a multiblock struc-
tured mesh that consists of a semicircle grid that follows
the geometry of the airfoil on the leading edge, and a rect-
angular grid that captures the physics on the trailing edge
and the wake region. This is one of the main advantages
of the C-mesh, as the grid is finer in the regions where
the flow requires higher resolution. The later type of mesh
was an automatically-generated, unstructured, hexahedral
mesh, which concentrates the vast majority of the cells
near the surface of the airfoil.

The C-mesh was created in OpenFOAM importing the
geometry of the airfoil from MATLAB. The division of the
mesh in 6 blocks is shown in Figure 8, allowing it to have
different cell density depending on the region. In addition,
a grading on the cell size was applied in order to obtain as
many cells as possible near the airfoil while having fewer
at the borders of the computational domain.

The cell distribution is shown in Figure 9. The high
density of cells close to the airfoil provides more accurate
computations in the region where the gradients are more
pronounced, which is fundamental to capture the vortex
generation. The accuracy of the computations is not dete-
riorated by mesh skewness since the orthogonality of the
first cell layers close to the surface is high. Furthermore, a
C-mesh with grading on the cell size allows saving com-
putational resources on regions were the physics are not

Figure 7. Geometry of the NACA4612 profile at α = 16◦.
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1 2 3

4
5

6
7 8

9 10 11

Figure 8. Scheme of the blocks used to generate
the structured C-mesh.

Figure 9. Details of the structured C-mesh close the the airfoil.

relevant, as the inlet, top and bottom of the control vol-
ume. Nevertheless, as the main drawback of the C-mesh
configuration, some of these regions still have an exces-
sive amount of cells that lengthen the simulation time.

C-meshes with three different dimensions (base case,
double size and half size) and number of cells (as seen
in Table 1) were tested in order to select the most ap-
propriate one for the simulation and to verify the mesh-
ing procedure programmed in MATLAB. For this purpose,
steady-simulations at Re= 100 were performed with a lin-
ear upwind FVM in OpenFOAM using the SIMPLE algo-
rithm for the velocity-pressure coupling. The results for
the torque (with respect to the leading edge), drag, and
lift coefficients, as well as the computational time and
number of iterations are shown in Table 1. The steady-
state simulations were performed at Re = 100 instead of
Re = 1000 because at high Reynolds numbers oscillatory
vortex shedding occurs and it is not possible to reach a
steady-state solution.

The results of the simulation tend to be grid indepen-
dent, as they gradually converge to the same solution when
the grid is refined. In addition, it can be observed that the
size of the domain does not affect the results of the sim-
ulation and therefore, the solution is independent of the
far field boundary conditions (see section 3.2). Thus, due
to the similarity among the results, the small mesh with
20000 cells was selected to perform the transient simula-
tions. The reason why the mesh with smallest dimensions
was selected is because the shorter computational time it
requires for a given level of accuracy. The transient sim-
ulations were performed with 20000 cells, even if the re-
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Table 1. C-mesh screening and validation.

Domain Cells CT CD CL Iterations Time (s)

Large

5000 0.2698 0.5167 0.7530 458 10
11400 0.2690 0.5155 0.7626 796 34
20000 0.2692 0.5152 0.7675 1179 103
45000 0.2707 0.5153 0.7749 2114 382
80000 0.2723 0.5157 0.7801 3238 1115

Medium

5000 0.2739 0.5221 0.7787 464 10
11400 0.2737 0.5210 0.7825 835 38
20000 0.2740 0.5207 0.7844 1264 100
45000 0.2753 0.5209 0.7892 2232 389
80000 0.2767 0.5213 0.7930 3466 1115

Small

5000 0.2847 0.5351 0.8136 591 11
11400 0.2845 0.5341 0.8143 1095 40
20000 0.2846 0.5339 0.8147 1611 110
45000 0.2846 0.5340 0.8150 2788 455
80000 0.2851 0.5341 0.8163 4318 1256

sults with a lower number of cells seem accurate. because
the authors wanted to ensure that the physics at the trailing
edge were captured.

The unstructured mesh is shown in Figure 11. It was
created using the snappyHexMesh tool in openFOAM to-
gether with the airfoil profile geometry generated in MAT-
LAB. This mesh was validated following the same proce-
dure described before but only for the small domain. The
obtained results are summarized in Table 2. The torque,
drag and lift coefficients are similar to the ones obtained
for the structured mesh, whereas the time and number of
iterations needed for convergence are smaller. Thus, it
could seem that the unstructured grid is more suitable for
the transient simulations since it requires less time to at-
tain a similar solution. However, when the results were
post-processed and the velocity and pressure fields were
observed in detail, the solution was found to be unphysical
as it followed the structure of the grid, even when orthog-
onal correctors were employed.

The structured C-mesh used in this work was able to
capture the physics of the flow around the airfoil better
than the unstructured grid. As a result, the C-mesh was
chosen for the transient simulations.

0 1

23

Figure 10. Scheme of the block used to generate the
unstructured mesh.

Table 2. Unstructured mesh validation

Mesh Cells CT CD CL Iterations Time (s)

Small

3480 0.2462 0.5115 0.7519 97 1
13037 0.2574 0.5081 0.7507 193 8
21988 0.2722 0.5127 0.7867 196 14
32939 0.2672 0.5087 0.7745 275 97
125490 0.2797 0.5126 0.8007 303 439

Table 3. Boundary conditions in OpenFOAM.

Boundary U P

Inlet tableFile zeroGradient
Outlet zeroGradient fixedValue (0)
Top slip slip

Bottom slip slip
Airfoil fixedValue (0 0 0) zeroGradient

3.2 Initial and Boundary Conditions
In order to simulate the motion of the fluid from rest, uni-
form zero velocity and pressure fields were used as initial
conditions. The boundary conditions used in OpenFOAM
for the simulations are described in the next subsections
and an overview is given in Table 3.

3.2.1 Inlet boundary conditions

The velocity field at the inlet boundary is prescribed as a
function of time and read from a table. The pressure at the
inlet is defined with a zeroGradient boundary condition to
simulate the undisturbed far field flow.

The function for the inlet boundary velocity was the
same for the simulation of the starting flow over the air-
foil and for the simulation of the airfoil that moves within
a fluid at rest. The only difference between both cases is a
change in the frame of reference. The function chosen for
the simulations is given by:

u =V∞ · (1+ e−
t−t1

T ) (10)

This is a logistic function with an S shape and it was
chosen to simulate a very steep jump in velocity with a
smooth function in order to avoid numerical problems.
The shape of this curve is given in Figure 13. The simula-

Figure 11. Details of the unstructured mesh close the the
airfoil.
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tion time step was set small enough to capture the velocity
variation along the jump.

For the case of the airfoil that is suddenly started and
then stopped the inlet boundary condition is given by the
following function:

u =

 V∞ · (1+ e−
t−t1

T ) for t ≤ t1+t2
2 (11)

V∞ · (1+ e
t−t2

T ) for t ≥ t1+t2
2 (12)

This piecewise smooth function is given by two logistic
equations and its shape is shown in Figure 16. The values
of the parameters used in all the simulations are V∞ = 1
m/s t1 = 0.5 s, t2 = 1.5 s and T = 0.01 s.

3.2.2 Airfoil boundary conditions
A noSlip velocity boundary condition is used at the sur-
face of the airfoil. The velocity of the airfoil is always
set to zero during the simulations and its motion is ac-
counted with the inlet boundary conditions. A zeroGra-
dient boundary condition is used for the pressure, this is
usually a good approximation for viscous flows.

3.2.3 Top and bottom boundary conditions
A slip boundary condition is used for the velocity and
pressure fields at the top and the bottom boundaries. This
implies zero velocity normal to the boundary and no con-
dition for the tangential direction. The pressure condition
was set as a zeroGradient boundary condition. This simu-
lates that the far field behaves as an inviscid fluid.

3.2.4 Outlet boundary condition
The velocity at the outlet is defined with a zeroGradient
boundary condition to simulate that the flow is fully de-
veloped downstream the airfoil. A value of zero is chosen
for the pressure field at the outlet to set a reference level
for pressure.

3.3 OpenFOAM solution
Once the mesh was generated and the boundary condi-
tions were imposed, the incompressible (constant density
and viscosity) Navier-Stokes equations were discretized
using the linear upwind FVM in space and the implicit
Euler method in time and then solved using the PIMPLE
algorithm for the velocity-pressure coupling. Once the ve-
locity and pressure fields were computed the results were
post-processed to compute the vorticity field as well as the
lift and drag coefficients. After that, the results where ex-
ported to MATLAB to prepare the flow visualizations.

The Navier-Stokes equations solved in the OpenFOAM
PIMPLE algorithm are formulated without body forces in
an inertial frame of reference. These equations can be ex-
pressed in differential form as:

∇ ·~V = 0 (13)

D~V
Dt

=−
~∇p
ρ

+ν∇
2~V (14)

For the cases when the airfoil was moving within a fluid
at rest, the problem was solved imposing the time-varying
boundary conditions on a stationary airfoil and then the
results were post-processed to include the motion of the
airfoil. The displacement of the airfoil was computed nu-
merically as the integral of the airfoil velocity:

x =
∫ t

0
u ·dt (15)

The displacement of the airfoil as a function of time is
plot in Figure 12 for the case of the suddenly started air-
foil and in Figure 15 for the case of the suddenly started
and stopped airfoil. However, when the airfoil accelerates
from rest, the frame of reference for the relative velocity
field is non-inetial and Eq. 14 has to be modified to include
the non-inertial effects (fictitious forces):

D~V
Dt

=−
~∇p
ρ

+ν∇
2~V −~a (16)

Where ~a is the acceleration of the non-inertial frame
of reference (in this case, the acceleration of the airfoil).
A throughout derivation and discussion of the inclusion
of non-inertial terms into the integral form of momentum
equations is presented in (Fox et al., 2011, Chapter 4). As
it can be seen from Eq. 16, the acceleration term behaves
as a body force (similar to gravity) acting in the direction
opposite to the acceleration of the airfoil.

This term was not included into the analysis as the so-
lution algorithm was not prepared to include body forces.
In order to asses the importance of this limitation the ac-
celeration was computed numerically as the derivative of
velocity and plotted in Figure 14 for the case of the sud-
denly started airfoil and in Figure 17 for the case of the
suddenly started and stopped airfoil.

a =
du
dt

(17)

For this velocity distribution the acceleration term
peaked at a ≈ 25 m/s2 ≈ 2.5g. The gravity term is usu-
ally negligible in most aerodynamic applications and, in
this problem, the forces due to the acceleration term are
of the same order of magnitude as gravity. In addition,
the acceleration term is only acting for very short periods
of time when the airfoil is impulsively started or stopped.
For these reasons, it seems reasonable to neglect the effect
of the acceleration in this problem.

3.4 Dimensionless considerations
The numerical simulations were performed at a Re =
1000, this Reynolds number was defined as:

Re =
V∞ · c

ν
(18)

where:
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Figure 12. Airfoil displacement for the case when it is
impulsively started.
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Figure 13. Airfoil velocity for the case when it is impulsively
started or free stream velocity for the stationary airfoil.
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Figure 14. Airfoil acceleration for the case when it is
impulsively started.
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Figure 15. Airfoil displacement for the case when it is
impulsively started and stopped.
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Figure 16. Airfoil velocity for the case when it is impulsively
started and stopped.
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Figure 17. Airfoil acceleration for the case when it is
impulsively started and stopped.
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Figure 18. Components of the lift coefficient for the
impulsively started airfoil or the stationary airfoil.
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Figure 19. Components of the drag coefficient for the
impulsively started airfoil or the stationary airfoil.
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Figure 20. Drag and lift coefficients for the impulsively started
airfoil or the stationary airfoil.
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Figure 21. Components of the lift coefficient for the
impulsively started and stopped airfoil.
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Figure 22. Components of the drag coefficient for the
impulsively started and stopped airfoil.
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Figure 23. Drag and lift coefficients for the impulsively started
and stopped airfoil.
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• The reference velocity V∞ was set to 1 m/s. This ve-
locity is either the maximum free stream velocity or
the maximum speed of the airfoil.

• The reference length c is the chord length of the air-
foil and it was set to 1 m.

• The dynamic viscosity µ was set to 10−3 kg/(m · s)
and the density was set to 1 m3/kg (ν = µ

ρ
) to meet

the Reynolds number requirement.

Using c as length scale, V∞ as velocity scale, and pre f =
ρV 2

∞ as pressure scale the incompressible Navier-Stokes
equations with constant viscosity can be written in dimen-
sionless form, see (White, 2011, Chapter 5) for details:

D~V
Dt

=−~∇p+
1

Re
∇

2~V (19)

This equation shows that the only parameter present in
the governing differential equations is the Reynolds num-
ber. As a consequence, the flow around the airfoil does
only depend on the geometry of the airfoil (shape and an-
gle of attack), the time variation of the inlet boundary con-
ditions and the value of the Reynolds number (but not on
the particular values of velocity, viscosity, and chord).

4 Results and Discussion.
4.1 Lift and drag coefficients
The lift and drag coefficients as a function of time are
shown from Figure 18 to Figure 23. The results of the sim-
ulations when the airfoil is impulsively started and when
it is stationary are shown in Figure 18 to Figure 20. The
results when the airfoil motion is started and stopped are
shown from Figure 21 to Figure 23. The graphs include
a comparison of the viscous and pressure components of
the lift and drag coefficients as well as a comparison of the
overall lift and drag coefficients.

The most remarkable result is the sudden jump of the
lift and drag when the acceleration occurs and the little
impact that viscosity has on the value of the coefficients
during this acceleration. The low influence of the viscous
stresses is striking considering that, as discussed in Sec-
tion 2.3, viscosity is responsible for the formation of the
starting vortex and the development of the circulation that
leads to the lift force in steady state.

The large drag during acceleration is not caused by the
viscous stresses, instead it is an added mass effect re-
sulting from the pressure distribution that arises when the
airfoil accelerates the fluid around it (note the close rela-
tion between the acceleration peaks and the lift and drag
peaks).Another interesting result is the negative peak of
lift and drag when the airfoil is decelerated.

As a final remark, the variation of the lift coefficient
contains higher order harmonics of small amplitude su-
perimposed to the main variation with time.

4.2 Verification of Kelvin’s and Stoke’s theo-
rems

As discussed at the end of Section 2.3, Kelvin’s circula-
tion theorem states that the circulation around an invis-
cid countour far away from the airfoil must be zero at all
times. In addition, according to Stokes’ theorem, the value
of the the circulation must be given both by the line inte-
gral of velocity over the contour and the area integral of
vorticity over the surface enclosed by the contour.

These two conditions where checked for the simulation
of the started and stopped airfoil at t = 5 s using the con-
tours shown in Figure 24. For these integration contours,
the integration of Eq. 5 is given by Eq. 20 to Eq. 25, where
the superscripts V or ω indicate that the circulation is com-
puted as the line integral of velocity or as the area inte-
gral of vorticity, respectively, and the subscripts net, left
or right indicate the the domain of integration

Γ
V
net =

∮
aefgcd

(u,v) · (dx,dy) (20)

Γ
V
le f t =

∮
abcd

(u,v) · (dx,dy) (21)

Γ
V
right =

∮
efgh

(u,v) · (dx,dy) (22)

Γ
ω
net =

∫∫
D1∪D2

ω(x,y) ·dxdy (23)

Γ
ω
le f t =

∫∫
D1

ω(x,y) ·dxdy (24)

Γ
ω
right =

∫∫
D2

ω(x,y) ·dxdy (25)

The results of the integrals are shown in Table 4 and
they show excellent agreement with the theoretical results.
The integrals where performed with the MATLAB built-
in functions integral and quad2d using an interpolation
of the OpenFOAM simulation results as the integrand at
point (x,y). All line integrals converged successfully to
the default tolerances, but only the area integral over D2
satisfied the tolerance criteria. The reason why the other
area integrals did not converge is that the airfoil is a dis-
continuity of vorticity in a non-linear region that the Carte-
sian integration algorithms of MATLAB can not handle
effectively. Despite this the values of line and area inte-
grals are virtually identical.

Table 4. Computation of circulation.

Type of integration Γnet Γle f t Γright

ΓV -0.0007 -0.5206 0.5199
Γω 0.0009 -0.5205 0.5214
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Figure 24. Integration paths for the computation of circulation.

4.3 Flow Animations
The results exported to MATLAB were used to prepare
an animation of the three different flow configurations
considered in this work. The video with the flow an-
imations can be found in https://www.youtube.
com/watch?v=bvV7-9wAXc0. The flow animations
are qualitatively similar to the historical flow visualization
from Prandtl, see (National Committee for Fluid Mechan-
ics Films, 1972), including the formation of starting and
stopping vortices as well as oscillatory vortex shedding
for the case of the stationary airfoil.

4.4 Further works
The inclusion of the non inertial term in the Navier-Stokes
equations could be considered in future works to show if
its influence is indeed negligible or not. In addition, other
transient effects such as the vortices shed when the angle
of attack is abruptly changed could be analyzed.

5 Conclusions
The transient flow around a NACA4612 airoil profile was
analyzed and simulated at Re = 1000 and α = 16◦. The
main features of the flow were captured and the flow pat-
tern agreed qualitatively with the flow visualizations from
(National Committee for Fluid Mechanics Films, 1972).

The solution was confirmed to be grid independent and
the C-mesh structured grid was found to be superior for
this case as the flow was resolved with higher detail for
the same number of cells.

Once the lift and drag coefficients were computed it was
found that both peaked during the accelerations and de-
celerations due to added mass effects and that the effect
of the viscous stresses on lift was modest even if viscosity
is responsible for the development of lift. In addition, the
solution was verified using the Kelvin’s circulation theo-
rem. Both the line integral of the velocity and the surface
integral of vorticity matched with reasonable accuracy and
were almost equal to zero for an inviscid contour and non-
zero for viscid contours.
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Abstract 
Fluidization characteristics such as the minimum 

fluidization velocity and the bed pressure drop are 

important for the design of an efficient fluidized bed. 

These characteristics can be measured experimentally, 

but also modelled by CFD simulations. The aim of this 

study was to use experimental data to validate drag 

models applied in the CFD software Barracuda. 

Most of the drag models available in the literature 

are validated against Geldart B or D particles and are not 

necessarily suitable for Geldart A particles, such as the 

zirconia particles used in the present study. However, by 

adjusting one of the constants in the Wen-Yu and Ergun 

drag models, it should be possible to apply these 

equations also for Geldart A particles. 

Data from an in-house built lab-scale fluidized bed 

unit were used in the study. Reducing the k1 value in the 

drag model from 180 to 47 gave a reasonable 

representation of the minimum fluidization velocity and 

the pressure drop over the bed. 

Keywords:   CFD, CPFD, Barracuda, fluidization, 
pressure drop, minimum fluidization velocity, MP-PIC 

1 Introduction 

Gas-solids fluidized beds are used in the chemical, 

energy, and process industries as key equipment units 

due to their high contact area, homogeneity, heat and 

mass transfer rates, and solids handling capabilities 

(Kunii, 1991). Process examples are fluid catalytic 

cracking (FCC), gasification, combustion of solid fuels, 

Fischer-Tropsch synthesis, drying, granulation and 

coating (Cano-Pleite et al., 2017).  

The current work is linked to a multistage cross-flow 

fluidized bed to be applied for high temperature solids 

classification (Jayarathna et al., 2017). A hot-flow pilot-

scale system was downscaled to a cold-flow lab-scale 

unit by applying Glicksman scaling rules (Glicksman, 

1984, 1988, Glicksman et al., 1993).  

Computational Fluid Dynamics (CFD) simulations 

were used as a tool in the design process. Simulations 

were done for both cold-flow (ambient conditions) and 

hot-flow systems. The cold-flow experiments were done 

with a scaled particle mixture, i.e. the particle size and 

density were not the same as in the hot-flow system 

(Jayarathna et al., 2017).  

The particle mixture contained zirconia particles 

(𝜌𝑝 = 3800𝑘𝑔𝑚
−3, 𝑑𝑚𝑒𝑎𝑛 = 69𝜇𝑚) and steel 

particles (𝜌𝑝 = 7800𝑘𝑔𝑚
−3, 𝑑𝑚𝑒𝑎𝑛 = 290𝜇𝑚). The 

fluidization behavior of the particles were investigated 

by Chladek et al. (Chladek et al., 2017) and 

Amarasinghe et al. (Amarasinghe et al., 2017) applying 

an in-house built cold-flow cylindrical fluidized bed test 

unit. The particles were close to spherical (Chladek et 

al., 2017, Amarasinghe et al., 2017) and could be 

categorized as Geldart A and D particles, respectively, 

based on the particle size distribution (PSD), density and 

the particle fluidization behavior. CFD simulations were 

also run, using Barracuda® version 17.1, and the 

simulation results were compared with the experimental 

observations. 

Chladek et al. (Chladek et al., 2017) found that the 

Barracuda predictions of minimum fluidization velocity 

was accurate enough for the steel particles, but there was 

a significant discrepancy for the zirconia particles. 

Several drag models were used for the simulations and 

the best results were obtained using the Ergun drag 

model for steel particles and the Wen-Yu model for 

zirconia particles. 

Amarasinghe et al. (Amarasinghe et al., 2017) did 

similar CFD simulations and experiments with zirconia, 

steel and bronze particles, with the aim to evaluate the 

ability of Barracuda to predict the minimum fluidization 

velocity of Geldart A (zirconia), B (bronze) and D 

(steel) particles. The prediction of minimum fluidization 

velocity (with a combined Wen-Yu/Ergun drag model) 

was quite good for the Geldart B and D particles, but the 

simulated results for the Geldart A particles were not in 

line with the experimental results.  

The above-mentioned studies were done with the default 

drag model settings in Barracuda. In the current study, 

the results from the minimum fluidization velocity 

experiments with zirconia particles done by Chladek et 

al. (Chladek et al., 2017) are used to validate an adjusted 
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drag model in Barracuda, with the aim to get a better 

prediction of the fluidization behavior of this Geldart A 

particle type.  

2 CFD Simulations with the MP-PIC 

method   

The CFD simulations applied the multiphase particle-in-

cell (MP-PIC) method (Andrews and O'Rourke, 1996, 

D. M. Snider, 2001), which is also called the 

computational particle fluid dynamics (CPFD) method 

(D. M. Snider, 2001). The method is developed based 

on a new Eulerian–Lagrangian multiphase flow scheme, 

and the commercially developed platform is known as 

Barracuda. In this study, version 17.1 was used. 

In the MP-PIC method, the real particles in the 

system are replaced by a computational particle 

representing a large number of particles which are 

assumed to behave the same way in the real system. This 

makes the MP-PIC method more computationally 

efficient than the more commonly used discrete element 

method (DEM) (Tsuji et al., 1993, Goldschmidt et al., 

2004, Gera et al., 2004), hence it can be applied to larger 

systems. The CPFD method models the fluid as a 

continuum and the computational particles as discrete 

particles exposed to three-dimensional forces as fluid 

drag, gravity, static–dynamic friction, particle collision 

and possibly other forces (Dale M. Snider, 2007).  

The calculation of particle-to-particle forces in the 

CPFD method is different from the calculation in the 

DEM method.  In DEM, the particle-to-particle forces 

are calculated using a spring–damper model and direct 

particle contact, whereas in the CPFD method collision 

forces on each particle are modeled as a spatial gradient 

(Dale M. Snider, 2007). The CPFD method takes into 

account the forces on a particle hit by other particles, but 

it does not pay attention to the impact created on the 

other particles by the first one (Dale M. Snider, 2007). 

It is common for all other particles as well.  

2.1 Model description 

The continuity and momentum equations (Gidaspow, 

1993) for the gas phase without reactions and interface 

mass transfer in Barracuda (D. M. Snider, 2001, 

Gidaspow, 1993) are, given in Equation (1) and (2). 
𝜕𝜃𝑔𝜌𝑔

𝜕𝑡
+ ∇. (𝜃𝑔𝜌𝑔𝑢𝑔) = 0 

 (1) 

 
𝜕(𝜃𝑔𝜌𝑔𝑢𝑔)

𝜕𝑡
+ ∇. (𝜃𝑔𝜌𝑔𝑢𝑔𝑢𝑔)

= −∇𝑝 + ∇(𝜃𝑔𝜏𝑔) + 𝜃𝑔𝜌𝑔𝑔

− 𝐹 

(2) 

Here 𝜃𝑔, 𝜌𝑔, 𝑢𝑔 , 𝑝, 𝜏𝑔 are the volume fraction 

(initial), density, velocity, pressure and stress tensor of 

the gas in the system, respectively. F is the momentum 

exchange rate per volume between gas and particles, 𝑡 

is the time interval and 𝑔 is the gravitational 

acceleration.  

The rate of momentum transfer between fluid and 

solid phases per unit volume (D. M. Snider, 2001, Dale 

M. Snider et al., 2011) is described in Equation (3). 

𝐹 =∭𝑓𝑉𝑝𝜌𝑝 [𝐷(𝑢𝑔 − 𝑢𝑝)

−
1

𝜌𝑝
𝛻𝑝]𝑑𝑉𝑝. 𝑑𝜌𝑝. 𝑑𝑢𝑝 

(3) 

The dynamics of the particle phase are described by 

the particle probability distribution function 

𝑓(𝑥, 𝑢𝑝, 𝜌𝑝, 𝑉𝑝, 𝑡). Here 𝑥 is the particle position, 𝑢𝑝 is 

the particle velocity, 𝜌𝑝 is the particle density, 𝑉𝑝 is the 

particle volume, 𝜃𝑝 is the particle volume fraction and 

𝐷 is the drag function. The time evolution of 𝑓 is 

obtained by solving a Liouville equation for the particle 

distribution function (D. M. Snider, 2001), as given in 

Equation (4).  
𝜕𝑓

𝜕𝑡
+ ∇(𝑓𝑢𝑝) + ∇𝑢𝑝. (𝑓𝐴) = 0 

(4) 

The particle acceleration balance 𝐴 (D. M. Snider, 

2001, Andrews and O'Rourke, 1996) is given as, 

𝐴 = 𝐷(𝑢𝑔 − 𝑢𝑝) −
1

𝜌𝑝
∇𝑝 + 𝑔 −

1

𝜃𝑝𝜌𝑝
∇𝜏 

(5) 

In Barracuda, particle interactions are modelled 

through the use of a computationally efficient particle 

stress function. The particle normal stress 𝜏 (D. M. 

Snider, 2001) is a function of particle volume fraction 

𝜃𝑝 and is given in Equation (6). The continuum particle 

stress model used by Snider is an extension of the model 

from Harris and Crighton (Harris and Crighton, 1994).  

𝜏(𝜃𝑝) =
10𝑃𝑠𝜃𝑝

𝛽

max [𝜃𝑐𝑝 − 𝜃𝑝, 𝜀(1 − 𝜃𝑝)]
 

(6) 

Where 𝑃𝑠 is a constant with units of pressure, 𝜃𝑐𝑝is 

the close pack particle volume fraction, β is a constant 

with a recommended value between 2 and 5, and ε is a 

very small number. The original expression by Harris 

and Crighton was modified by Snider to remove the 

singularity at close pack by adding the ε expression in 

the denominator. Values for the stress model constant 

and the close pack volume fraction must be specified by 

the user.  

The default values 1[Pa], 3[-] and 10−8[-] are used 

for  𝑃𝑠, β and ε respectively. 

The fluid drag force on the particles is given in 

Equation (7). In many models, the drag function (Wen, 

1966) is dependent on the fluid conditions, the drag 

coefficient (𝐶𝐷), and the Reynolds number (𝑅𝑒). 𝑅𝑒 is 

shown in Equation (8). 

In many models, the drag function 𝐷 is related to 

the to the drag coefficient, as shown in Equation(9). 

𝐹𝑝 = 𝑚𝑝𝐷(𝑢𝑔 − 𝑢𝑝) (7) 
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𝑅𝑒 =
2𝜌𝑔𝑟𝑝|𝑢𝑔 − 𝑢𝑝|

𝜇𝑔
 

(8) 

 

𝐷 =
3

8
𝐶𝑑
𝜌𝑔|𝑢𝑔 − 𝑢𝑝|

𝜌𝑝𝑟𝑝
 (9) 

The Wen-Yu model given in Equation (10) is 

suitable for dilute systems, and the Ergun model (Ergun, 

1952, Beetstra et al., 2007) given in Equation (12) is 

suitable at higher packing fractions (Gidaspow, 1993). 

The Wen-Yu/Ergun drag function (Wen, 1966, Patel et 

al., 1993) combines the Wen-Yu function and the Ergun 

function, hence can be used for dilute as well as dense 

systems. The Wen-Yu and Ergun drag function is 

calculated by Equation (13). 

The Wen-Yu model is based on single particle drag 

models and a dependence on the fluid volume fraction 

𝜃𝑔to account for the particle packing. In the Wen-Yu 

model, the drag function is calculated by equation (9), 

and the drag coefficient is a function of the Reynolds 

number. The model constants are: 𝑐0 =  1.0, 𝑐1 =  0.15, 

𝑐2 =  0.44, 𝑛0 = −2.65 and 𝑛1 =  0.687. 

𝐶𝑑 =

{
 
 

 
 
24

𝑅𝑒
𝜃𝑔
𝑛0                    𝑅𝑒 < 0.5 

.
(𝐶𝑑)1          0.5 ≤ 𝑅𝑒 ≤ 1000

.
𝑐2𝜃𝑔

𝑛0                       𝑅𝑒 > 1000 

 (10) 

(𝐶𝑑)1 =
24

𝑅𝑒
𝜃𝑔
𝑛0(𝑐0 + 𝑐1𝑅𝑒

𝑛1) 
(11) 

The Ergun drag model, developed from dense bed 

data, is given by Equation (12). The model constants 

are: 𝑘0 = 2  and 𝑘1 =  180. 

𝐷 = 0.5(
𝑘1𝜃𝑝

𝜃𝑔𝑅𝑒
+ 𝑘0)

𝜌𝑔|𝑢𝑔 − 𝑢𝑝|

𝜌𝑝𝑟𝑝
 (12) 

Pitault et al. (Pitault et al., 1994) recommended 

values of 1.75 and 150 for 𝑘0 and 𝑘1, respectively, but 

in Barracuda the default values are set to 2 and 180.  

𝐷 =

{
 
 

 
 
𝐷1                                       𝜃𝑝 < 0.75𝜃𝐶𝑃

.
𝐷3                   0.75𝜃𝐶𝑃 ≥ 𝜃𝑝 ≥ 0.85𝜃𝐶𝑃

.
𝐷2                                         𝜃𝑝 > 0.85𝜃𝐶𝑃

.

 (13) 

𝐷3 = (𝐷2 − 𝐷1) (
𝜃𝑝 − 0.75𝜃𝐶𝑃

0.85𝜃𝐶𝑃 − 0.75𝜃𝐶𝑃
) (14) 

Here, 𝐷1 is the Wen-Yu drag function defined in 

equation (9) and (10), and 𝐷2 is the Ergun drag function 

defined in equation (12). 

3 Computational mesh and input 

values for the simulation 

The cold-flow lab rig-system used to collect data is 

shown in Figure 1. A three-dimensional cartesian 

coordinate system was used to describe the vertical 

cylindrical bed with a diameter of 84 mm and a height 

of 1.2 m which is 0.3 m shorter than the actual height in 

order to reduce the computation time. The 

computational grid is shown in Figure 2 (a). The mesh 

size was 6.4×6.4×6.4 mm³ and the number of control 

volumes was around 25 000.  

The initial bed height of zirconia solid particles was 

17cm. Properties of the zirconia particles are 

summarized in Table 1.  

In the present study, the close pack volume fraction 

is used as 0.6. Atmospheric air at room temperature was 

used as the fluidization medium.  

The simulation was run for 30 seconds for each air 

flow rate and increased to the next level. This is also the 

operational procedure followed in the study of Chladek 

et al. (Chladek et al., 2017). The total pressure was 

monitored at positions 2.5 and 12.5 cm above the 

distributor plate, i.e. at the same positions as in the 

experiments, as shown in Figure 2 (b). Transient data 

were recorded for each 0.1 s.  

 

Figure 1: Fluidized bed experimental rig: 1 – compressor, 

2 – ball valve, 3 – pressure regulator, 4 – mass flow 

controller, 5 – air distribution plate, 6 – fluidized bed 

column, 7 – DAQ and LabVIEW, 8 – video camera. 
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Figure 2: (a) Cylindrical mesh used in the simulations (b) 

Transient data points for monitoring the total pressure 

The properties of the zirconia particles and the steel 

particles are summarized in Table 1. 

Table 1: Properties of the zirconia particles 

Property Unit Value 

Skeletal density  kg/m3 3830 

Bulk density  kg/m3 2270 
Particle size range  µm 45-100 

D50  µm 70 
Porosity  - 0 

Sphericity* - 0.95 
* The sphericity was estimated from optical micrographs of the 

particles. 
The combined Wen-Yu/Ergun drag model was used 

in the present study. The coefficient 𝑘1 was set to 

different values, and the simulation results were 

compared with experimental values. The following 𝑘1 

values were tried: 180 (default value), 70, 50, 47 and 35.  

The average pressure-drop over the particle bed (see 

Figure 3) in the last 5 seconds of each constant air flow 

supply period was calculated, assuming that a pseudo 

steady state was reached after 15 to 25 seconds.  

4 Results and discussion 

4.1 Adjustment of Wen-Yu/Ergun drag 

model 

As explained above, the combined Wen-Yu/Ergun drag 

model gives a wide range of accuracy by being able to 

capture the behavior of both dense and dilute particle 

systems. Predictions of pressure drop as a function of 

superficial air velocity at different 𝑘1 values are 

presented in Figure 3. 

According to the Figure 3, the predictions deviate 

strongly from the measured values when the default 𝑘1 

value (180) is used. The reason could be that this model 

was validated with Geldart B particles, and the original 

model value (150) is not far from the default value (180) 

used in Barracuda.  
Lowering the coefficient value to 70 or 50 gives more 

accurate predictions but the predicted stabilized 

pressure after minimum fluidization velocity are too 

high. This value is directly connected to the static 

pressure head of the particle bed or the weight of the 

particle bed, and it is important that the model can 

predict this value correctly. A further lowering of 

coefficient value to 35 gives a too low static pressure 

head. However, for an intermediate 𝑘1 value of 47, both 

the pressure and minimum fluidization are predicted 

quite well. The experimental value and the CFD 

predictions of the minimum fluidization velocity are 

then 0.015 and 0.016 m/s, respectively. This shows that 

correct prediction of the fluidization behavior of Geldart 

A particles is possible by a drag model adjustment. The 

potential drawback is that the adjusted model may be 

valid only for the studied air flow rates. Further studies 

are needed to investigate a wider range of air flow as the 

further increased of the airflow will increases the 

pressure drop and bed will convert from dense to dilute 

phase.  

 

Figure 3: Change of the pressure drop in the bed with 

increased superficial air flow rate 

Lowering the coefficient value to 70 or 50 gives more 

accurate predictions but the predicted stabilized 

pressure after minimum fluidization velocity are too 

high. This value is directly connected to the static 

pressure head of the particle bed or the weight of the 

particle bed, and it is important that the model can 

predict this value correctly. A further lowering of 

coefficient value to 35 gives a too low static pressure 

head. However, for an intermediate 𝑘1 value of 47, both 

the pressure and minimum fluidization are predicted 

quite well. The experimental value and the CFD 
predictions of the minimum fluidization velocity are 

then 0.015 and 0.016 m/s, respectively.  
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Figure 4: Simulation result snapshots of the lower part of the FB at different superficial air velocities

This shows that correct prediction of the fluidization 

behavior of Geldart A particles is possible by a drag 

model adjustment. The potential drawback is that the 

adjusted model may be valid only for the studied air 

flow rates. Further studies are needed to investigate a 

wider range of air flow as the further increased of the 

airflow will increases the pressure drop and bed will 

convert from dense to dilute phase. 

Figure 4, illustrates the change of solids volume 

fraction in the bed with the increased air flow rates. At 

the minimum fluidization velocity (𝑢𝑚𝑓) the weight of 

the particle bed is balanced by the drag force on the 

particles and then the gas starts to fluidize the particles. 

This phenomenon is clearly illustrated in the simulation 

by the change in color and ̴ 4%bed expansion with 

around ̴ 4% void fraction increase. 

Equation (15) (Rhodes, 2008) explains the 

connection of the fixed bed pressure drop with the liner 

coefficient (𝑘1) of the Ergun drag model. Here 𝑥𝑠𝑣 is 

the surface volume diameter (diameter of a sphere 

having the same volume as the particle). 

(−∆𝑝)

𝐻
= [𝑘1

𝜇

𝑥𝑠𝑣2
(1 − 𝜃𝑔)

2

𝜃𝑔
] |𝑢𝑔 − 𝑢𝑝|

+ [𝑘0
𝜌𝑔

𝑥𝑠𝑣

(1 − 𝜃𝑔)

𝜃𝑔
] |𝑢𝑔

− 𝑢𝑝|
2
 

 

(15) 

Equation (15) is only valid for the fixed bed stage 

before the fluidization but it is clearly indicated liner 

effect of the coefficient 𝑘1 on the pressure drop as 

represented in Figure 3 with different 𝑘1 values. As 

explained by Rhodes (Rhodes, 2008), after the 

minimum fluidization stage the pressure drop is 

independent from the relative gas velocity (𝑢𝑔 − 𝑢𝑝). 

Assuming that in the fluidized bed the entire apparent 

weight of the particles is supported by the gas flow, 

then the pressure drop is given by Equation (16) 

(Rhodes, 2008). According to the equation, the 

pressure drop is independent of the coefficient 𝑘1. 

(−∆𝑝)

𝐻
= (1 − 𝜃𝑔)(𝜌𝑝 − 𝜌𝑔)𝑔 (16) 

As explained in the introduction, the role of the drag 

model is one of the key factors when modelling the 

fluidization behavior of a dense gas-solids bed, but also 

other parameters may be important, for example 

particle-to-wall and particle-to-particle interactions. The 

model constants related to those phenomena were kept 

at their default values in this work.  

4.2 CFD predictions with BAM 

O’Rourke and Snider (O'Rourke and Snider, 2014) 

developed a new acceleration model called the blended 

acceleration model (BAM) and it is claimed to give 

improved predictions of the fluidization behavior of 

non-uniform (polydisperse) particle collections, i.e. 

particles of differing sizes or densities. BAM was 

implemented in Barracuda recently. 

A separate simulation was done by using BAM with 

the Wen-Yu/Ergun drag model (with 𝑘1 = 47). Figure 

5 shows the results compared with those from applying 

the Wen-Yu/Ergun drag model (with 𝑘1 = 47) without 

BAM (shown in Figure 4) as well as with the 

experimental results. The bed pressure-drop predictions 

at superficial air velocities below the minimum 

fluidization velocity match the experimental 

observations when BAM is enabled, but the predictions 

of the stabilized pressure are higher than the 

experimental values. However, the simulated minimum 

fluidization velocity is the same both with and without 

BAM. 

With BAM included, the individual particle 

accelerations are a blend between the particle 

acceleration of the original MP-PIC method appropriate 

for rapid granular flows and an average particle 
acceleration that applies to closely packed granular 

flows. As a result, particles at or near close-pack tend to 

DOI: 10.3384/ecp1713876 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

80



move together with velocities close to the averaged 

velocity due to enduring particle-particle contacts. In 

dilute regions, particles tend to move independently of 

each other due to less contacts with the surrounding 

particles (O'Rourke and Snider, 2014). The solids 

volume fraction of a just fluidized bed is still close to 

that of the close-pack bed and the particles therefore 

tend to move together when BAM is enabled. 

 

Figure 5: Change of the pressure drop in the bed with 

increased superficial air flow rate with and without BAM  

One of the reasons could be that in the real system, 

air finds open passages to escape and this leads to a 

lower stabilized fixed bed pressure drop after the 

minimum fluidization conditions have been reached. 

Further investigations of BAM at minimum fluidization 

conditions of Geldart B and D particles will be useful to 

come to a better conclusion.  

5 Conclusion 

By reducing the coefficient 𝑘1 in the Ergun drag model 

and the combined Wen-Yu/Ergun model from a value of 

180 to 47, the CFD predictions of minimum fluidization 

velocity and pressure drop fit quite well with 

experimentally measured values for zirconia (Geldart 

A) particles. For minimum fluidization velocity, the 

values were 0.015 and 0.016 m/s, respectively. This 

means that it is possible to give a quite good prediction 

of the fluidization behavior of Geldart A particles by 

doing a drag model adjustment. 

Barracuda simulations were done with the so-called 

blended acceleration model (BAM) at 𝑘1 = 47. The 

predications for the fixed bed pressure drop fit well with 

experimental observations, but the pressure drop after 

fluidization was somewhat over predicted. One of the 

reasons could be that in the real system, the air finds 

open escape passages, and this leads to a lower 

stabilized fixed bed pressure drop after the minimum 

fluidization velocity has been reached.  

Further investigations of BAM at minimum 

fluidization conditions for Geldart B and D particles 

may be useful to come to a better conclusion. 
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Abstract 
The calcium carbonate decomposition into calcium 

oxide and carbon dioxide is a key process step in a 

cement kiln. The reaction requires thermal energy input, 

and pulverized coal is the fuel typically used for this 

purpose in the cement industry. Coal can in many cases 

be replaced by different types of alternative fuels, but 

this may impact process conditions, emissions or 

product quality. In this study, CFD simulations were 

carried out to investigate the possibility to replace 50 % 

of the coal by refuse derived fuel (RDF). The spatial 

distribution of gas and particle temperatures and 

concentrations were calculated, and the simulations 

indicated that replacement of coal by RDF resulted in a 

reduction of fuel burnout, lower gas temperatures and a 

lower degree of calcination.  

Keywords: precalciner, calcination, refuse derived fuel, 

computational fluid dynamics 

1 Introduction 

Cement is a key building material in construction 

industries and its demand is continually going up due to 

population growth and development. The energy 

required in cement production is supplied by electricity 

and thermal energy. In the manufacturing process, 

thermal energy is used mainly during the burning 

process.  

The typical manufacturing process, which is 

schematically represented in Figure 1, starts with 

mining of limestone (high in calcium carbonate, CaCO3) 

and is followed by crushing, adding of additives such as 

clay, sand and iron to get the required chemical 

composition and grinding of this mixture. The 

intermediate product is called 'raw meal'. After 

homogenization, the raw meal becomes suitable for 

burning in the kiln system. The kiln feed is preheated, 

calcined, sintered and cooled in the kiln system, 

resulting in a dark grey nodular material called clinker.  

The clinker is mixed with some gypsum and other 

additives and ground to the final product cement. 

A precalciner kiln system is the basis for this study. 

It normally consists of a preheater, a precalciner (also 

known as a calciner), a rotary kiln and a cooler. The kiln 

feed (i.e. the raw meal) is heated in the preheater and 

then sent to the precalciner where typically 85-95% of 

the calcination takes place. Calcination is the process of 

calcium carbonate decomposition into calcium oxide 

(CaO) and carbon dioxide (CO2), typically occurring at 

a temperature around 850-900°C. As the calcination is 

an endothermic reaction (~1.7 MJ/kgCaCO3), fuel is 

combusted in the calciner. In the rotary kiln, the 

remaining calcination is completed and clinker is 

formed. 

Numerical modelling is a widely used tool for 

analysis and optimization of industrial process because 

it reduces time consumption and costs of doing full-

scale tests. Computational fluid dynamics (CFD) 

modelling can be used to make numerical 3D 

simulations of different processes, for example the 

decarbonation and combustion in the cement kiln 

precalciner. 

 

Results from modelling of cement kiln systems have 

been reported in some articles. When coal was co-

combusted with meat and bone meal (MBM), the impact 

of fuel particle size and feeding positions in a rotary kiln 

was investigated  (Ariyaratne et al., 2015) using a CFD 

simulation. This study revealed that although same 

thermal energy was supplied, when introducing MBM 

the kiln inlet temperature was reduced due to combined 

effect of moisture content, ash content and air demand. 

(Mikulčić et al., 2014) conducted a numerical study of 

co-firing pulverized coal and biomass inside a cement 

calciner and found that when coal was replaced with 

biomass, the fuel burnout and the CaCO3 decomposition 

 
Figure 1. Principal drawing of the cement 

manufacturing process (Tokheim, 1999) 
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was reduced. Another numerical modeling study reports 

a CFD simulation of a calciner with two different case 

studies of 100% coal and 100% pet coke (Fidaros et al., 

2007). The use of CFD to predict the precalciner process 

behavior was proven by  (Kurniawan, 2004).  

Energy-wise and product efficiency-wise the 

precalciner plays CFD can be used to predict the 

precalciner process behavior was an important role in a 

cement kiln system as it completes around 85 % of the 

calcination. CFD is a well-proven method to investigate 

flow, heat transfer and mass transfer phenomena in 

process equipment units. The aim of this study was to 

get detailed information about temperatures, calcination 

degree and fuel burnout in the precalciner system of a 

Norwegian cement plant with an annual clinker 

production capacity of about 1 Mt. The commercial 

software ANSYS Fluent was used to conduct the study.  

2 Theory 

The gas phase was modelled using the Euler approach, 

and to model the flow of the solid particles, the 

Lagrange method was used. For the gas phase, the 

equations for conservation of mass, momentum and 

energy (equations 1-4) are used. 
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Here, 
� is the mass added to the continuous phase  

from particles due to fuel devolatilisation, char 

combustion and raw meal calcination, and 
/ is the 

added energy to the continuous phase due to chemical 

reactions. To model the turbulence, the two equation 

% � 0 turbulence model was used. Particle trajectories 

were defined by equation 5. 
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Here, �4 is the drag force on the particle, which for 

spherical particles can be calculated by equation 6. 
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Figure 2 shows how a CFD modelling is sequenced 

for combustion of a solid fuel particle. First the fuel 

particle is heated whereby moisture evaporates. When 

the particle reaches the boiling point of water, all free 

moisture evaporates. After that the volatile part of the 

fuel particle is devolatilized, and finally the char 

fraction, which is very rich in carbon, reacts with O2 and 

produces CO and CO2. (In the present study, it was 

assumed that only CO2 is produced in this reaction.) 

When the fuel particle is 100% burnt, i.e. when all the 

carbon has been oxidized, only ash is left.  

A single rate devolatilisation model was used for both 

coal and refuse derived fuel (RDF). Char combustion 

was modelled with the kinetic/diffusion limited method. 

Devolatilisation was modeled by the single rate 

devolatilisation model given in equation 7  and 8. The 

rate constants for coal and RDF were taken from 

(Badzioch and Hawksley, 1970) and (Wang et al., 

2014), respectively. 
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Char combustion was modeled the by 

kinetic/diffusion surface rate model. The rate constant 

for coal was used as in (Baum and Street, 1971) and 

(Field, 1969). The rate constant for RDF was taken from 

(Wang et al., 2014). 
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Particle heat transfer during the initial heating and 

after the devolatization  and char combustion is given by 

equation 13. 
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The particle heat transfer during devolatization is 

given by equation 14. 

Figure 2. CFD Modelling steps of combustion of a 

solid fuel particle (M=moisture, C=char, V=volatile 

compounds, A= ash) 
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The particle heat balance during the char combustion 

is given by equation 15.  
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The P-1 radiation model was used to implement the 

radiation heat transfer for the gas phase and the particle 

phase. The gas phase reaction was modelled using a 

finite-rate/eddy-dissipation model. In this study, it was 

considered that the volatile fraction of coal and RDF 

reacts with O2 and produces CO and H2O. Then CO 

reacts with O2 and produce CO2. The required kinetic 

and eddy-dissipation model data were obtained from 

(Kurniawan, 2004).  

Char was assumed to be 100% carbon (C), which 

reacts with O2 and produces CO2. It was assumed that 

raw meal is pure CaCO3. The CaCO3 decomposition 

kinetics were according to (Borgwardt, 1985). 
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3 Simulation setup 

Figure 3 shows a 3-D model of the precalciner unit 

currently in operation at Norcem cement plant in Brevik. 

Figure 4 shows its front view. 

  

It has two tangential inlets to introduce raw meal and 

tertiary air. Quarternary air is introduced at the top of the 

calciner via a separate inlet, and there is also a separate 

inlet at the top for fuel (coal) supplied with conveying 

air. Moreover, there is a separate cooling air inlet. 

The ANSYS Fluent CFD software was used to 

model the unit. The computational domain has 489,766 

elements and is a combination of hexahedral, tetrahedral 

and prism elements.  

 

Table 1. Approximate analysis of coal and RDF 

Content Coal 

(Ariyaratne, 

2014) 

RDF 

(Tokheim, 

1999) 

Moisture (%) 1 8.3 

Volatiles (%) 23 71.1 

Char (%) 62.4 10.3 

Ash (%) 13.6 10.3 

 

Table 2. Ultimate analysis of coal and RDF 

Element (dry 

and ash-free 

basis) 

Coal 

(Ariyaratne, 

2009) 

RDF 

(Tokheim, 

1999) 

C (%) 85.3 54.3 

H (%) 4.6 8.1 

O (%) 6.5 35.8 

N (%) 2.0 1.2 

S (%) 1.6 0.6 

 

The approximate and ultimate analyses of coal and RDF 

are shown in Table 1 and Table 2, respectively, and 

these values were used as input values in Fluent. The 

Mean particle size values of 53, 2500 and 60 µm were 

used for coal, RDF and raw meal respectively. 

Two cases were defined. In Case 1, which can be 

taken as the reference case for comparison purposes, 

coal was used as the only fuel. In Case 2, a mixture of 

50 % coal and 50 % RDF was used. In both cases the 

same fuel energy was supplied. The boundary 

conditions and process conditions for the test cases are 

given in the Table 3. A slightly higher tertiary air flow 

rate was used in Case 2 in order to operate with the same 

excess air value in both cases.  

Figure 3. 3-D view of precalciner at 

Norcem cement plant 
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Table 3. Definition of cases 

 
Parameter Case 1 Case 2 

Fuel Energy (MW) 79.5 79.5 

Tertiary air (t/h) 94.5 93.0 

Quarternary air (t/h) 17.1 17.1 

Raw meal mass flow rate (t/h) 184.3 184.3 

Coal mass flow rate (t/h) 10.1 5.1 

RDF mass flow rate (t/h) - 7.8 

 

The composition of tertiary and quarternary air were 

taken as 21 % O2 and 79 % N2. The kiln gas composition 

was taken as 74.4 % N2, 7.6 % O2, 5.0 % H2O and 

13.0 % CO2. The tertiary air, quarternary air and raw 

meal inlet temperatures were all set to 800 ⁰C, which are 

quite typical values for the given kiln system. The kiln 

gas inlet temperature was taken as 1050 ⁰C. 

As the convergence criteria, all variables were kept 

below the residual value of 10-4. The SIMPLE algorithm 

was used to to solve the Navier-Stokes equations. The 

PRESTO! scheme was used for pressure discretization, 

and first order discretization schemes were used for 

momentum, turbulent dissipation and  turbulent kinetic 

energy. All other parameters were discretized with 

second order schemes. 

During the simulation, the progress of the gas phase 

temperature and species mole fractions were monitored 

at the outlet. When they approached steady state, the 

simulation was considered as converged. 

 

Results and discussion 
 

Eight planes were created along the precalciner, as 

shown in Figure 5, to extract data of the gas phase and 

the particle phase. Gas phase data were calculated as 

area-weighted averages for each plane.  

Figure 6 (a) and (b) shows the variation of 

temperature and gas phase composition along the 

precalciner path length. The connection between path 

length and plane position is seen in Figure 5. In both 

cases, the oxygen mole fraction is reduced along the 

path length due to combustion. Carbon dioxide and 

water are generated proportionally due to combustion. 

In both cases, the CO2 generated by the calcination 

reaction also increases, and the temperature resulting 

from fuel combustion is used to heat and calcine the raw 

meal. This can also be seen in Figure 7. At the end of 

the path length, the gas, fuel and meal temperatures are 

quite close, ranging from about 860 to 900 °C, which is 

typically what is experienced in the real process. 

There is an increase in gas temperature over the the 

initial path length (the first 20 m). However, as the 

calcination process escalates, the temperature is 

gradually reduced due to heat transfer from the gas to 

the meal.  

  

Figure 4. Front view of the precalciner 

(dimensions are in meters) 

Figure 5. Particle path along the precalciner 
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Figure 8 shows the calcination degree and fuel burnout 

for both cases. Although the same energy was supplied 

in Case 1 and Case 2, the calcination degree is lower in 

the latter case. There are two reasons for this. The main 

reason is the high moisture content of RDF (see Figure 

6), which reduces the particle temperature and gives a 

lower burnout of this fuel (see Figure 8).  

 

Hence, less energy is released to support the 

decarbonation. This happens because in the initial stage, 

energy is spent on evaporating the moisture. A 

consequence of this is that RDF char burning takes place 

later, i.e. more downstream along the path length. In 

addition, since the RDF particles are bigger, it takes 

more time to reach complete combustion. 

Conclusion  

In this study CFD tool has been applied to get detailed 

information about temperatures, calcination degree and 

fuel burnout in a precalciner system. Even if the fuel 

energy supply is not changed, replacing part of the coal 

with RDF reduces the calcination degree in the process, 

which can be seen as quality reduction in precalcined 

meal. The reason for the reduced calcination degree is 

the poorer burnout of the RDF particles caused by 

higher moisture content and larger particles. The 

method applied in this study can be used to evaluate the 

calcination process under different process conditions 

and to optimize the process when coal is replaced by 

other alternative fuels with different characteristics.  
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Nomenclature 
 

� Gas density (kgm-3) 

	
 Gas velocity vector (ms-1) 


� Mass source (kgm-3s-1) 

� Static pressure (Nm-2) 

�̿ Stress tenser  (Nm-2)  

�
 Acceleration of gravity (ms-2) 

�
 External body force (N) 

� Molecular viscosity (kgm-1s-1) 

� Unit tensor 

" Total energy (m2s-2) 

%&'' Effective conductivity (Wm-1K-1) 

( Gas temperature (K) 

*+ The enthalpy formation of species j  

(Jkg-1) 

,
+ Diffusion flux of species j (kgm-2s-1) 

�&''------ Viscous dissipation term 


/ Source of energy (kgm-1s-3) 

5�
6 Particle velocity vector (ms-1) 

�4 Drag force on particle (s-1) 

�6 Particle density (kgm-3) 

h6 Particle diameter (m) 

K4 Drag coefficient 

QH Particle Reynold number 

A6 Particle mass (kg) 

% Devolatilisation reaction rates constant  

C�,E Initial volatile fraction in fuel particle (%) 

CF,E Initial moisture fraction in particle (%) 

A6,E Particle initial weight (kg) 
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Figure 8. Calcination degree and fuel burnout for Case 1 and Case 2 
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G9 Pre exponential factor for	% 

"9 Activation energy for % (Jkmol-1) 

G6 Surface area of particle (m-2) 

(U Local temperature of continuous phase 

(K) 

�ER Partial pressure of oxidant (Nm-2) 

JE Diffusion rate coefficient (m-1) 

Q Universal gas constant (Jkmol-1K-1) 

T6 Heat capacity of particle (Jkg-1K-1) 

* Convection heat transfer coefficient 

(Wm-2K-1) 

*'7 Latent heat of devolatilisation (Jkg-1) 

06 Particle emissivity 

V Stefan-Boltzmann constant (5.67 x 10-8 

Wm-2K-4) 

W? Radiation temperature (K) 

C/ Particle absorb energy fraction from char 

combustion 

XY&Z Heat release by the  char combustion 

(Jkg-1) 
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Abstract
The modeling and simulation of free surface flows are
complex and challenging. Especially, the open channel
hydraulics are often modeled by the well–known and ef-
ficient Saint–Venant equations. The possibility of effi-
ciently reducing these partial differential equations into
ordinary differential equations with the use of orthogonal
collocation method is studied with the goal of application
in estimations. The collocation method showed the flexi-
bility of choosing the boundary conditions with respect to
the flow behavior. The results were comparable enough to
the selected finite volume method. Further, a significant
reduction in computational time in the collocation method
is observed. Therefore, the collocation method shows a
good possibility of using it for the real–time estimation of
flow rate in an open channel.
Keywords: orthogonal collocation, open channel, pris-
matic, flow estimation, dynamic modeling

1 Introduction
The real–time estimation of flow rates in fluid flows with
the use of mathematical models is a widely known practice
in the industry, especially in oil drilling processes, hydro
power industry and in agricultural industries. The sim-
plicity and the robustness of the mathematical model are
influential in estimation. However, the modeling and sim-
ulation of free surface flows are complex and challenging.
Especially, the open channel hydraulics are often mod-
eled by the well known and efficient shallow water equa-
tions, which are also known as the Saint–Venant Equa-
tions (SVEs). These are a set of nonlinear, hyperbolic
Partial Differential Equations (PDEs). These equations
are widely used throughout the history, yet the discretiza-
tion remains tricky which makes it difficult to solve.

Although the classical methods such as finite difference
and finite volume methods are of high precision, it needs
numerous spatial discretization points to obtain a realistic
solution and consumes a considerable amount of compu-
tational time. Hence, these numerical solvers could create
complications in applications of online state and param-
eter estimation. On the contrary, the collocation method,
which is a special case of the weighted residual method,
could lead to simple solutions with less computational

time. This method is commonly used in computational
physics for solving PDEs and in chemical engineering for
model reduction.

Therefore, the main aim of this work is to study the
possibility of reducing the PDEs into Ordinary Differen-
tial Equations (ODEs) efficiently, with a future goal of an
application in estimations. This paper describes the nu-
merical approach which is taken to solve the 1-D shallow
water equations in the reduced ODE form. Further, it in-
cludes the verification of the used numerical approach in
comparison to the other well–known and accurate numer-
ical schemes for selected case studies.

In this paper, the orthogonal collocation method is used
for converting the PDEs into ODEs, and then the ODEs
are solved using the Runge–Kutta fourth order numerical
scheme (for the discretization in the time domain). The
Lagrange interpolating polynomials are used for the ap-
proximation of the shallow water equations and the shifted
Legendre polynomials are used for the selection of col-
location points. For the case study, a prismatic channel
with a trapezoidal cross–section along the length is se-
lected as the open channel. Different numbers of colloca-
tion points were tested and the results are compared with
the numerical simulation results obtained from a classi-
cal finite volume method. The finite volume method used
in this study is a semi-discrete, second order and a cen-
tral upwind scheme developed by Kurganov and Petrova
(Kurganov and Petrova, 2007) for the spatial discretiza-
tion and the Runge–Kutta fourth order numerical scheme
for the temporal discretization.

2 Mathematical Model
There are a large number of versions of the SVEs, based
on the physical natures those are assumed upon (Chalfen
and Niemiec, 1986; Chaudhry, 2008). The SVEs are a
set of hyperbolic, non–linear PDEs, and the used version
of the SVEs in this study are derived with the assump-
tions listed below (Chaudhry, 2008; Litrico and Fromion,
2009).

• The pressure distribution is hydrostatic.

• The velocity of the flow is uniform over the cross
section of the channel.
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• The channel is prismatic i.e. the cross sectional area
perpendicular to the flow and the channel bed slope
do not change with the direction of the flow.

• The channel bed slope is small i.e. the cosine of the
angle it makes with the horizontal axis may be re-
placed by unity.

• The head losses in unsteady flow (due to the effect of
boundary friction and turbulence) can be calculated
through resistance laws analogous to those used for
steady flow.

• No lateral inflow rates are considered.

The Equations for a 1D, unsteady, prismatic, open channel
system, can be expressed as,

∂A
∂ t

+
∂Q
∂x

= 0, (1)

∂Q
∂ t

+
∂ (Q2/A)

∂x
+Ag

(
∂ z
∂x

+S f −Sb

)
= 0, (2)

where A(x,h, t) is the wetted cross sectional area normal
to the flow, h(x, t) is the depth of flow, Q(x, t) is the vol-
umetric flow rate, S f (Q,x,h) is the friction slope, z is the
absolute fluid level, which changes with the geometry of
the channel, g is the gravitational acceleration, t is the time
and x is the distance along the flow direction (Chow, 1959;
Chaudhry, 2008). The channel bed slope Sb(x) is calcu-
lated by − ∂ z

∂x , which is considered positive when sloping
downwards. The friction slope S f is calculated from the
Gauckler–Manning–Strickler formulae as shown in Equa-
tion 3 (Chow, 1959),

S f =
Q |Q|n2

M

A2R
4
3

, (3)

where nM is the Manning friction coefficient
(

1
ks

)
and R

is the hydraulic radius given by A
P . Here, ks is the Strick-

ler friction coefficient and P is the wetted perimeter. The
analytical solution for these equations exists only for the
simplified cases (Chalfen and Niemiec, 1986; Chung and
Kang, 2004; Bulatov, 2014), therefore, these are gener-
ally solved by numerical methods. Two different numer-
ical methods are considered in this study, the orthogonal
collocation method and the Kurganov and Petrova (KP)
Scheme, which are described in the following sections 2.1
and 2.2.

2.1 The Orthogonal Collocation Method
The states A and Q in the SVEs can be approximated by
the general polynomial interpolation, using the Lagrange
interpolating polynomial (Isaacson and Keller, 1966). The
Lagrange interpolating polynomial of nth order for a gen-
eral function f (x), at n+1 data points, is given by (Szegö,
1939),

fn(x) =
n

∑
i=0

Li(x) f (xi), (4)

where,

Li(x) =
n

∏
j=0
j 6=i

x− x j

xi− x j
. (5)

Here, Li(x) is a weighting function, which is considered
as the basis function for the Lagrange function. Now, the
approximated states can be defined as Aa and Qa, where,

Aa(x, t) =
n

∑
i=0

Li(x)Ai(t), and (6)

Qa(x, t) =
n

∑
i=0

Li(x)Qi(t). (7)

Using these approximations in the SVEs, the Equations 1
and 2 can be re–written as follows,

∂Aa

∂ t
+

∂Qa

∂x
= R1, (8)

∂Qa

∂ t
+

∂ (Q2
a/Aa)

∂x
+Aag

(
∂ z
∂x

+S f −Sb

)
= R2, (9)

where R1(x, Ā, Q̄) and R2(x, Ā, Q̄) are the residuals and Ā
and Q̄ are the vectors of the coordinates of Aa and Qa,
respectively.

The spatial length x is divided into n− 1 inequidistant
spaces for n nodes, which are named as the collocation
points. Two of these collocation points will be placed at
the boundaries. When the residuals are closer to zero, the
unknowns (Ā and Q̄) can be computed for each collocation
point xc

i .

R1(xc
i , Ā, Q̄)≈0, i = 1,2, ...,n (10)

R2(xc
i , Ā, Q̄)≈0, i = 1,2, ...,n (11)

The corresponding collocation points xc
i , can be found by

choosing the points carefully. When the points are at the
roots of any orthogonal polynomial such as the Legen-
dre or Chebyshev polynomial, the approximation error can
be minimized (Isaacson and Keller, 1966; Quarteroni and
Valli, 2008). The Legendre polynomials are selected in
this study. As the number of points are increased, these
collocation points cluster towards the two endpoints of
the selected total length. This prevents the formation of
Runge’s phenomenon, which occurs when the nodes are
equispaced.

When the residuals are closer to zero, the Equations 8
and 9 can be re–written as follows,

∂Aa

∂ t
+

∂Qa

∂x
≈0, (12)

∂Qa

∂ t
+

∂ (Q2
a/Aa)

∂x
+Aag

(
∂ z
∂x

+S f −Sb

)
≈0. (13)

Further, the Equation 13 can be simplified as,

∂Qa

∂ t
+

2Qa

Aa

∂Qa

∂x
− Q2

a

A2
a

∂Aa

∂x

+Aag
(

∂ z
∂x

+S f −Sb

)
≈ 0. (14)
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From the Equations 6 and 7, the derivatives are expressed
as,

∂Aa

∂x
=

n

∑
i=0

L
′
i jAi, and (15)

∂Qa

∂x
=

n

∑
i=0

L
′
i jQi, (16)

where

L
′
i j(xi) =

∂Li(x)
∂x

. (17)

The substitution of this expression in the Equations 12 and
14 will give two ODEs.

dAa

dt
+

n

∑
i=0

L
′
i jQi ≈ 0, (18)

dQa

dt
+

2Qa

Aa

n

∑
i=0

L
′
i jQi−

Q2
a

A2
a

n

∑
i=0

L
′
i jAi+

Aag
(

dz
dx

+S f −Sb

)
≈ 0. (19)

At the selected collocation points, the approximated value
is the same as the functional value,

Aa(x = xi, t) =
n

∑
i=0

LiAi(t) = Ai(x = xi, t) and (20)

Qa(x = xi, t) =
n

∑
j=0

LiQ j(t) = Qi(x = xi, t). (21)

Therefore, the approximated Equations 18 and 19 become
as follows,

dAi

dt
+

n

∑
i=0

L
′
i jQi = 0 and (22)

dQi

dt
+

2Qi

Ai

n

∑
i=0

L
′
i jQi−

Q2
i

A2
i

n

∑
i=0

L
′
i jAi

+Aig
(

dz
dx

+S f −Sb

)
= 0. (23)

which produces a set of ODEs as shown in Equations 24
and 25.

Ȧi = −
n

∑
i=0

L
′
i jQi (24)

Q̇i = −2Qi

Ai

n

∑
i=0

L
′
i jQi +

Q2
i

A2
i

n

∑
i=0

L
′
i jAi

−Aig
(

dz
dx

+S f −Sb

)
, i = 0,1, ...,n (25)

Two more equations can be build up using the boundary
conditions, which we can choose according to the condi-
tion of the flow. For sub–critical flows, one boundary can
be chosen from the upstream and the other from the down-
stream. For super–critical flows, both the boundaries have
to be on the upstream (Georges et al., 2000).

To obtain a stable solution, the discretized time ∆t,
should satisfy the ‘current number condition’ Cr (Dul-
hoste et al., 2004),

Cr =
∆t
∆x
≤ 1
|v|+ c

, (26)

where v is the velocity and c is the celerity. The celerity

for a trapezoidal channel is defined as
√

g A
T , where T is

the top width of the free surface of the channel.

2.1.1 Selection of Collocation Points for Different
Number of Points (n)

The points are selected using the Legendre polynomials.
The Legendre functions of the first kind is selected over
the Chebyshev polynomials of the first kind, due to the less
numerical oscillations given by the Legendre functions.

The Legendre polynomials are a set of orthogonal poly-
nomials, which are the solutions to the Legendre differen-
tial equations (Whittaker and Watson, 1920). The Leg-
endre polynomials are in the range of x ∈ [−1,1] and
the shifted Legendre polynomials are analogous to the
Legendre polynomials, but are in the range of x ∈ [0,1].
Therefore, the shifted Legendre polynomials are selected
in this study, due to the easiness in converting the col-
location points over the selected channel. The shifted
Legendre polynomials of the first kind can be generated
from the Rodrgues’ formulae (Equation 27) (Whittaker
and Watson, 1920; Isaacson and Keller, 1966; Quarteroni
and Valli, 2008),

Pn(x) =
1
n!

dn

dxn

{
(x2− x)n} . (27)

2.1.2 Development of the ODEs for a Sample Set of
Collocation Points

The polynomials Pn(x) for n from 3 to 5 can be derived
from the Equation 27 as follows,

P1(x) = 2x−1, n = 3,

P2(x) = 6x2−6x+1, n = 4,

P3(x) = 20x3−30x2 +12x−1, n = 5.

(28)

Each collocation point xi, lies at the roots of these poly-
nomials along the normalized length of the channel. For a
channel with a length of l, the positions of the collocation
points can be expressed as follows,

xi ∈ [0,0.5l, l] , i = 1,2,3
xi ∈ [0,0.2113l,0.7887l, l] , i = 1,2,3,4
xi ∈ [0,0.1127l,0.5l,0.8873l, l] . i = 1,2,3,4,5

(29)

For a case of three collocation points (n = 3), the corre-
sponding Lagrange interpolating polynomial coefficients,
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L
′
, can be calculated by differentiating L(x) with respect

to x from the Equation 5,

L
′
1(x) =

d
dx

(
x− x2

x1− x2
× x− x3

x1− x3

)
=

(x− x3)+(x− x2)

(x1− x2)(x1− x3)
,

L
′
2(x) =

d
dx

(
x− x1

x2− x1
× x− x3

x2− x3

)
=

(x− x3)+(x− x1)

(x2− x1)(x2− x3)
,

L
′
3(x) =

d
dx

(
x− x1

x3− x1
× x− x2

x3− x2

)
=

(x− x2)+(x− x1)

(x3− x1)(x3− x2)
.

The coefficient matrix L
′

at each collocation point xi, can
be calculated by solving L

′
i at each point (L

′
i(x = xi)), us-

ing the position values from Equation 29. The coefficient
matrix for the case of the three collocation points is as fol-
lows,

L
′
=

L1
L2
L3

T

=
1
l

−3 4 −1
−1 0 1
1 −4 3

 .
Similarly, for n = 4,

L
′
=

1
l

−7.0005 8.1964 −2.1959 1
−2.7326 1.7328 1.73190 −0.7321
0.7321 −1.7319 −1.7328 2.7326
−1 2.1959 −8.1964 7.0005

 ,
and for n = 5,

L
′
=

1
l


−13.0001 14.7884 −2.6666 1.8783 −1
−5.3239 3.8731 2.0656 −1.2910 −0.6762

1.5 −3.2275 0 3.2275 −1.5
−0.6762 1.291 −2.0656 −3.8731 5.3239

1 −1.8783 2.6666 −14.7884 13.0001

 .

The substitution of the L
′

in Equations 24 and 25, will
give the corresponding set of ODEs. The ODEs for the
case of the three collocation points are as follows,

Ȧ1 =
1
l
(−3Q1 +4Q2−Q3), (30)

Ȧ2 =
1
l
(−Q1 +Q3), (31)

Ȧ3 =
1
l
(Q1−4Q2 +3Q3), (32)

Q̇1 = −2Q1

A1l
(−3Q1 +4Q2−Q3)+

Q2
1

A2
1l
(−3A1 +4A2−A3)

−A1g
(

dz
dx

+S f1 −Sb

)
, (33)

Q̇2 = −2Q2

A2l
(−Q1 +Q3)+

Q2
2

A2
2l
(−A1 +A3)

−A2g
(

dz
dx

+S f2 −Sb

)
, (34)

Q̇3 = −2Q3

A3l
(Q1−4Q2 +3Q3)+

Q2
3

A2
3l
(A1−4A2 +3A3)

−A3g
(

dz
dx

+S f3 −Sb

)
. (35)

One or two equations from the above set of equations, can
be replaced by the chosen boundary conditions.

2.2 The Kurganov and Petrova (KP) Scheme
The KP scheme (Kurganov and Petrova, 2007) is a well
balanced scheme which utilizes a central upwind scheme.
Further, it does not have the Reimann problem. To illus-
trate this scheme, the SVEs stated in Equations 1 and 2 are
re–written as follows,

∂U
∂ t

+
∂F
∂x

= S, (36)

where,

U =

[
A
Q

]
, (37)

F =

[
Q
Q2

A

]
, and (38)

S =

[
0

−Ag
(

∂ z
∂x +S f −Sb

)]
. (39)

The space is discretized in to a grid for a finite volume cell
of a cell size of ∆x and x j− 1

2
≤ x j ≤ x j+ 1

2
in a uniform grid.

The KP scheme for the given Equation 36, can be written
as the following set of ODEs,

dŪ j(t)
dt

=−
H j+ 1

2
(t)−H j− 1

2
(t)

∆x
+ S̄ j(t), (40)

where H j± 1
2
(t) are the central upwind numerical fluxes at

the cell interfaces (Kurganov and Petrova, 2007; Sharma,
2015; Vytvytskyi et al., 2015). More details in this scheme
is included in (Kurganov and Petrova, 2007). The time
step ∆t is restricted by the standard Courant–Friederich–
Levy (CFL) condition as follows (Kurganov and Petrova,
2007; Bollermann et al., 2013),

CFL =
∆t
∆x

max
j

∣∣∣∣a±j+ 1
2

∣∣∣∣≤ 1
2
, (41)

where a±
j± 1

2
is a one sided local speed of propagation.

2.3 The Parameters of the Open Channel
The selected open channel is a prismatic channel with a
trapezoidal cross section. The total length l of the chan-
nel is 2.95 m. The bottom width of the channel is 0.2 m,
with a zero channel bed slope Sb. The Strickler friction
coefficient, kS is taken as 42 m1/3

s .

Figure 1. Plan View and the Side Elevation of the Prismatic
Channel
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Figure 2. Comparison of the Flow Rates between the KP
method and OC Method, at the Three Collocation Points. ‘KP ’:
Results from KP, ‘C ’: Results from OC

3 Simulation, Results and Discussion
A prismatic channel is selected for the dynamic simu-
lations in MATLAB(9.0.1), with three cases of different
number of collocation points. For the collocation method,
the selected boundary conditions are the flow rate into
the channel and the wetted cross sectional area out of the
channel. For the simulations with KP, the two boundaries
are the flow rates into and out of the channel. For both
the methods, the sets of ODEs are solved by the use of
Runge Kutta fourth order numerical scheme with a fixed
step length.

3.1 Simulation Setup
The simulations for the KP method were started from a
steady state, and after 60 seconds, the volumetric flow rate
at the inlet was changed from 0.0022 to 0.0024 m3

s within
20 seconds. This increased flow rate was maintained for
about 120 seconds, and then it was reduced back to the
previous value within 20 seconds. The flow rate at the end
of the channel was kept at the same value of 0.0022 m3

s ,
throughout the simulations.

The inlet flow rate conditions of the KP method and the
outlet wetted cross section area resulted from the simula-
tions, were used as the boundary conditions for the simu-
lations of the collocation method.

3.2 Results and Discussion
Three case studies were simulated using the orthogonal
collocation (OC) method. Those results are compared
with the results from the KP method and are described in
the sections 3.2.1, 3.2.2 and 3.2.3.

3.2.1 Case 1: Three Collocation Points (n=3)

The results from the simulations of the KP scheme are
compared with the results from the method with three col-
location points. The volumetric flow rates and the heights
of the fluid level at the three points are shown in Figures 2
and 3, respectively.

Figure 3. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Three Collocation Points.
‘KP ’: Results from KP, ‘C ’: Results from OC

The flow rates obtained from the collocation method
are similar to the results from the KP method, but with a
few numerical oscillations. At the start of the simulation,
the numerical oscillations can be observed due to the
unsteady state conditions in the collocation method.
These deviations can also be clearly seen in the deviations
of the heights in Figure 3 at the beginning. During the
transient conditions, the flow rate at the middle of the
channel, which is obtained by the collocation method,
i.e. Q2 C in Figure 3 after 60 seconds, has less numerical

Figure 4. Comparison of the Flow Rates between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 5. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Four Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC
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oscillations than the same from the KP method, but the
flow rate at the end of the channel i.e. Q3 C has more
oscillations than from the KP method.

3.2.2 Case 2: Four Collocation Points (n=4)

The volumetric flow rates and the heights of the fluid level
at the selected four points, are shown in Figures 4 and 5,
respectively.

The results of the simulation from the OC method
with four collocation points are more comparable with
the results from the KP method, than the same with
the three collocation points. Although the amplitude
of the oscillations are reduced, the frequency of the
oscillations are increased than in the previous case (in
section 3.2.1). The reason could be the dual effect of the
better approximation due to the increase of the number
of collocation points, and the oscillatory behavior of
the polynomial approximation due to the increase of the
order of the polynomial. This could be observed fur-
ther by increasing the number of collocation points to five.

3.2.3 Case 3: Five Collocation Points (n=5)

The results for the five collocation points are shown in
Figures 6 and 7, respectively. The better approximation
due to the increase of the number of collocation points
has dominated over the oscillatory behavior caused by
the increase of the order of the polynomial, as shown in
Figure 6. The oscillations in OC method are the same
as from KP, except for Q5 C, which is at the end of the
channel.

3.2.4 Selection of an Orthogonal Polynomial for the
Collocation Points

A comparison between the Legendre and Chebyshev poly-
nomials of the first kind was done to justify the selection
of the Legendre polynomial. The simulations were done
for the case of five collocation points. As shown in the
zoomed areas of the Figure 8, it can be justified that the
Legendre polynomials tend to produce less oscillations
compared to the Chebyshev polynomials.

The OC method is accurate enough with four or more
collocation points, as oppose to the numerous discretiza-
tion points (100) in the KP method. Therefore, to satisfy
the CFL condition, the time step ∆t of the KP scheme has
to be small due to the small ∆x. On the contrary, to satisfy
the different Current number condition, the OC method
allows a larger time step due to the comparatively bigger
∆x. Altogether, the computational time taken for the OC
method was about 5-20 times less than the computational
time taken by the KP method. Handling the ODEs that are

Figure 6. Comparison of the Flow Rates between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 7. Comparison of the Fluid Levels between the KP
method and the OC Method, at the Five Collocation Points. ‘KP
’: Results from KP, ‘C ’: Results from OC

Figure 8. Comparison of the Legendre and Chebyshev poly-
nomials of the first kind. (dashed lines: Results from KP at
different collocation points, dotted lines: Results from the OC
using Chebyshev polynomials, solid lines: Results from OC us-
ing Legendre polynomials.

generated by the OC method is computationally simpler
than the KP method. Further, it has a considerably similar
accuracy, specially takes much less computational time,
which makes the use of OC method in the application of
online state and parameter estimation, to be promising.

4 Conclusion
The possibility of efficiently reducing the PDEs into ordi-
nary differential equations (ODEs) using orthogonal col-
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location method, is studied with the goal of application
in state and parameter estimations in real–time. The col-
location method showed the flexibility of choosing the
boundary conditions with respect to the flow behavior.
The results were comparable enough to the selected finite
volume method, which is a widely used, central–upwind
scheme. Further, a significant reduction in the computa-
tional time in the collocation method is observed. There-
fore, the collocation method shows a promising potential
of using it in the estimation of state and parameters of open
channel flows.
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Abstract 
Gasification of biomass into suitable feedstock has 

become a feasible alternative technology for reducing 

the use of energy feedstock from fossil sources. Usually, 

fluidized bed technology is used in the biomass 

gasification reactor.  

Optimization of a fluidized bed reactor needs to take 

into account the bed behavior in the presence of both 

biomass and bed material, as well as chemical 

conversion of particles and volatiles, among other 

process parameters. CFD simulation of the process is a 

valuable tool to go about the optimization. However, 

simulation result validation is limited by the accuracy of 

input parameters such as those characterizing several 

drag models given in the literature. This study is 

focusing on the drag model parameters.  

The simulation is aimed at validating some of the 

commonly used models for drag forces against the bed 

material(s) used in the fluidized bed gasification reactor. 

Drag models included in this study are those given by 

Syamlal and O’Brien, Gidaspow, and BVK. The MFiX 

CFD-software (version 2016.1) from The National 

Energy Technology Laboratory (NETL) is used. The 

Two-Fluid Model (TFM) are applied for comparison of 

the results. The key factors for validation of the drag 

models are based on the superficial gas velocity at the 

minimum fluidization condition and the degree of bed 

expansion. 

The simulation results show that the minimum 

fluidization velocity could be predicted using the 

Gidaspow and BVK drag models by adjusting the 

particle diameter used in the simulation. For the Syamlal 

& O’Brien drag model, two parameters are fitted to 

predict the minimum fluidization velocity. The bubbling 

bed behavior is not captured using the Syamlal & 

O’Brien drag model while Gidaspow and BVK drag 

models fairly captures this phenomenon. The bed 

expansion from the simulation is higher than that 

observed in the experiment, and the deviation is even 

higher with the Syamlal & O’Brien drag model.  

Keywords:     CFD, fluidized bed, drag model, TFM 

1 Introduction 

This studt is part of ongoing research project at 

Porsgrunn campus of University College of Southeast 

Norway, aiming at improving on the processes utilizing 

alternative fuels from biomaterials. 

1.1 Background 

Gasification of biomass into suitable feedstock for 

energy production has become a feasible alternative 

technology for reducing  the use of energy feedstock 

from fossil sources. Usually, fluidized bed technology is 

used in the biomass gasification reactor 

Optimization of a fluidized bed for a biomass 

gasification process needs to take into account the 

fluidization behavior of a mixture of biomass and bed 

material, as well as chemical conversion of particles and 

volatiles, among other process parameters. CFD 

simulation of the process is a valuable tool to go about 

the optimization. However, simulation result validation 

is limited by the accuracy of input parameters such as 

those characterizing several drag models given in the 

literature. Due to limited space, this study is focusing on 

the drag model parameters. 

The simulation setup is based on the physical 

dimensions used in a cold flow experiments (1.5 m high, 

8.4 cm diameter). This study supports simulation of a 

20 kW fluidized bed gasification reactor located at 

University College of Southeast Norway. 

1.2 Aims 

The simulation is aimed at validating some of the 

commonly used models for drag forces against the bed 

material used in the fluidized bed gasification reactor. 

Drag models included in this study are those given by 

Syamlal and O’Brien (Syamlal & O'Brien, 1988), 

Gidaspow (Ding & Gidaspow, 1990), and Beetstra et al. 

(BVK model) (Beetstra et al., 2007).  

2 Methods 

The bed material has been characterized, and tested in 

cold bed setup. The results are compared with CFD 

simulations using different drag models. The key factors 

for validation of the drag models are based on the 

superficial gas velocity at the minimum fluidization 

condition and the degree of bed expansion. Distribution 

of void fraction and bubbles within the bed are also 

considered. 
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2.1 Cold bed experimental setup 

The experimental setup consists of a vertical cylindrical 

column of height 1.5 m and base diameter of 0.084 m as 

shown in Figure 1. The bottom of the column is fitted 

with a porous plate. The porous plate ensures even 

distribution of air within the bed. The rig is fitted with 

ten pressure sensors, measuring the fluid pressure in the 

column up to the height of about 1.0 m. The pressure 

measurement P2 is placed 0.038 m above porous plate. 

Compressed air at ambient temperature is used as the 

fluidizing medium. Characterization of bed material and 

the experimental conditions are given in Table 1 and 

Table 2.  

  
Figure 1. Physical dimensions of the fluidized bed 

column. Positions of pressure sensors P1 to P10 are 

indicated. 

 

The experiments were conducted at increasing gas flow 

rate from 0.02 m/s to 0.40 m/s. For each volumetric 

airflow rate, the pressure data were acquired over 60 s. 

Two cases were demonstrated to compare the influence 

of gas distributor plate on the hydrodynamics of the bed. 

In one case, the porous plate is fitted while air is allowed 

into the bed across the plate. In the second case, the plate 
was removed for the same range of gas velocities. With 

1 https://mfix.netl.doe.gov/ 

porous plate removed, the bed material falls down into 

plenum, and extra bed material was added to 

compensate the dead zone below air inlet. With the 

porous plate in place, the pressure drops across the bed 

at two different positions were computed from 
∆𝑃

∆𝐿
=

(𝑃2 − 𝑃4)/𝐿 and 
∆𝑃

∆𝐿
= (𝑃4 − 𝑃6)/𝐿, where 𝐿 =

0.02 m. With no porous plate, the pressure drops were 

obtained from 
∆𝑃

∆𝐿
= (𝑃1 − 𝑃3)/𝐿 and 

∆𝑃

∆𝐿
= (𝑃3 −

𝑃5)/𝐿. 
 

Table 1. Characterization of bed material. 

Sand particles 

Sauter particle diameter 484 µm 

Sphericity 0.75 

Particle density 2650 kg/m³ 

Bulk density 1444 kg/m³ 

Calculated solids void fraction 0.545 

 

Table 2. Experimental conditions. 

Fluid Compressed air 

Fluid temperature Ambient 

Fluidizing air velocity 0.02 to 0.40 m/s 

Initial bed height h₀  0.40 m 

Outlet pressure Atmospheric 

 

2.2 CFD Simulation software 

The CFD simulations are performed using the MFiX 

CFD-software (version 2016.1) from The National 

Energy Technology Laboratory (NETL)1. The theory 

used for simulations is outlined by Syamlal et al. 

(Syamlal et al., 1993) and a brief overview of MFiX 

equations is given by Li et al. (Li et al., 2010).  

The interaction of solids and fluid has been simulated 

using the two-fluid-model (TFM), which is an Euler-

Euler fluid-particle multiphase transport model. For 

fluidized beds, the Eulerian formulation of the solid 

phase conservation equations is favorable due to the 

high solids loading occurring in such systems. The solid 

phase is treated as a continuous fluid although it actually 

consists of many individual particles. Thus, the 

tangential and normal forces are represented by a solids 

viscosity and the so-called solid pressure. Furthermore, 

a model for the drag force between the phases is 

required. One disadvantage of the Eulerian approach is 

the necessity to use a separate set of conservation 

equations for each size and density class of particles.  
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2.3 Particle diameter in fluid dynamics 

Fluid-particles drag forces mostly characterize the 

fluidized beds. The drag forces act against the forces due 

to the weight of solid particles in the bed. At the 

minimum fluidization condition, these two opposite 

forces become equal. This indicates that the bed bulk 

density (product of material density and the solids 

volume fraction), is a key input parameter for the 

simulation. Since the fluid-particles drag forces depends 

on the particle size, particle size distribution and particle 

shape, these parameters play also key roles in the 

simulation inputs. Most models for calculating drag 

forces assume spherical and mono-sized particles, thus 

it is necessary to apply some corrections factors to 

account for differences in simulation model against the 

real situation when the non-spherical particles are used. 

In general, this can be achieved by replacing the nominal 

particle diameter with an equivalent diameter that 

results in the correct forces calculated. 

The Sauter mean diameter, 𝐷𝑠𝑑, is commonly used to 

characterize particles having the same volume/surface 

area ratio as a particle of interest. In its simplest form, it 

can be expressed as: 

𝐷𝑠𝑑 = 6
𝑉𝑝

𝐴𝑝
 (1) 

where 𝑉𝑝 and 𝐴𝑝 are the volume and the surface area of 

the particle, respectively. Several measurements are 

usually carried out to obtain the average value. 

Another property characterizing particles is the 

sphericity, which measures the extent a single particle 

resembles a perfect spherical particle. As defined by 

Wadell (Wadell, 1935), it is the ratio of the surface area 

of a sphere (with the same volume as the given particle) 

to the surface area of the particle: 

𝜑 =
𝜋

1
3⁄ (6𝑉𝑝)

2
3⁄

𝐴𝑝
 (2) 

Another definition is given by Krumbein (Krumbein, 

1941) as:  

𝜑 = √
𝑉𝑝

𝑉𝑐

3

≈
𝐷𝑝

𝐷𝑐
 (3) 

where 𝑉𝑐  and 𝐷𝑐 are the volume and the diameter of a 

circumscribed sphere around the particle, respectively, 

and 𝐷𝑝 is the nominal diameter of the particle. Nominal 

diameter of particle can be considered as the average 

diameter of sieve used and the circumscribed sphere 

diameter can be obtained from optical measurements. 

The effect of broad or narrow particle size 

distribution (PSD) on the decision made on which 

equivalent diameter results in the correct forces, is not 

well described in literature. Furthermore, the outcome 

of a measurement of PSD depends on the method used 

(optical measurements, sieving, laser diffraction etc). 

For this study, the equivalent diameter, 𝐷𝑒𝑞 used in the 

simulation is obtained by trials based on computation of 

minimum fluidization velocity and comparing the 

results with the experimental data. The trial simulation 

is initiated with the effective particle diameter 𝜑𝐷𝑝, 

which corresponds to the equivalent diameter where 

𝑎 = 1 as given in Equation (4). 

𝐷𝑒𝑞 = 𝜑𝑎 × 𝐷𝑝 (4) 

2.4 Drag models 

The drag models considered in this study are those given 

by Syamlal and O’Brien (Syamlal & O'Brien, 1988), 

Gidaspow (Ding & Gidaspow, 1990), and Beetstra et al. 

(BVK model) (Beetstra et al., 2007). The 

implementation in MFiX software requires no further 

input for the Gidaspow and BVK models. The MFiX 

implementation of the Syamlal and O’Brien drag model 

requires two parameters to fit the experimental data or 

calculated value for minimum fluidization velocity. A 

calculation sheet for this parameter fitting is supplied at 

the NETL web site (Syamlal). The parameters used for 

this work are given in Table 3. 

 

Table 3. Syamlal and O’Brien drag model parameters 

Particle 
diameter 

Parameter c1 Parameter d1 

484 µm 0.299 8.70669 

363 µm 0.428 6.50441 

 

2.5 CFD Simulation Parameters 

The simulation parameters are listed in Table 4. 

 

Table 4. CFD simulation parameters. 

Materials: 

Fluid: Air, density = 0.001178 g/cm³ 

Particles: See Table 1 

TFM parameters: 

Coefficient of Restitution 

Particle-Particle 

Particle-Wall 

Specularity 

 

0.95 

1.0 

0.6 

Friction Coefficient 

Friction Angle 

0.5 

60.0 

Minimum Solid Fraction 

Packed Void Fraction 

0.5 

0.455 

Simulation Grid = 2D Cartesian: 

X Length = 8.4 cm 10 X-Cells á 0.84 cm 

Y Length = 150 cm 100 Y-Cells á 1.5 cm 

Boundary Conditions: 

Mass Inflow bottom at 300K 

Gas velocities varied 

Pressure outflow top at 101325 Ba 
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3 Results and discussion 

The minimum gas velocity for fluidization is obtained 

from the variation of the calculated bed pressure drops 

with gas velocities. Typically, the pressure drop over the 

bed is linearly increasing with gas velocity for gas 

velocities below the minimum fluidization velocity, and 

invariant of gas velocities above the minimum 

fluidization velocity. Bubbles rising in the fluidized bed 

results in fluctuations of the pressure drops. The 

reported data for pressure drops are timed-average 

values taken over the last 1.5 min of the 4 min 

simulation time. The minimum fluidization velocity is 

obtained at the point of intersection between the lines 

fitting the data within the fixed and fluidized states. 

The rate of bubble rise and eruption from the bed is 

visible through the increase in pressure fluctuations, and 

based on this the bubble frequency is calculated for 

different velocities. Similarly, the time profile of void 

fraction at a fixed height also gives information about 

bubble frequency and size. 

In the simulation, the total bed height at a given gas 

velocity is deduced from the pressure profile along the 

vertical positions in the column. The center of the lowest 

computational cell where there is no further increase in 

pressure is used as the top of bed; see Figure 2 for an 

example. This method results in a small systematic error 

due to a limited cell resolution used for the calculation. 

The error is cancelled out when calculating the bed 

height increase. 

 

Figure 2 Vertical pressure profile taken for X-grid 

= 4.2 cm (middle). The top of bed is marked with the 

circle. This curve shows results from Gidaspow drag 

model simulation for 0.21 m/s superficial gas velocity 

(319 µm particles); see Figure 14. The pressure profile 

also shows an evidence of bubble flow at height = 28 cm. 

 

3.1 Cold bed results 

The experimental bed pressure drops at different gas 

velocities are shown in Figure 3. Results from similar 

runs with the porous distributor plate removed are also 

shown. From these results, the minimum fluidization 

velocity of the sand particles is determined as 0.156 m/s 

for the case with gas distributor. For the case where 

there is no gas distributor, the figure shows that a 

slightly higher minimum fluidization velocity could be 

obtained. The results also show that the bed pressure 

drop is lower without a gas distributor for the same 

superficial air velocity. There are also variations in the 

maximum pressure drops in both cases compared with 

the static pressure due to weight of the bed. 

 
Figure 3. Experimental bed pressure drop. The red line 

shows static pressure calculated from weight of bed 

material. 

 

3.2 CFD Simulation Results 

Initial simulations were performed using the sphericity 

corrected nominal diameter, that is for a = 1 in 

Equation (4). Results from simulations are shown in 

Figure 4 through Figure 6 for the different drag models. 

The simulated minimum fluidization velocity based on 

Syamlal & O’Brien drag model agrees very well with 

the experimental result as expected since the model 

parameters have been fitted.  Moreover, the agreement 

between the simulated result and the experimental data 

is better using the BVK drag model compared with the 

Gidaspow drag model. For the bed height increase, there 

is a significant variation in the results obtained from the 

different drag models.  
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It should be noted that for further comparison of the drag 

models, each drag model is modified by incorporating 

the effect of sphericity in the nominal particle diameter 

as described in Equation (4). The value of the parameter 

𝑎 for each drag model is obtained by trial based on the 

simulated minimum fluidization velocity compared with 

the experimental data. Linear interpolation is also 

employed to reduce the number of trial simulations. The 

results are summarized in Table 5 and Figure 7. When 

the optimum particle diameter are used, all the drag 

models give the same minimum fluidization velocity as 

the experiment. 

 

Figure 4. Bed pressure drop (red-left) and bed height 

increase (blue-right) from simulation using Syamlal & 

O’Brien drag model, particle diameter 363 µm. Error bars 

indicate variation due to bubbles. Dotted line marks the 

experimental minimum fluidization velocity. 

 

Figure 5. Bed pressure drop (red-left) and bed height 

increase (blue-right) from simulation using Gidaspow drag 

model, particle diameter 363 µm. Error bars indicate 

variation due to bubbles. Dotted line marks the 

experimental minimum fluidization velocity. 

 

 

Figure 6. Bed pressure drop (red-left) and bed height 

increase (blue-right) from simulation using BVK drag 

model, particle diameter 363 µm. Error bars indicate 

variation due to bubbles. Dotted line marks the 

experimental minimum fluidization velocity. 

 

Table 5. Minimum fluidization velocity from simulations 

using various particle diameters and drag models. The 

experimentally determined minimum fluidization velocity 

is 0.156 m/s. The value a refers to Equation (4). 

Particle 
diameter 

Syamlal & 
O'Brien 
(fitted) 

Gidaspow BVK 

242 µm  0.076  m/s 0.075  m/s 

363 µm 0.156 m/s 0.200  m/s 0.167  m/s 

484 µm 0.153 m/s 0.330  m/s 0.350  m/s 

Optimum diameter 
from interpolation 

319 µm 
a = 1.45 

358 µm 
a = 1.05 

 

3.3 Bed behavior 

The simulated bed heights at different gas velocities are 

compared for different drag models as  

shown in Figure 8. The optimum equivalent diameters 

from Table 5 are used for these simulations. The two 

different particle diameters using Syamlal & O'Brien 

drag model show identical bed behavior: Steady 

increase in the bed height and particulate fluidization 

above minimum fluidization velocity. No evidence of 

bubble flow using this model. 

Using the Gidaspow and BVK drag models, the bed 

shows a similar behavior. There is a strong evidence of 

a well-defined bubble formation and less defined bed 

height. The bed height obtained from these models are 

smaller than those from the Syamlal & O'Brien drag 

model for the same gas velocity above the minimum 

fluidization velocity. However, the results from the 

BVK model are slightly lower when compared with 
those from the Gidaspow model. The two sets of 

simulations using BVK drag model with two close 
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particle diameters do not overlap, indicating strong 

sensitivity of this model with particle diameter.  

 

Figure 7. Minimum fluidization velocity from simulations 

using particle diameters 242, 363 and 484 µm. 

 

Figure 9 shows the simulated pressure drops using 

different drag models as compared with the 

experimental data. As the superficial gas velocity is 

increased, the bed pressure drop per unit length 

increases up to the minimum fluidization velocity. As 

can be seen, the simulation results lie between the two 

sets of experimental data. The experimental data show a 

substantial effect of using a distributor plate. The lower 

pressure drop without distributor plate might be 

explained from the channeling effects where only a part 

of the bed is lifted upon fluidization. The red line in 

Figure 9 corresponds to the calculated static pressure 

from lifting the weight of the bed, which is independent 

on bed height though. Theoretically, this corresponds to 

the bed pressure drop at the point of minimum 

fluidization velocity.  

 

 

Figure 8. Height of bed from simulation. 

 

Slightly above the point of minimum fluidization 

velocity, the bed pressure drop decreases and then 

remains constant. This effect is also accompanied with 

a slight bed expansion to allow passage of bubbles. As 

the bed remains in bubbling regime, the bed pressure 

drop remains constant. This behavior is also captured 

with the simulation results.  

In (Agu et al., 2017), the solids fraction distribution 

was measured at different gas velocities in a set up 

equipped with a dual-plane Electrical Capacitance 

Tomography (ECT) sensors with the 484 µm sand 

particles as the bed material. Figure 10 and Figure 11 

show the ECT images of the solid fraction in the bed, 

which are stacked in time for 10 s of the airflow at 0.25 

and 0.31 m/s, respectively. The number of bubbles 

passing through the bed per unit time can easily be seen. 

The bubbles coalesce into single larger bubbles as they 

rise up the bed. 
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Figure 9. Bed pressure drop per unit bed length, 

experimental and simulated. 

 

Variations of simulated pressure at the bottom of the bed 

against the time are shown in Figure 12 through Figure 

17. The variations of void fraction at the same position 

in the bed are also shown for comparison. 

Table 6 compares the computed bubble frequencies 

based on the simulation using the Gidaspow and BVK 

drag models and with those obtained from the 

experimental results shown in Figure 10 and Figure 11. 

For the Syamlal & O’Brien drag model, no bubble flow 

is predicted. As can be seen, the bubble frequencies 

from the Gidaspow and BVK are fairly in agreement 

with the experimental data.  

 

Table 6. Frequency of bubbles escaping the bed. 

Superficial 
gas 

velocity 

Gidaspow 
drag 

model 

BVK drag 
model 

Experimental  
(28.7 cm from 

bottom) 

0.19 m/s 5 – 6 s⁻¹ 5 – 6 s⁻¹  

0.23 –  

0.31 m/s 

2.2 –  

2.6 s⁻¹ 
2.2 –  

2.6 s⁻¹ 
 

0.25 m/s   1.5 s⁻¹ 

0.31 m/s   1.1 s⁻¹ 
 

 

    
 (a) (b) 

  

Figure 10. ECT images for 10 s of the flow in bed of 

483 µm sand particles at 25 cm/s: (a) lower plane: 15.7 cm 

from the bottom (b) upper plane: 28.7 cm from bottom. 

Time axis increases from top to bottom. 
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Figure 11. ECT images for 10 s of the flow in bed of 

483 µm sand particles at 31 cm/s: (a) lower plane: 15.7 cm 

from the bottom (b) upper plane: 28.7 cm from bottom. 

Time axis increases from top to bottom. 
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Figure 12. Syamlal & O’Brien drag model simulation for 0.21 m/s intrinsic gas velocity (363 µm particles). Top right shows 

time profile for void fraction at initial top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom 

of bed (scale ∆ pressure range 700 Pa). 

 

 

Figure 13. Syamlal & O’Brien drag model simulation for 0.31 m/s intrinsic gas velocity (363 µm particles). Top right shows 

time profile for void fraction at top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed 

(scale ∆ pressure range 2200 Pa). More channeling evolved at later simulation times. 
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Figure 14. Gidaspow drag model simulation for 0.21 m/s intrinsic gas velocity (319 µm particles). Top right shows time 

profile for void fraction at top of bed. Bottom right shows time profile for pressure at bottom of bed (scale ∆ pressure range 

700 Pa). 

 

 

Figure 15. Gidaspow drag model simulation for 0.31 m/s intrinsic gas velocity (319 µm particles). Top right shows time 

profile for void fraction at top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale 

∆ pressure range 2200 Pa). 
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Figure 16. BVK drag model simulation for 0.23 m/s intrinsic gas velocity. Top right shows time profile for void fraction at 

top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale ∆ pressure range 400 Pa). 

 

 

Figure 17. BVK drag model simulation for 0.31 m/s intrinsic gas velocity. Top right shows time profile for void fraction at 

top of bed (scale 0.4 to 1.0). Bottom right shows time profile for pressure at bottom of bed (scale ∆ pressure range 2000 Pa). 
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4 Conclusions 

The Syamlal & O’Brien drag model parameters are 

fitted versus the experimental minimum fluidization 

velocity and thereby reproduce this bed behavior 

independent from choice of particle diameter used in 

simulation. This allows for the number of particles in 

simulation being close to the actual number of particles 

used experimentally. The bubbling bed behavior was 

not captured. 

The BVK drag model reproduced the experimental 

minimum fluidization velocity when sphericity 

corrected diameter of particles were used. On the other 

hand, simulations using alternative particle diameters 

showed rather high sensitivity to simulation particle 

diameter, and verification versus experimental data is 

recommended.  

The Gidaspow drag model resulted in a rather large 

deviation from experimental results when the sphericity 

corrected diameter was used. On the other hand, 

optimizing the simulation particle diameter resulted in 

bed behavior close to using the BVK drag model. Both 

models resulted in similar bed height increase and 

bubble size and frequency. There was a significant 

deviation from experimental results on bed height 

increase (unit length pressure drop) and bubble 

frequency for both models.  
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Abstract
Homeostasis refers to the ability of organisms and cells to
maintain a stable internal environment even in the pres-
ence of a changing external environment. On the cel-
lular level many compounds such as ions, pH, proteins,
and transcription factors have been shown to be tightly
regulated, and mathematical models of biochemical net-
works play a major role in elucidating the mechanisms
behind this behaviour. Of particular interest is the con-
trol theoretic properties of these models, e.g. stability and
robustness. The simplest models consist of two com-
ponents, a controlled compound and a controller com-
pound. We have previously explored how signalling be-
tween these two compounds can be arranged in order for
the network to display homeostasis, and have constructed
a class of eight two-component reaction kinetic networks
with negative feedback that shows set-point tracking and
disturbance rejection properties. Here, we take a closer
look at the stability and robust control inherent to this
class of systems. We show how these systems can be
described as negative feedback connections of two non-
linear sub-systems, and show that both sub-systems are
output strictly passive and zero-state detectable. Using a
passivity-based approach, we show that all eight systems
in this class of two-component networks are asymptoti-
cally stable.
Keywords: Passivity, homeostasis, adaptation, stability,
robust control, integral control, negative feedback

1 Introduction
Control theoretic methods are useful when uncovering the
mechanism behind cellular control processes. Especially
properties such as stability and robust control are of in-
terest. One structure with these properties is the negative
feedback connection, which is employed in several bio-
chemical processes, such as the regulation of enzyme syn-
thesis and activity (Keener and Sneyd, 2009; Tyson and
Othmer, 1978). Other more complicated control systems,
such as the control of calcium in yeast cells, have also been
analysed in this manner (Liu, 2012). We have previously
investigated a class of simple two-component biochemical
networks displaying homeostasis. These networks have
been used in modelling ionic homeostasis in enterocytes
(Thorsen et al., 2014), the development of biochemical

controllers with robust control to perturbations changing
rapidly in time (Fjeld et al., 2017), and developing yeast
cells with an increased tolerance to high copper concen-
trations (Thorsen et al., 2016a). The networks consist of
a controlled compound x1 and a controller compound x2,
and through certain signalling reactions between these two
compounds, the systems form negative feedback connec-
tions with integral action, giving robust control of x1. We
have identified eight such two-component systems, termed
controller motifs (Drengstig et al., 2012). Figure 1 shows
the structure of these controller motifs. For the class of
two-component systems considered here, x1 acts on either
the synthesis or the degradation of x2, and x2 acts on ei-
ther the synthesis or the degradation of x1. This gives eight
controller motifs with two components, each acting on the
other through a single signalling reaction.

Figure 1. The controller motifs are formed by two compounds,
x1 and x2, with signalling reactions α , β , γ , δ between them.
For each controller motif, there is one signalling reaction from
x1 acting on x2, and one signalling reaction from x2 acting on x1.
These signalling reactions form a negative feedback connection
with the two compounds. There are in total eight such controller
motifs.

In general, the controller motifs take the form

ẋ1 = ks,1 ·α(x2)− fd,1(x1) ·β (x2) (1)
ẋ2 = ks,2 · γ(x1)− fd,2(x2) ·δ (x1) (2)

where ks,i are positive rate constants determining the basal
synthesis of xi, the functions fd,i determine the degra-
dation rate of xi following Michaelis–Menten kinetics
(Cornish-Bowden, 2012), and α , β , γ , δ are signalling
functions between the two chemical compounds. Only
one of the signalling functions α and β , and one of γ and
δ , will be non-constant for a given controller motif.
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The Michaelis–Menten equation models the reaction
rate of a compound xi by an enzyme reaction

fd,i(xi) =
kd,i · xi

KM,i + xi
(3)

where fd,i is the reaction rate, kd,i is a positive constant de-
termining the maximal reaction rate, and KM,i is a positive
constant called the Michaelis constant (Cornish-Bowden,
2012).

The signalling functions α , β , γ , δ can either be acti-
vating or inhibiting. Activating signalling follow the ex-
pression for mixed activation (Cornish-Bowden, 2012)

fact(xi) =
xi

KA,i + xi
(4)

where the activation of some reaction is determined by the
level of xi, and KA,i is a positive constant for the activation
reaction. Inhibiting signalling follow the expression for
mixed inhibition (Cornish-Bowden, 2012)

finh(xi) =
KI,i

KI,i + xi
(5)

where the amount of inhibition is determined by the level
of xi, and KI,i is a positive constant for the inhibition reac-
tion.

2 Stability
To show asymptotic stability of the controller motifs, we
first perform a change of variables, z1 = x1 − x∗1 and
z2 = x2 − x∗2, where (x∗1,x

∗
2) is the equilibrium point of

the system. The states x1 and x2 represent physical con-
centrations of compounds. Therefore, a global result cor-
responds to positive values of the states and the equilib-
rium point. The change of variables moves the equilib-
rium point to the origin. Using the fact that ks,1 ·α(x∗2) =
fd,1(x∗1) ·β (x∗2) and ks,2 · γ(x∗1) = fd,2(x∗2) · δ (x∗1), the sys-
tem is rewritten to the form

ż1 =− f1(z1)+h2,α(z2)−g1(z1) ·h2,β (z2) (6)

ż2 =− f2(z2)+h1,γ(z1)−g2(z2) ·h1,δ (z1) (7)

where these new functions are defined as follows

f1(z1) = fd,1(z1 + x∗1) ·β (x∗2)− fd,1(x∗1) ·β (x∗2) (8)
f2(z2) = fd,2(z2 + x∗2) ·δ (x∗1)− fd,2(x∗2) ·δ (x∗1) (9)
g1(z1) = fd,1(z1 + x∗1) (10)
g2(z2) = fd,2(z2 + x∗2) (11)

h1,γ(z1) = ks,2 · γ(z1 + x∗1)− ks,2 · γ(x∗1) (12)
h1,δ (z1) = δ (z1 + x∗1)−δ (x∗1) (13)
h2,α(z2) = ks,1 ·α(z2 + x∗2)− ks,1 ·α(x∗2) (14)
h2,β (z2) = β (z2 + x∗2)−β (x∗2) (15)

The functions fi and hi are strictly increasing and satisfy
fi(0) = hi(0) = 0 for the interval (−x∗i ,∞). The functions

gi > 0 for the same interval. As noted earlier, only one of
the signalling functions α and β , and one of γ and δ will
be non-constant for a given controller motif. This means
that only one of the output functions h2,α and h2,β , and
one of h1,γ and h1,δ will be non-zero. In addition, if the
signalling functions α,β ,γ,δ are inhibiting instead of ac-
tivating, the corresponding output functions hi are defined
to be negative. For example, the controller motif shown
in Figure 2 has non-constant signalling functions β and
δ , while α = γ = 1. Therefore, the corresponding output
functions h2,β and h1,δ are non-zero, while h2,α = h1,γ = 0.
In addition, the signalling function δ is inhibiting, and the
corresponding output function h1,δ is defined to be nega-
tive.

Figure 2. One of eight controller motifs that form a negative
feedback connection. In this case, x1 is acting on x2 by inhibit-
ing its degradation, and x2 is acting on x1 by activating its degra-
dation.

The system equations for this controller motif are given by

ẋ1 = ks,1− fd,1(x1) ·β (x2) = ks,1−
kd,1 · x1

KM,1 + x1
· x2

KA,2 + x2
(16)

ẋ2 = ks,2− fd,2(x2) ·δ (x1) = ks,2−
kd,2 · x2

KM,2 + x2
·

KI,1

KI,1 + x1
(17)

and the transformed system equations are then

ż1 =− f1(z1)−g1(z1) ·h2(z2) (18)
ż2 =− f2(z2)+g2(z2) ·h1(z1) (19)

where h1 = h1,δ and h2 = h2,β .
To show that the controller motifs are asymptotically

stable, we think of them as negative feedback connections
of two sub-systems. In general, these sub-systems take the
form

H1 :

{
ż1 =− f1(z1)+g1(z1) ·u1

y1 = h1(z1)
(20)

H2 :

{
ż2 =− f2(z2)+g2(z2) ·u2

y2 = h2(z2)
(21)
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where the negative feedback connection can be formed ei-
ther by having

u1 =−y2, u2 = y1 (22)

or by

u1 = y2, u2 =−y1 (23)

This corresponds to which of H1 and H2 is in the negative
feedback.

2.1 Passivity
The next step is to determine if the two sub-systems are
output strictly passive. This is done by using the storage
function Si for sub-system Hi

Si =
∫ zi

0

hi(σ)

gi(σ)
dσ (24)

where hi and gi are the functions in (20) and (21). The
derivative of S along trajectories is then

Ṡi =
hi(zi)

gi(zi)
· żi =− fi(zi) ·

hi(zi)

gi(zi)
+ui · yi (25)

The sub-systems are output strictly passive if the follow-
ing inequality is satisfied (Khalil, 2002; Sepulchre et al.,
1997)

Ṡi ≤−yi ·ρi(yi)+ui · yi (26)

where yi ·ρi(yi) > 0 ∀ yi 6= 0. Systems whose stored en-
ergy can only increase through the supply of an external
source, are passive (Khalil, 2002). For inequality (26), the
“energy” absorbed by the system, ui ·yi, is greater than the
increase in stored “energy”, Ṡi. In addition, the system has
an “excess” of passivity from the term yi ·ρ(yi). For the
controller motifs, we choose yi ·ρi(yi) = pi · y2

i , where pi
is a positive constant. Inequality (26) is then satisfied by
choosing pi such that

0 < pi ≤
fi(zi)

hi(zi) ·gi(zi)
(27)

for the interval (−x∗i ,∞). For the same interval, the right-
hand side expression can be shown to be greater than zero,
and either strictly increasing, or strictly decreasing. In-
equality (27) is then satisfied by finding pi as the lower
bound of the right-hand side expression. The lower bound
is given by the minimum value of the right-hand side ex-
pression at the limits zi→−x∗i and zi→∞. Therefore, the
value of pi is determined by

pi = min

{
lim

zi→−x∗+i

fi(zi)

hi(zi) ·gi(zi)
, lim

zi→∞

fi(zi)

hi(zi) ·gi(zi)

}
(28)

Thus, the sub-systems (20) and (21) are output strictly pas-
sive.

It has been shown that the negative feedback connec-
tion of two output strictly passive systems is asymptot-
ically stable if the sub-systems are zero-state detectable
(Sepulchre et al., 1997). To show that H1 and H2 are zero-
state detectable, we consider the system

H :

{
ż = f (z,u)
y = h(z,u)

(29)

with u = 0. H is said to be zero-state detectable
if the origin is asymptotically stable conditionally to
Z, where Z is the largest positively invariant set in
{z ∈ Rn | y = h(z,0) = 0}. For the special case when Z =
{0}, we say that H is zero-state observable (Khalil, 2002;
Sepulchre et al., 1997). We now consider the sub-systems
H1and H2, with inputs u1 = u2 = 0. From the the output
functions (12)–(15), it can be seen that

y1 = y2 = 0 =⇒ z1 = z2 = 0 (30)

Therefore, the sub-systems H1 and H2 are zero-state ob-
servable if the origin is locally asymptotically stable. We
verify this by linearisation of the sub-systems at the ori-
gin. With ui = yi = 0, the system equations of (20) and
(21) are reduced to żi =− fi(zi), and linearisation gives

H1 :
∂ (− f1)

∂ z1

∣∣∣∣
z1=0

=−
kd,1 ·KM,1

(KM,1 + x∗1)
2 ·β (x

∗
2)< 0 (31)

H2 :
∂ (− f2)

∂ z2

∣∣∣∣
z2=0

=−
kd,2 ·KM,2

(KM,2 + x∗2)
2 ·δ (x

∗
1)< 0 (32)

where fi are the functions given by (8) and (9).
Finally, to show that the entire system is asymptotically

stable, we use the combined storage function

S = S1 +S2 (33)

Because S1 and S2 are positive definite, so is S. Since
the two sub-systems form a negative feedback connection
given by (22) or (23), the derivative of S along trajectories
is reduced to

Ṡ = Ṡ1 + Ṡ2 ≤−p1 · y2
1− p2 · y2

2 (34)

which is negative definite. This shows that all bounded so-
lutions converge to the set {(z1,z2) | y1 = y2 = 0}. From
(30), we know that this corresponds to the origin. Since
the origin has been shown to be locally asymptotically sta-
ble by linearisation, we conclude that the controller motifs
are asymptotically stable. If the storage functions S1 and
S2 are radially unbounded, so is S, and the controller mo-
tifs are globally asymptotically stable.

3 Integral Control
The system given by equations (1) and (2) can be shown
to include integral control. This is done by rewriting equa-
tion (2). For example, the controller motif given by equa-
tions (16) and (17), shown in Figure 2, can have equation
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(17) rewritten to

ẋ2 =−
ks,2

KI,1 + x1
·
(

x2

KM,2 + x2
·

kd,2 ·KI,1

ks,2
−KI,1− x1

)
(35)

For KM,2 = 0, this is reduced to

ẋ2 =−
ks,2

KI,1 + x1
·
(

kd,2 ·KI,1

ks,2
−KI,1− x1

)
(36)

= Gi · (x1,set − x1) (37)

which has the form of the integral control law. This means
that for KM,2 = 0, or KM,2� x2, the system behaves as an
integral controller for x1 with a set-point given by

x1,set =
kd,2 ·KI,1

ks,2
−KI,1 (38)

For the case when KM,2 > 0, the set-point in (35) is defined
as

x1,set =
x2

KM,2 + x2
·

kd,2 ·KI,1

ks,2
−KI,1 (39)

Thus, there is still integral action, however, the set-point
changes with perturbations. The effect of this is shown in
Figure 3, where the case with KM,2 = 0 results in perfect
adaptation to perturbations in the synthesis of x1, and the
case with KM,2 > 0 results in only partial adaptation.

Figure 3. The response to a step-wise perturbation in the synthe-
sis of x1. Dashed line shows no adaptation, grey line shows par-
tial adaptation, and black line shows perfect adaptation. These
three cases correspond to the controller motifs having no inte-
gral control (no signalling between x1 and x2), integral control
with KM,2 > 0, and integral control with KM,2 = 0, respectively.

It has previously been shown that the all the controller
motifs include integral control (Drengstig et al., 2012;

Thorsen et al., 2016b). The system equation of the con-
troller compound x2 is written to the form of the integral
control law

ẋ2 = Gi · (x1,set − x1,meas) (40)

Where Gi is the controller gain, x1,set is the set point of
the controlled compound x1, and x1,meas is a measurement
function of x1. Just like the system in Figure 2, the other
controller motifs show partial or perfect adaptation de-
pending on the value of KM,2 (Drengstig et al., 2012).

Because we are able to show that the controller motifs
are asymptotically stable, as well as incorporating integral
control, they must be robust to all parameter perturbations
that do not destroy the stability of the closed-loop system
(Khalil, 2002). An implication of asymptotic stability, is
that the error x1,set − x1,meas must be zero at the equilib-
rium point. With any parameter perturbation that does not
destroy the stability of the closed-loop system, the equilib-
rium point may change, however, the error must return to
zero. Thus, regulation will be achieved for as long as the
perturbed equilibrium point remains asymptotically sta-
ble.

4 Example
We demonstrate our approach by considering the con-
troller motif shown in Figure 2, given by the system equa-
tions (16) and (17). This system is transformed to the sys-
tem equations given by (18) and (19). The transformed
system can be represented as a negative feedback connec-
tion of two sub-systems H1 and H2, given by (20) and (21),
with

u1 =−y2 =−h2(z2), u2 = y1 = h1(z1) (41)

We use some arbitrary values for the constants ks,1 =
1, ks,2 = 1, kd,1 = 3, kd,2 = 4, KM,1 = 1.5, KM,2 = 0.75,
KI,1 = 1.5, and KA,2 = 2, such that x∗1,x

∗
2 > 0. Thereby, the

storage function for H1 is given by

S1 =
∫ z1

0

(
0.114− 0.329

σ +2.893

)
dσ (42)

and the derivative of S1 along trajectories satisfy the in-
equality

Ṡ1 ≤−p1 · y2
1 +u1 · y1 (43)

with the constant p1 determined by

0 < p1 ≤
f1(z1)

h1(z1) ·g1(z1)
= 0.506+

0.759
z1 +2.893

(44)

For the interval (−x∗1,∞), the right-hand side is always
greater than or equal to 0.506, and so we choose this value
for p1. This is illustrated in Figure 4. Similarly, for sub-
system H2, the inequality

0 < p2 ≤
f2(z2)

h2(z2) ·g2(z2)
= 0.185+

0.370
z2 +2.050

(45)
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Figure 4. To determine the value of p1 in inequality (44), we
find the lower bound of the right-hand side expression. The fig-
ure shows that the lower bound is given by the limit of the right-
hand side expression as z1→ ∞. In this case p1 = 0.506.

is satisfied by choosing p2 = 0.185, such that

Ṡ2 ≤−p2 · y2
2 +u2 · y2 (46)

where the storage function S2 is given by

S2 =
∫ z2

0

(
0.123− 0.095

σ +2.050
− 0.312

σ +4.050

)
dσ (47)

Thus, the combined storage function S = S1 + S2 is posi-
tive definite and radially unbounded, because S1 and S2 are
both positive definite and radially unbounded. In addition,
the derivative of S along trajectories satisfies

Ṡ≤−0.506 · y2
1−0.185 · y2

2 (48)

which implies that Ṡ is negative definite. S and Ṡ are shown
in Figure 5.

Figure 5. The storage function S = S1 +S2 is shown to the left,
and its derivative along trajectories is shown to the right. The
red surfaces are at zero. We see that S is positive definite, and
Ṡ is negative definite. Therefore, all bounded solutions must
converge to the set where y1 = y2 = 0. A trajectory converging
to the origin is shown as a red curve within the bowl formed by
S in the left figure.

Similarly to Lyapunov functions, we use the combined
storage function S, and its derivative along trajectories Ṡ
to draw conclusions about the stability of the system. The
difference being that although the combined storage func-
tion is positive definite, and its derivative along trajectories
negative definite, asymptotic stability is not implied. In-
stead it merely implies that all bounded solutions converge
to the set where the outputs y1 = y2 = 0. In general, this
set could correspond to a number of values (z1,z2), how-
ever, because the output functions (12)–(15) are strictly
increasing and satisfy hi(0) = 0, this set corresponds to
the origin. This implies that the sub-systems H1 and H2
are zero-state observable if the origin is locally asymptot-
ically stable. This is shown by linearisation at the origin,
using equations (31) and (32)

H1 :
∂ (− f1)

∂ z1

∣∣∣∣
z1=0

=−0.118 < 0 (49)

H2 :
∂ (− f2)

∂ z2

∣∣∣∣
z2=0

=−0.131 < 0 (50)

Thus, the sub-systems are zero-state observable, and the
entire system must be asymptotically stable. In addition,
as noted earlier, the combined storage function S is ra-
dially unbounded, and therefore the system is globally
asymptotically stable.

5 Conclusion
In this paper we have shown that a class of eight two-
component biochemical networks displaying homeostasis,
called controller motifs, are asymptotically stable. We
have shown that the general system equations for these
networks can be represented as negative feedback con-
nections of two individual sub-systems. Then, these sub-
systems are shown to be output strictly passive, and the
feedback connection in its entirety is shown to be asymp-
totically stable. In addition, it is shown that the controller
motifs are robust to perturbations because they incorporate
integral control.

When modelling cellular processes, it is beneficial to
know that uncertainties in parameters do not fundamen-
tally change the behaviour of the model. Because the con-
troller motifs are asymptotically stable with integral ac-
tion, processes which can be modelled within the frame-
work of the controller motifs will have a qualitative be-
haviour which aligns well with experimental measure-
ments, even with large uncertainties in parameter values.
On the other hand, processes which do not conform well to
the controller motifs can have wildly different qualitative
responses in the face of parameter uncertainties, and the
controller motifs can be excluded as models for such pro-
cesses. Thus, it is not a matter of parameter tuning. This
is a helpful property of the controller motifs, especially in
system identification.

Here we have chosen to focus on controller motifs
with zero-order synthesis, degradation by an enzyme reac-
tion, and signalling following mixed activation/inhibition.
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However, other functions could be used. For example, we
could use Hill kinetics for the degradation of the two com-
pounds, or we could use linear activation for the signalling
functions. In that case we would have to make sure that the
properties assumed still hold.
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Abstract 
Anaerobic digestion (AD) is a prominent green 
technology used for methane production from organic 
waste. Previous studies have shown that the amount of 
CH4 produced during anaerobic digestion can be 
increased by adding inorganic electron donors such as 
H2 and CO, both which can be produced as syngas from 
wood.  Syngas inflow is implemented in the ADM1 
model and simulations are carried out with different 
syngas additions to a well-documented case of 
wastewater treatment plant sludge AD. Three different 
compositions; (1) pure hydrogen, (2) 86 vol.% H2, 7 
vol.% CO and 7 vol.% CO2, and (3) 44.4 vol.% H2, 33.3 
vol.% CO and 22.2 vol.% CO2 were used for a first set 
of simulations testing process limitations. The second 
set of simulations were used to find out how much 
methane production can be increased for the given case 
if syngas composition is optimized. The CH4 production 
can be increased by 33 % by adding H2 (1) and was 
limited by pH going too high. Biogas CH4 content 
reached 92 % at this limit. The H2-rich syngas addition 
(2) reached 47 % CH4 production increase with 81 % 
CH4 content. The low H2 syngas case (3) produce more 
biogas but the CH4 content is reduced to 42 %. There is 
a narrow syngas composition range for which methane 
production can be increased by a factor >~ 2.7, limited 
by available nitrogen in the treated sludge. 
Keywords:   Anaerobic digestion, ADM1, Syngas 
addition, CH4 production, CO degradation 
 

1 Introduction 
The concept of waste to energy from wet organic waste 
like manure for biogas generation by Anaerobic 
Digestion (AD) is a prominent green technology since it 
reduces greenhouse gases and odors (Deublein & 
Steinhauser, 2011). 

Anaerobic digestion is a biochemical process, where 
microbial activity comes into play and reduce complex 
organic pollutant by extracellular (disintegration, 
hydrolysis) and intracellular (acidogenesis, 
acetogenesis, methanogenesis) (Fig. 1) to produce 
biogas (Batstone et al., 2002). The generated biogas 
consists of (55-75) % methane and (25-45) % carbon 
dioxide (De Mes et al., 2003). 

Several techniques are being used for biogas 
upgrading like water washing, polyglycolic adsorption, 
pressure swing adsorption and chemical treatment 
(Osorio & Torres, 2009). These methods are performed 
outside of the anaerobic reactor for biogas upgrading 
which requires extra investments. Previous studies have 
shown that CH4 in AD can be increased by adding 
inorganic electron donors such as H2 and CO (Luo & 
Angelidaki, 2013). These can, for example, be produced 
as syngas from wood through a gasification process. 
Gasification is a thermochemical process where 
biomass is converted into a mixture of gases that 
contains H2, CO and CO2 (Bridgwater, 2003). The 
produced syngas can be directly fed into the AD reactor 
for methane production, making AD a method to 
convert syngas into methane. 

Adding syngas to AD can potentially have significant 
environmental impact on organic waste handling. It can 
for instance be a way to obtain more bio-fuel as methane 
from AD than what is obtainable from the wet organic 
wastes currently used as feed for biogas production. 
This study can help estimate how much production can 
increase and under which conditions. This approach 
may also serve as a way to mineralize all organic matter 
in sludge by combining AD and thermal gasification.    

Hydrogen can be used to upgrade the methane 
production directly in the reactor by increasing the 
hydrogenotrophic methanogenesis (Luo & Angelidaki, 
2013), which consumes hydrogen together with CO2 in 
the biogas, with methane as product (Luo & Angelidaki, 
2012):  

 OH 2CHCOH 4 2422 +→+  (1) 
Many degradation paths for CO has been suggested, 

but experiments have shown acetogenesis to be 
dominating (Luo et al., 2012) under anaerobic condition 
at mesophilic temperatures. Acetogens utilize the CO 
and yields acetate, CO2, cell material and unrecovered 
Carbon (Mörsdorf et al., 1992): 

 

 
(2) 

 
The reaction (Eq. 2) is added to the ADM1 model 

which is the standard platform of modelling and 
simulations of AD process developed by IWA in 2002. 
ADM1 model is a structured model that describes the 

C dunrecovere 0.9C biomass 0.4
CO 3.5  COOHCHCO 6.8 23

++
+→
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biochemical (Fig.1) and physiochemical reactions that 
are responsible for methane production (Batstone et al., 
2002). The biochemical reactions are the core of this 
model which includes disintegration of complex organic 
material to carbohydrates, proteins, and lipids. These are 
then hydrolysed into sugars, amino acids and long-chain 
fatty acids (LCFAs) which are further fermented into 
molecular hydrogen and volatile organic acids 
(acidogenesis). The acids are broken down to acetate 
and hydrogen (acetogenesis). The last step is the split of 
acetate ions into methane and carbon dioxide 
(acetoclastic methanogenesis). The hydrogenotrophic 
methanogenesis step (Eq. 1) also produces methane 
when hydrogen reduces carbon dioxide (Batstone et al., 
2002). The hydrogenotrophic methanogens are thus 
already present in an AD reactor and can grow to handle 
more hydrogen or syngas. If H2 is added in excess, it can 
remove so much CO2 (Eq. 3) that pH rise too high for 
efficient methanogenesis (Luo et al., 2012) ultimately 
causing failure of the reactor. The ratio of added H2/feed 
load and effect of composition in the added syngas are 
therefore evaluated here to evaluate syngas addition 
limitations. 

CO2 + H2O ↔H2CO3 ↔ H++ HCO3
-    (3) 

The physiochemical processes are liquid-liquid mass 
transfer process (i.e. ion dissociation) and liquid-gas 
exchange (i.e. liquid-gas mass transfer) (Batstone et al., 
2002). Inefficient syngas mass transfer can limit its 
degradation in AD process due to the low solubility of 
CO and H2 (Guiot, Cimpoia, & Carayon, 2011) which 
can result in syngas loss to headspace. In this work it is 
assumed that such loss is avoided by adding the gas 
through a membrane by diffusion.   

 
Figure 1. Systematic representation of anaerobic digestion 
process showing biochemical reactions described in 
ADM1 model (Batstone et al., 2002). 

The purpose of this study is to evaluate effects of 
syngas composition and quantity on methane production 
and biogas composition, when added to an AD reactor 
running on sludge. The ADM1 model implemented in 
the AQUASIM software is applied and includes: 

 

(1) Implementation of CO degradation in ADM1. 
(2) Simulating hydrogen alone or syngas as AD feed 

supplements. 
(3) Evaluation of syngas component effects on the 

AD reactor performance by adding different 
ratios of H2/CO/CO2. 

2 Materials and Methods 
The ADM1 model was extended by adding CO 
degradation (Table 1 and 2). H2 or syngas was supplied 
as input to the reactor compartment. The simulations 
were based on a reported sludge digestion experiment 
with ADM1 simulations (Siegrist et al., 2002), to which 
H2 or syngas was added in various amounts. Applicable 
supply range is assumed to be between zero and the level 
at which methane production fails.  

2.1 Syngas degradation in ADM1   
Syngas addition requires two new biochemical reactions 
to be added into the model. One is the uptake of carbon 
monoxide to acetate and the second is decay of carbon 
monoxide degrading organism. The parameters used for 
uptake are in Table 1 and the rate equations and 
stoichiometry coefficients are given in Table 2. 
 

Table 1: Parameters used for uptake of CO. 
Parameters Description  units 
km_CO_ac Maximum uptake rate for 

CO degrading organisms. 
kg COD S 
kg-1 COD X 
d-1 

X_CO_ac CO degrading organisms. kg COD m-3 
Ks_CO_ac Half-saturation constant 

for CO degradation 
(same as for H2 
degradation). 

kg COD m-3 

I_ph_CO_ac pH inhibition of CO to 
acetate degrading 
organisms (same as for 
propionate degradation). 

- 

I_H2_CO_ac Hydrogen inhibition for 
CO to acetate degrading 
organism. 

- 

kdec_x_CO_ac Decay rate for CO 
degrading organisms 

d-1 

Y_CO_ac Yield of biomass on the 
uptake of CO to acetate. 

kg COD kg-1 
COD 

S_CO Total carbon monoxide. kg COD m-3 
KH_CO Non-dimensional Henry's 

law constant for CO 
M (liq) M-1 
(gas) 

 

Table 2: Uptake rate of CO and decay rate of CO 
degrading organism in the model. 

Dynamic 
process 

Rate equation  

uptake_CO_ac km_CO_ac*X_CO_ac*S_CO/(Ks_CO_
ac+S_CO)*I_ph_CO_ac*I_H2_CO_ac*
I_NH_limit 

decay_CO_ac X_CO_ac*kdec_x_CO_ac 
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Estimations of km and Y for CO uptake are based on 
reported experimental results (Mörsdorf et al., 1992) 
and the observed stoichiometric reaction of CO 
utilization (Eq. 4).  

C dunrecovere 0.9C biomass 0.4
CO 3.5COOHCHCO 6.8 23

++
+→  (4) 

The unrecovered carbon is here assumed to be 
divided between acetate and CO2 in the same way as the 
recovered part observed by Mörsdorf et al. (1992), 
according to (Eq. 5). 

C biomass 0.4
CO 4.1COOHCH 1.15CO  6.8 23

+
+→  (5) 

Eq.5 is further converted into COD basis (Eq. 6) 
using 5 mole carbon per mole biomass and 160 g COD 
mole-1 for biomass (Batstone et al., 2002).  

biomass 12.8
CO 0COOHCH 73.6CO 108.8 23

+
+→  (6) 

From equation 6, it can be seen that biomass yield per 
g COD of CO is obtained by: 
 

        CO COD g biomass COD g 0,12
108,8
12,8Y 1-==  

The relation between maximum uptake rate of 
substrate (km) and maximum specific growth rate (µmax) 
per day is (Eq. 7): 

Y
μk

max

m =  (7) 

Where Y is the yield of biomass and µmax of the 
organism can be calculated from doubling times under 
batch exponential growth condition (Eq. 8). 

µmax = ln2/doubling times (8) 
The reported doubling times for acetogenesis bacteria 

which shows the fastest growth on CO is 0.125 day 
(Mörsdorf et al., 1992).  

This gives  

 5.54
0,125
ln2μmax => d-1 

Now,  
 

 46.20
0,12
5.54k m == kg COD S kg-1 COD X d-1 

The values km_CO_ac = 46.20 kg COD S kg-1 COD 
X d-1 and Y_CO_ac = 0.12 kg COD biomass kg-1 COD 
CO are used in all simulations. 

2.2 Reactor operation 
A 28 m3 reactor was fed wastewater treatment plant 
sludge continuously for 50 days (Fig. 2) with feed step 
increases at day 16 and 37 (Siegrist et al., 2002).  

 
Figure 2: Sludge feed flow to the pilot reactor (Wang et 
al., 2013). 

The feed composition of amino acid, fatty acid, sugar 
and composite organic material are in Table 3. 

Table 3: Feed composition (Wang et al., 2013). 
Components in reactor feed  Concentration 

(kg COD m-3) 
Amino acids 4.2 
Fatty acids 6.3 
Monosaccharides 2.8 
Composite material 10 
Total  23.3 

 
The average feed flow the first 16 days is 1.61 m3 d-1 

or 37.5 kg COD d-1. The average is 3.2 m3 d-1 at days 
17-36 and 5.24 m3 d-1 during days 37-50. 

2.3 H2/syngas additions simulated 
Three main cases with increasing gas supply complexity 
are simulated: 1) pure hydrogen, 2) two selected 
compositions of syngas and 3) a wider range of gas 
mixtures. Syngas composition depends on the 
gasification process and the two chosen here for case 2 
are from steam based gasification processes (Pfeifer et 
al., 2009): 1) Gasification included capture of CO2 
produces synthesis gas with high hydrogen content, 
called H2-rich syngas i.e. 86 vol.% H2, 7 vol.% CO and 
7 vol.% CO2. 2). Gasification without CO2 capture 
produces syngas that consists of 44.4 vol.% H2, 33.3 
vol.% CO and 22.2 vol.% CO2 (Pfeifer et al., 2009). 
These compositions are used in the simulations here 
(Table 4). For these simulations (1, 2 and 3 in Table 4) 
the load of hydrogen and syngas are in Table 5. 

Four different syngas compositions were used during 
the third simulation case (simulation 4-7), to search for 
the AD process syngas load limitation. Process capacity 
limits are found by increasing the load of hydrogen until 
failure of the AD process. The load of CO and CO2 is 
according to the composition ratio in Table 4. 
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Table 4: Composition of gas feed during simulations. 
Gas 
 

Vol.% 

 Ref1  Sim 
1 

Sim 
2 

Sim 
3 

Sim 
4 

Sim 
5 

Sim 
6 

Sim 
7 

H2 0 100 86 44.4 80 74 70 60 
CO 0 0 7 33.3 10 13 15 20 
CO2 0 0 7 22.2 10 13 15 20 

 
Table 5: Load of wastewater, pure H2, and syngas. 

 Load H2 
(kg COD d-1) 

Load CO 
(kg COD d-1) 

Load WW feed 
(kg COD d-1) 

Ref 0 0 37.5 
Sim 1 10.43 0 37.5 
Sim 2 10.43 0.849 37.5 
Sim 3 10.43 7.82 37.5 

 

3 Results and discussion 
The hydrogen and various syngas additions to the AD 
process simulated strongly influence the conditions in 
the reactor and thereby the produced biogas.  

3.1 Biogas production 
The biogas production rate for 50 days of reactor 
operation increases with increase in the organic loading 
rate (Fig. 3). The constant addition of pure hydrogen or 
H2-rich syngas shows only a small variation in biogas 
production rate while syngas with low H2 concentration 
almost doubled the biogas production.  

 
Figure 3: Biogas production rate of AD reactor added pure 
H2 or two compositions of syngas. Included reference 
(Siegrist et al., 2002) experimental and simulated result.  
Pure hydrogen addition in AD process enhances the 
hydrogenotrophic methanogenesis process (Eq. 1) and 
increases production of methane while consuming 
carbon dioxide. 

In the case of H2-rich syngas (composition 86 % H2, 
7 % CO and 7 % CO2), biogas production rate increases 

1Reference simulations were based on a reported sludge 
digestion experiment with ADM1 simulations (Siegrist et 
al., 2002). 

slightly more than pure H2; since syngas also contains 
some CO and CO2. 

In the case of syngas composition of 44.4 %, 33.3 % 
CO and 22.2 % CO2, the biogas production rate is higher 
than pure H2 and H2-rich syngas because of the higher 
CO and CO2 addition to the reactor. 

During both the syngas additions, the fast degradation 
of CO to acetic acid and CO2 avoid loss of CO to 
headspace and result in almost zero CO concentrations 
in the produced gas. 

3.2 Methane production 
The methane production rate is 14.3 m3d-1 for pure H2, 
15.7 m3d-1 for high H2 syngas and 17.9 m3d-1 for low H2 
syngas at days 1-16 when adding gases, which is more 
than the pilot case without gas supply (10.7 m3 d-1 in Fig. 
4, the experimental values presented by black 
diamonds). The methane production rate increased by 
33 % and 47 % by adding pure H2 and H2-rich syngas 
and by 67 % by adding syngas with low H2 
concentration.  

 
Figure 4: Methane production rate of AD reactor added 
pure H2 or two compositions of syngas. Included reference 
(Siegrist et al., 2002) experimental and simulated results. 

3.3 pH and inhibition effects 
NH3 is increased because of pH increase in the reactor 
(Eq. 9), especially pronounced when pure H2 is 
supplied.  pH (Fig. 5) increase as supplied hydrogen 
leads to CO2 consumption, which reduces the acid 
concentration in the reactor due to the equilibrium 
reaction between CO2 and water (Eq. 3).  
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Figure 5: pH of bulk reactor volume for AD reactor added 
pure H2 or two compositions of syngas. Included reference 
(Siegrist et al., 2002) experimental and simulated result. 

Inhibition (Fig. 6) following pH increase (Fig. 5) is 
explained by more NH3 (Eq. 9). The biomass 
responsible for methane production from acetate 
belongs to the archaeal group (aceticlastic 
methanogens) and is inhibited by NH3 and slows down 
the conversion of acetate to methane (Bergland et al., 
2011).  

𝑁𝑁𝐻𝐻4 ↔ 𝐻𝐻+ + N𝐻𝐻3 (9) 
The inhibition is reduced after the step increase in 

organic feed supply on day 16 (Fig. 6). This can also be 
observed as acetate concentration reduction during the 
same time (Fig. 7). During the initial stage i.e. day (0-
16), the acetate concentration rises due to inhibition 
(Fig. 7). During the initial stage, pH rises to 8.5. (Fig. 5) 
at pure H2 addition. After day 16, the increase in 
wastewater addition increases the organic loading rate 
resulting in more CO2 available through degradation of 
feed, the pH goes down and the reactor stabilize. 

 
Figure 6: NH3 inhibition for AD reactor added pure H2 and 
two different syngas composition. Included reference 
(Siegrist et al., 2002) simulated result. 

The two syngas additions follow a similar path for 
methane production as the experimental values. The 
acetate concentrations are low during both syngas 
additions because NH3 is low and does not much inhibit 
the methanogens (Fig. 6). The extreme pH effect of 

adding hydrogen alone is avoided when CO and CO2 are 
also supplied.  

 
Figure 7: Acetate concentration of AD reactor added pure 
H2 or two compositions of syngas. Included reference 
(Siegrist et al., 2002) experimental and simulated result. 

The inorganic carbon simulations show decrease 
(Fig. 8) corresponding to acetate increase (Fig. 7) and 
inhibition (Fig. 6). The loads applied before and after 16 
days of the pure hydrogen case indicates how much 
hydrogen to organic load ratio such AD can handle. The 
simulated pH (~8.5) is close to the pH 9 observed 
experimentally under similar conditions (Wang et al., 
2013). 

 
Figure 8: Inorganic carbon curve for AD reactor added 
pure H2 and two different syngas composition. Included 
reference (Siegrist et al., 2002) simulated result. 

The simulated percentage of methane (Fig. 9A) in 
produced biogas rises very high for the pure H2 case and 
reaches up to 92 %. The carbon dioxide concentration 
follows a similar but opposite behavior (Fig. 9B). The 
addition of hydrogen enhances the produced biogas 
concentration of methane. Syngas composition with low 
H2 concentration gives less methane percentage than no 
gas, pure H2 and H2-rich syngas supply since it contains 
more carbon dioxide (CO2). 
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Figure 9: Percentage of biogas in the headspace (A) 
methane and (B) carbon dioxide of AD reactor added pure 
H2 or two compositions of syngas. Included reference 
(Siegrist et al., 2002) experimental and simulated result. 

The methane percentage is around 92 % (Fig. 9A) 
with pure H2, around 81 % with H2-rich syngas and at 
least 42 % with syngas with low hydrogen concentration 
due to the different H2/ CO2 ratios in the added gas. 

The yield of methane as kg COD methane kg-1 COD 
feed (wastewater + gas addition) was for days 1-16  
0.72, 0.75, 0.82, and 0.81 for reference (Siegrist et al., 
2002), pure H2, syngas with high H2 and syngas with 
low H2. This shows that the yield was almost similar for 
the syngas with high H2 and syngas with low H2 
concentration. The high CO2 content of produced biogas 
is however a drawback for further processing of the 
biogas when syngas with low H2 is added. These 
simulations suggest that there is some optimal range of 
syngas supply, defined by gas composition and amount 
relative to organic feed. 

3.4 Loading ratio and syngas supply limita-
tion 

Steady state simulations of four different syngas 
compositions (Table 4) operated close to failure of the 
AD process are summarized in Fig. 10. 70 – 80 % 
hydrogen in the supplied syngas evidently can sustain 

much higher total methane production than lower and 
higher fractions. Methane production is approximately 
proportional to the gas to organic feed ratio (abscissa in 
Fig. 10), explained using loading with pure H2 as 
example.  

The production rate can be increased (by a factor of 
~ 2.7) with 74 % hydrogen content in the added syngas. 
The reason for failure of the AD reactor for H2 content 
higher than 74 % is lack of available CO2 while pH drop 
limits the process when the H2 content is lower than 74 
%, due to high CO2 concentration in the reactor. pH 
remains stable at 74 % hydrogen content in the added 
syngas and production is nutrient (N) limited. 

 

 
Figure 10: Threshold limit for ratio of hydrogen load and 
load of wastewater feed as a function of H2 concentration 
(%) in added syngas. 

4 Conclusion 
Addition of pure H2 and different compositions of 
syngas (down to 44.4 % H2) to an AD treating sludge 
are simulated in an ADM1 model extended to include 
CO reactions. Comparisons of experimental and 
simulated results suggest realistic simulations. 

Addition of syngas with high or low H2 concentration 
to the sludge fed AD reactor showed a methane 
production increase of respectively 47 and 67 % while 
the methane content in the produced biogas was 81 and 
42 % (66 % without gas addition).  

Addition of pure H2 gives the highest methane 
content (up to 92 % which is close to vehicle fuel 
quality) but overall biogas production is limited by 
available CO2 in the AD reactor. Low CO2 caused pH 
increase leading to NH3 inhibition of methanogenesis 
and the methane production could only be increased by 
33%.  

The best syngas composition to feed AD processes 
for enhanced methane production has a hydrogen 
content of 70-80 %. It can more than triple methane 
production compared to organic feed only and is 
nitrogen (as nutrient for biomass growth) limited. 
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Abstract
In the design of steel structures, special attention must be
paid on structural fire design in order to ensure a specified
safe time period that the structure can withstand the fire
without collapse. In the European design rules, the stan-
dard practise assumes uniform temperature for steel beam
cross sections while the surrounding area is subjected to
the so called standard fire. When the ambient temperature
field is not uniform (e.g. at beam joint areas) neither will
be the beam cross section temperature field. This paper
studies the contribution of natural convection and cavity
radiation to the temperature field of a hollow beam cross
section in the case of non-uniform ambient temperature
by using transient CFD-simulations. Hollow beam,natural
convection, cavity radiation, structural fire design, Open-
Foam

1 Introduction and background
The current European standards for the structural fire de-
sign are given in Eurocode 1, Part 1-2 and in Eurocode
3, Part 1-2. In these design codes, the most common as-
sumption is that the temperature field around the beam
cross-section is uniform during the standard ISO-834 fire.
Following that assumption, the structural design can be
done in a straightforward manner, but it may result in a
non-economic and too conservative solution. Particularly,
steel beams are almost invariably assembled so that the fire
does not affect equally on all the sides of the beam. Typi-
cally such situation arises in beam joint areas and in beam
connections to surrounding structures. The Eurocode 3
includes some recommendations for open I-sections and
steel slabs subjected to fire on three sides. However, no
unified rules are available for the hollow sections in non-
uniform surrounding temperature, and only some studies
are available in the literature. One of the studies investi-
gated steel pipes subjected to partial fire acting longitudi-
nally along the pipe (Wong, 2017). In this study a para-
metrically coded generic element method was proposed to
solve the heat transfer problem, which was more effective
and accurate than Eurocode 3 calculations, but the paper
did not consider the non-uniform temperature in the cross-
section. The non-uniform heating of tubular sections was

experimentally tested in (Yang et al., 2013) numerically in
(Heinisuo and Jokinen, 2014) but only for concrete-filled
columns. All above mentioned tests came to the same con-
clusion that the number of sides subjected to fire, has a
great influence on the heat distribution and on the fire re-
sistance.

In general, there is a large number of experimental
and numerical research results concerning tubular sec-
tions in the uniform fire conditions, see e.g. (Fung et al.,
2015),(Shao et al., 2016),(He et al., 2013) for circular hol-
low sections, and e.g. (Yang et al., 2014),(Ozyurt et al.,
2014) for square hollow sections. Nevertheless, the non-
uniform fire condition is far less studied, and to the au-
thors’ best knowledge there exist no reliable experimental
results for the square hollow sections. Numerical stud-
ies are also rather few, the analytic approach of (Mills,
1999) can be used for radiation calculations, but for the
natural convection only simplified geometries and numer-
ical boundary conditions are covered (Kays, 2012). The
natural convection inside a cavity is affected by the ratio
between the height and the width of the cavity as well as
the inclination of the roof wall. Temperature differences
and their influence on the Rayleigh number of the situa-
tion has a significant effect on the turbulence level in the
flow. This is why a three dimensional computational fluid
dynamics approach was chosen in this study. This way the
difference between convective and radiation heat transfer
can be simulated in the laminar, transition and in the tur-
bulent regime.

In this paper, the effects of natural convection and
surface-to-surface radiation inside the square hollow beam
due to the non-uniform fire condition are studied and some
recommendations about their importance are given. On
the other hand, the paper presents modelling principles for
taking these phenomena into account in the structural fire
design.

2 Model development

2.1 Governing equations and boundary condi-
tions

1. Continuity equation
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∂ρ

∂ t
+

∂ (ρui)

∂xi
= 0 (1)

2. Momentum equation

∂ρui

∂ t
+

∂ (ρuiu j)

∂x j
=

∂

∂xi
(µ

∂u j

∂xi
)− ∂ p

∂x j
(2)

where u is the velocity and x the coordinate location
and where i, j and k are the summation identities ac-
cording Newton’s formula in all three Cartesian co-
ordinate directions. The others t, µ and p are the
time, dynamic viscosity and pressure.

3. Energy equation for fluid region

∂ρT
∂ t

+
∂

∂xi
(ρuiT ) =

∂

∂xi
(

λ f

C f
p

∂ui

∂xi
) (3)

where T is the temperature, Cp is the specific heat
and λ f is the thermal conductivity.

4. Energy equation for solid region

− λs

Cs
p

∂ 2u
∂x2

i
= 0 (4)

To validate how much heat is transferred through the
boundary patch that is connecting the air and solid do-
main, conduction and radiation heat fluxes are calculated
separately on the air. The conduction heat flux is calcu-
lated according to the equation 5.

λ f ∇T = 0 (5)

In this study radiation is calculated with a view factor
model that says that the sum of all view factors from a
given surface, Si, is unity as explained in equation 6

i

∑
n=1

FSi→S j = 1 (6)

To save computational resources an agglomeration
script is ran before the calculation of the view factors. This
means that the surfaces that are in the same plane and next
to each other are embedded together because their view
factors can be assumed to be equal. Then matrix system
in equation 7

Qrad =C−1b (7)

where C calculates the ratio between reflection and ab-
sorption and b is the emissivity matrix as follows.

b = Aeb−Ho (8)

Where A is the view factor matrix that takes into account
the agglomeration calculation and eb is the emissivity of a
black surface. Ho combines all the external radiation heat
fluxes.

3 Computational model
In this section the computational model, the meshing pro-
cess, solvers used and the grid independence study are il-
lustrated.

3.1 Computational geometry
The simulated domain is divided in to two different re-
gions. The hollow solid beam and the air inside the cavity.
The solver that was used to solve the time dependent tem-
perature equation and the three dimensional laminar flow
field inside the hollow beam is chtMultiRegionFoam. Sec-
ond order accurate upwind schemes where used for the
velocity and temperature field and only first order accu-
rate upwind for all the others. The coupling between mo-
mentum and pressure equation in chtMultiRegionFoam is
solved using PIMPLE algorithm which is a combination
between PISO (Pressure Implicit with Splitting of Op-
erator) and SIMPLE (Semi-Implicit Method for Pressure
Linked Equations) algorithms. For schemes a second or-
der accurate upwind schemes was used for velocity and
temperature equation and a first order upwind scheme was
used for all the others. In figure 1 the computational do-
main on the solid side is illustrated. The boundary patches
are called insulated , the cold wall , the warm wall and
the solid to fluid patch according to the color coding in
the figure.

Figure 1. Illustration of the boundary patches on the solid region
and the geometry variables

Table 1. Geometric dimensions of the hollow beam

Parameter Symbol/unit Value

Length of the beam L/mm 500
Height of the beam H/mm 100
Width of the beam W /mm 100
Thickness of the beam wall t/mm 5
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Because the patches of the meshes that are connecting
the two regions together are not conformal, a interpolative
mapping needs to be used for fields that are communicat-
ing . For this a boundary condition called mappedWall in
OpenFOAM is used. (Foundation, 2017) To define how
the information is mapped between the regions a sample
mode can be chosen and for this study the nearestPatch-
FaceAMI(Arbitrary mesh interface) is used. This means
that the information is exchanged between nearest faces
and if the matching is not identical, weight functions are
used. In figure 2 the computational domain for the air side
is illustrated. The boundary patches are called insulated
and fluid to solid patch as illustrated in the figure.

Figure 2. Illustration of the boundary patches on the fluid region

3.2 Boundary conditions

In the effort of analyzing what is the effect of natural
convection and radiation inside the hollow beam during
a fire, an artificial fire boundary condition is used outside
the beam. In equation 9 the boundary condition ISO-834
curve for the warm wall is illustrated.

θg = 293+345log(8(
t

60
)+1) (9)

in which t is time given in seconds and the illustration of
the curve can be seen figure 3.
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Figure 3. Illustration of the standard fire in equation 9

In this paper the validity of this stand fire boundary con-
ditions or its representation on the real fire is not studied
more thoroughly. This is why an artificial temperature dif-
ference boundary condition between the warm side and
cold side of the beam is used. For this study the cold side
will be kept 50K lower than the warm side.

Table 2. Boundary conditions used for the computational model

Boundary name Boundary condition

Solid region

Warm wall ui = 0,T = standard f ire

Cold wall ui = 0,T = standard f ire−50K

Insulated ends ∂ui
∂xn

= ∂T
∂x = 0

Solid-to-Fluid interface Ts = Tf , −λs
∂Ts
∂n =−λ

∂Tf
∂n

Fluid region

Insulated ends ∂ui
∂x = ∂T

∂x = 0

Fluid-to-Solid interface Ts = Tf , −λs
∂Ts
∂n =−λ

∂Tf
∂n

The temperatures are measured in specific locations on
the air side close to the solid and they are illustrated in
figure 4.
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Figure 4. Illustration of the probe locations in meters

The thermal conductivity for the beam is calculated ac-
cording to equation 10.

λs = 54−0.00333∗T (10)

And the specific heat for the beam is calculated according
to the equation 11.

Cs
p = 425+0.773∗T −0.00169T 2 +0.00000222∗T 3

(11)

For the air side the specific heat capacity used was
C f

p = 1000 J
kgK , Prandtl number 0.7 and for viscosity the

sutherland approximation formula is used with the refer-
ence temperature being 110.4K.

3.3 Mesh creation and independence study

Both the air and the solid mesh were created ny using open
source meshing software called Swiftblock (Nogenmyr,
2016) meshing tool. It creates structured meshes by us-
ing Blender. Blender is a 3D modelling software that is
created and developed by the Blender Online Community
(Community, 2017). When the blocking strategy of the
mesh is created in Blender, swiftblock transforms that into
a blockMeshDict which is used by a primitive meshing
software called blockMesh in OpenFOAM package to fi-
nally create the computational mesh used by OpenFOAM.
(Foundation, 2017) Illustration of the meshing strategy
and the boundary layers at the wall in figure 5

Figure 5. Illustration of the mesh structure in both fluid and
solid regions

To validate that the computed results are independent
on the mesh size a grid independence study was done for
the mesh inside the hollow beam. Four different mesh
sizes where studied and with all of them the ratio between
the biggest cell size and the y-value at the wall was kept
3. The results can be seen in figure 6 where the convective
heat transfer from the lower side of the beam is plotted
against the time.
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Figure 6. Convective heat flux at the lower side wall with: 5k
, 27k , 64k and 192k meshes

From the results the conclusion was made that 64000
cells was sufficient amount of cells to capture the turbu-
lent scales of natural convection inside the beam. No tur-
bulence models was used in the simulations.

4 Results and Discussion
In this section the wall heat flux through the boundary
fluid to solid patch is calculated and compared between

the case where the momentum equation is calculated and
the case where the velocity field is frozen and not cal-
culated through the calculation. Two differen wall heat
fluxes are calculated, the other one being the flux cause by
conduction and convection and is calculated according to
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the equation 5 and the other one being the radiation heat
flux coming from other surfaces and is calculated accord-
ing to the equation 7. In figure 7 these wall heat fluxes
through the lower side of the air domain is shown.
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Figure 7. Wall heat flux through the lower side of the beam; con-
duction and convection , conduction with frozen flow ,
radiation and radiation in the frozen flow

The convection can be seen to dominate in the first 50
seconds of the computation but radiation will be increas-
ing as the temperature level rise. The convection and con-
duction can be seen to converge after the 200 seconds,
convection and conduction being 5.5 watts and only
the conduction in the frozen flow simulation being
around 0.55 watts.

The right side of the beam and the heat fluxes through
that patch can be seen in figure 8.
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Figure 8. Wall heat flux through the right side of the beam; con-
duction and convection , conduction with frozen flow ,
radiation and radiation in the frozen flow

The combined convection and conduction and only
conduction in the frozen flow simulation can be seen
to be almost equal during the first 400 seconds. The value
for conduction in the frozen flow simulation being
2.22 watts. The radiation heat flux in both of these cases
can be seen to increase as the temperature increases and
the absolut value being slightly higher for the case with
the convection included in the simulation.

The different heat fluxes through the upper side of the
beam are of course negative because the heat is going out
from the air domain and the values can be seen in figure 9.
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Figure 9. Wall heat flux through the right side of the beam; con-
duction and convection , conduction with frozen flow ,
conduction with frozen flow , radiation and radiation
in the frozen flow

Through the upper side of the cavity, inside the beam,
the convection and conduction can be seen to converge af-
ter the first 200 seconds, convection and conduction
being −10.8 watts and only the conduction in the frozen
flow simulation being around −4.2 watts. The radi-
ation in the convection case and the radiation in the
frozen flow case are increasing as the temperature is
increasing. The sign of course being opposite because of
the opposite direction of the heat.

To show what is the difference in the temperature be-
tween the case with convection, and the one without, the
results can be seen in figure 10.
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Figure 10. Temperatures in the air in the probe locations ac-
cording to the figure 4: Lower side , lower side frozen flow

, upper side and upper side frozen flow

The temperatures are pretty close to each other but the
ones in the with convection are slighty higher than the
ones wihtout.
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To illustrate that the temperature field and the wall heat
flux fields inside the beam are not constant during the fire
the figure 12, figure 11 and figure 13 are presented.

Figure 11. Illustration of the non-constant wall heat flux inside
the beam when t = 400s

As can be seen from the figures, inside the beam a wan-
dering recirculation zone is travelling as the simulations
continues. The size of this travelling vortex is around the
size of the hydraulic diameter of the insides of the hollow
beam.

Figure 12. Illustration of the non-constant temperature field in-
side the beam when t = 400s

Final illustration of the non-constant temperature field
we look at the velocity field in the middle of the beam
where x = 0.25m in figure 13.

Figure 13. Illustration of the velocity field inside the beam when
t = 400s and x = 0.25m

5 Conclusions
In this study the effect of natural convection inside the hol-
low beam in a standard fire was studied. A conjugate heat
transfer solver in OpenFOAM was used and all the meshes
were created with open source software. To simulate what
is the effect of solving the momentum and pressure equa-
tion inside the beam the case was solved with the equation
and without as a frozen flow field simulation. The key
findings were as follows.

1. In the beginning the convection and conduction are
dominating the heat transfer.

2. After 100 seconds the radiation heat transfer is equal
to the conduction and convection.

3. On the lower side of the beam the convection heat
transfer is 5 times higher than conduction in the sim-
ilar case with a frozen flow field simulation.

4. After 400 seconds of simulation, the radiation heat
transfer is double to the amount of convection and
will keep increasing as the temperature increases
with the propagating fire.

As depicted in figures 11 and 12, the internal heat
transfer due to non-constant ambient temperature field
causes fluid temperature variations that are meaningful
when compared to ambient temperature differences. In
future studies, this phenomenon will be investigated in the
context of practical steel joints.
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Abstract 
The objective of this study was using computational 

fluid dynamics simulation with OpenFOAM to study the 

fluidization properties for four types of particles 

classified as Geldart A, B, C and D. Fluidization regimes 

were studied for particles with the same density but 

different diameters. The particle diameters were selected 

based on Geldart’s classification of particles. The 

simulation results were validated against experimental 

data. Pressure gradient, flow regime change, bubble rise, 

bubble splitting and bed expansion were studied for all 

four types of particles for different superficial velocities. 

Group-B and D particles easily produced bubbles. 

However, Group-C and A particles gave very high bed 

expansion, and no clear bubbles were observed. Bed 

with the Group-D particles, the bubbles was large and 

some of the bubbles reached the diameter of the bed. 

Group-B particles gave smaller and on average more 

stable bubbles than Group-D particles. There was no 

bubble formation from Group-C and Group-A until the 

inlet superficial velocity was 25 times and 5 times larger, 

respectively, than their minimum fluidization velocities. 

Keywords: Fluidization, bubble, Geldart’s 
classification, pressure gradient, flow regimes, 

OpenFOAM   

1 Introduction 

The gas-solid fluidization process can be divided into 

two basic steps: the packed bed and the fluidization 

regime. The packed bed pressure drop can be explained 

using the Ergun equation up to a minimum fluidization. 

The pressure drop across the fluidization flow regime 

can be explained using the mixture momentum balance 

equation. At the minimum fluidization condition, the 

buoyant force and the drag force are equal and  balance 

each other in opposite directions (Gidaspow, 1994). 

According to Geldart’s classifications of powder, 

uniformly sized powders can be classified into four basic 

types: aeratable (Group-A), bubbling (Group-B), 

cohesive (Group-C) and spoutable (Group-D), (Geldart, 

1972). Group-A particles show considerable bed 

expansion before the bubbles appear. Group-B particles 

give bubbles as soon as the gas velocity exceeds the 

minimum fluidization condition (Kunii & Levenspiel, 

1991). The agglomerate diameter of Group-A particles 

depends upon a force balance between cohesive, drag, 

gravity, and collision forces (Motlagh et al., 2014). 

Group-C particles have difficulties in rising due to the 

inter particle forces that are stronger than the fluid forces 

exerted on particles (Gidaspow, 1994).  Group-D 

particles give a slower bubble rise velocity than the gas 

velocity (Kunii & Levenspiel, 1991). (Wang X. et al., 

2007) showed that Nano-sized particles possess both 

Group-A and Group-B behavior. Group-B bubbles, 

which are at the interface between dense phase and 

freeboard, affect bed collapse time (Pei et al., 2009). 

(Pandit et al., 2005) found that high bed expansion 

happens at the particle size boundary between Group-A 

and B. (Alavi & Caussat, 2005) found that the 

fluidization behavior improved for the highest vibration 

strengths. (Zhang et al., 2008) simulated Group-A and 

B particles using a commercial computational fluid 

dynamics (CFD) tool. There are a number of CFD 

studies on the gas-solid fluidization. However, few open 

source CFD studies about all four types of Geldart’s 

groups of particles are published. In this work, all four 

types of particles were simulated using OpenFOAM 4.0, 

2-D simulations. The standard “twoPhaseEulerFoam” 

model was used for the simulations. All the four particle 

types were studied with respect to of pressure gradients, 

flow regime changes, bed expansion, bubble formations 

and bubble rises. 

2 Numerical models  

The Euler-Euler model was used to simulate both 

phases. In this approach, the sum of phase volume 

fractions equals unity and the phase volume fraction is a 

continuous function of space and time (Rusche, 2002).  

𝛼𝑔  +  𝛼𝑠 =  1 (1) 

     

Here, 𝛼 is the volume fraction and subscripts 𝑔 and 𝑠 

indicate gas and solid phases. Continuous phase velocity 

varies significantly over the volume when the flow 

becomes turbulent. Therefore, average velocities are 

introduced in the continuity equation (Crowe et al., 
2011),  
𝜕𝜌𝑔𝛼𝑔

𝜕𝑡
+ ∇ . (𝜌𝑔𝑈̅𝑔𝛼𝑔) = 0. (2) 
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The 𝑥 momentum equation for continuous phase can be 

given as (Rusche, 2002) and (Crowe et al., 2011). 

𝜕𝜌𝑔𝛼𝑔𝑢̅𝑔

𝜕𝑡
+ ∇ ∙ (𝛼𝑔𝜌𝑔𝑢̅𝑔𝑈̅𝑔)

= −𝛼𝑔

∂p̅

∂x
+ ∇ ∙ 𝜏𝑔̅,𝑥

+ 𝛼𝑔𝜌𝑔𝑔𝑥 + M̅𝑔,𝑥 
 

(3) 

 

Here, 𝑢̅𝑔 is the 𝑥 directional velocity of the continuous 

phase, 𝜌𝑔 is the density of the continuous phase, 𝑈⃗⃗ 𝑔 is 

three dimensional velocity components of the 

continuous phase, p̅ is the pressure, 𝜏̅𝑔,𝑥 is the 𝑥 

component Reynold average stresses, 𝑔𝑥 is the 

acceleration of gravity in the 𝑥 direction, M̅𝑔,𝑥 is the 

average interface momentum transfer term per unit 

volume,    

M̅𝑔,𝑥  =   𝐹𝑑 + 𝐹𝑙 + 𝐹𝑣𝑚 + 𝐹𝑜 
 

(4) 

 

Here,  𝐹𝑑 is the drag force, 𝐹𝑙 is the lift force, 𝐹𝑣𝑚 is the 

virtual force and 𝐹𝑜 is the other force. Lift force, virtual 

force and other forces were neglected. The drag force for 

unit volume is,  

F𝑑 = 𝛽′(𝑣𝑠 − 𝑣𝑔)    
 

(5) 

 

The friction coefficient between fluid and solid (𝛽′) 

(Gidaspow, 1994) depends on 𝛼𝑔: 

if 𝛼𝑔 < 0.8, Ergun’s formula applies, 

𝛽′ = 150 
𝛼𝑠

2𝜇𝑔

𝛼𝑔 (𝑑𝑝∅𝑠)2
+ 1.75

𝜌𝑔|𝑣𝑔 − 𝑣𝑠|𝛼𝑠

∅𝑠𝑑𝑝
, (6) 

 

while if 𝛼𝑔 > 0.8, Wen and Yu’s formula applies, 

𝛽′ =
3

4
𝐶𝐷

𝛼𝑔|𝑣𝑔 − 𝑣𝑠|𝜌𝑔𝛼𝑠

𝑑𝑝
 𝛼𝑔

−2.65. (7) 

 

Here, 𝜇𝑔  is the gas viscosity and the drag 

coefficient(𝐶𝐷) depends on Reynold’s number: 

 

if 𝑅𝑒𝑠 < 1000, 

𝐶𝐷 = 
24

𝑅𝑒𝑠

(1 + 0.15(𝑅𝑒𝑠)
0.687), (8) 

 

 

if 𝑅𝑒𝑠 ≥ 1000, 

𝐶𝐷 =  0.44. (9) 

 

Here, 

𝑅𝑒𝑠 = 
𝛼𝑔𝜌𝑔|𝑣𝑔−𝑣𝑠|𝑑𝑝

𝜇𝑔
. (10) 

 

The restitution coefficient, which evaluates the particle-

particle collision, was 0.8. The Johnson-Jackson model 

calculates friction stress between wall and particles. The 

minimum fluidization velocity (𝑢𝑔,𝑚𝑓) is  

𝑢𝑔,𝑚𝑓 = 
𝑑𝑝

2(𝜌𝑝− 𝜌𝑔)𝑔

150𝜇𝑔

𝛼𝑔,𝑚𝑓
3 ∅𝑝

2

𝛼𝑠,𝑚𝑓
. 

 

(11) 

Here, 𝑑𝑝 is the particle diameter, 𝜌𝑝 is the density of the 

particle, ∅𝑝 is the sphericity of the particle. Maximum 

bubble size (𝑑𝑏,𝑚𝑎𝑥) according to Mori and Wen (Kunii 

& Levenspiel, 1991) is  

𝑑𝑏,𝑚𝑎𝑥 = 0.65(
𝜋

4
𝑑𝑡

2(𝑢0 − 𝑢𝑚𝑓))
0.4

. (12) 

 

Here, 𝑑𝑡 is the channel width. According to the Grace 

correlation (Gidaspow, 1994), a single bubble velocity 

(𝑢𝑏𝑟), 

𝑢𝑏𝑟 = 0.711 √𝑔𝑑𝑏. (13) 

 

The velocity of bubbles in a bubbling bed is 

𝑢𝑏 = 𝑢0 − 𝑢𝑚𝑓 + 𝑢𝑏𝑟. 
 

(14) 

Here, 𝑑𝐵 is the average bubble diameter and 𝑢0 is the 

inlet gas velocity.  

2-D simulations were done using the open source CFD 

code OpenFOAM 4.0. The forward Euler method was 

used for the time discretization. Pressure-velocity 

coupling was solved by the pressure implicit with 

splitting of operators (PISO) algorithm with second 

order upwind correction.    

 

Grid size (mesh resolution) is a critical factor for the gas-

solid two fluid method (TFM). Grid size needs to have 

sufficient scale resolution to accurately predict the bed 

expansion (Wang J. et al., 2011). When the grid size is 

smaller than 10 times the particle diameter, a 

homogenous drag model reached its asymptotic results 

(Lu et al., 2009). The simulations failed to predict 

Geldart’s A particle when using a fine mesh (Lu et al., 

2011) and (Wang J. et al., 2009). Therefore, 7 mm 

minimum cell size mesh was used for 1.5 mm maximum 

size particle diameter.    

 

3 Physical properties of gas-solid 

system  

Table 1 shows physical properties of the particle groups. 

Particle density and fluid density were constants for the 

groups. Corresponding particle diameters were selected 
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based on Geldart’s powder classification diagram 

(Geldart, 1972).   

Table 1. Physical properties of gas-solid system   

Parameters Group-
A 

Group-
B 

Group-
C 

Group-
D 

Particle diameter, 𝑑𝑝, 

(µm) 

60 350 15 1500 

Particle density, 𝜌𝑠, 
(kg/m3) 

2500 2500 2500 2500 

Fluid density, 𝜌𝑔, 

(kg/m3) 

1.225 1.225 1.225 1.225 

Calculated minimum 
fluidization velocity, 
𝑢𝑔,𝑚𝑓, (m/s)  

0.0035 0.15 0.00024 2.4 

4 Results and discussion  

Results were categorized for each group as a 

comparison. Pressure gradient across a bed was 

calculated as an average pressure difference between 

two points in the bed, which were 30 mm and 235 mm 

vertical height from the bed bottom. The average 

pressure was calculated as an area average pressure.  The 

channel with was 0.084 m and channel height was 

different depending on the expansion of the groups.  

4.1 Group-A  

4.1.1 Pressure gradient  

The pressure gradient increased proportionally with the 

inlet superficial velocity until the minimum fluidization 

velocity was reached. At minimum fluidization, the 

packed bed gave a maximum pressure gradient as shown 

in Figure 1. The minimum fluidization velocity was 

0.006 m/s. (Ye et al., 2005)) also observed a similar 

pressure drop pattern with the inlet superficial velocities 

for Group-A particles.   

    

4.1.2 Fluidization regimes  

Figure 3 shows bed expansions with different inlet 

superficial velocities. There was no considerable bed 

expansion before the minimum fluidization velocity was 

reached. However, after the minimum fluidization, the 

bed expanded considerably. Here, the dense phase was 

gradually transitioned into the dilute phase. There was 

no bubble formation until the inlet superficial velocity 

was five times higher than the minimum fluidization 

velocity. This bubble less  bed expansion behavior was  

also  observed by (Wang X. et al., 2007).  However, 

when the inlet velocity was further increased, the airflow 

tried to create flow channels in the expanded bed. 

(Karimipour & Pugsley, 2010) also observed a similar 

behavior, when the bed expanded, it gradually 

compromised into a normal bubbling bed.                                 

4.2 Group-B 

4.2.1 Pressure gradient 

Figure 4 shows pressure gradient variation with the inlet 

superficial velocity. The pressure gradient gradually 

increased until minimum fluidization occurred, and then 

it became (on average) constant. The minimum 

fluidization velocity was 0.16 m/s in the experiment and 

0.18 m/s in the simulation. The average particle diameter 

was 350 µm in the experiment (Thapa & Halvorsen, 

2013). However, in the simulation only 350 µm diameter 

particles was used. This could be the reason for having 

a little difference between the simulation result and the 

experimental result. 
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Figure 1. Group-A particles pressure-gradient variation with the inlet superficial velocity 
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Figure 2.  Color map for Figure 3, 5, 6, 7, 9, 11 and 12. 

Value zero (dark blue) represents the gas and value one 

(dark red) represents the solid.   

 

             
    

   (a)     (b)    (c)    (d)    (e)     (f)     (g)   (h)    (i)      (j) 

     

Figure 3. Solid volume fraction with different inlet 

superficial velocities, Geldart’s classification Group-A, 

𝜌𝑠 = 2500 kg/m3, 𝑑𝑝 = 60 µm, the maximum column 

height is 0.8 m ; (a) 0.0026 m/s, (b) 0.0042 m/s, (c) 0.006 

m/s, (d) 0.008 m/s, (e) 0.015 m/s, (f) 0.03 m/s, (g) 0.04 m/s, 

(h) 0.05 m/s, (i) 0.06 m/s, (j) 0.07 m/s   

 

4.2.2 Fluidization regimes  

Figure 5 shows a flow regime change with increase of 

the inlet superficial velocity. The packed bed can be 

considered as a normal packing (neither a dense packing 

nor a loose packing), because the minimum void fraction 

was 0.3564 and the sphericity was equal to one (Kunii 

& Levenspiel, 1991). There is no bubble formation in 

Figure 5.a. This was due to the gas velocity lower than 

the minimum fluidization velocity. Approximate 

minimum fluidization is shown in Figure 5.b. There was 

no bubble formation at this stage. The size of bubbles is 

expanded from Figure 5.c to Figure 5.f. The minimum 

bubbling occurred at the inlet surficial velocity in in 

range 0.2 m/s to 0.25 m/s. Figure 5.f shows a slug 

formation. A spouted bed behavior is shown in Figure 

5.g. The spouted bed behavior was occurred, when the 

inlet superficial velocity was five times larger than the 

minimum fluidization velocity.  

4.2.3 Bubble formation and rise   

Figure 6 shows a bubble formation from the bottom of 

the bed and travel until the top of the bed. The bubble 

size increased gradually with time. The circular shape of 

the bubble changed into an elliptical shape at the end. 

This was due to the lower hydrostatic pressure applied 

to the bubble at the top of the bed. The average bubble-

rise velocity from the formation to the end was 0.426 

m/s (for the inlet superficial velocity 0.35 m/s), which 

was higher than the gas inlet velocity and higher than the 

minimum fluidization velocity. The diameter of the 

bubble varied from 0 mm to 42 mm. Here, the average 

bubble size was 50% of the bed diameter. According to 

Equation-14, the calculated average bubble-rise velocity 

was 0.482 m/s, which was approximately equal to the 

simulation result. Most of the bubbles rise faster than the 

inlet superficial gas velocity (Geldart, 1972). The high 

bubble velocity is due to the low void fraction in the bed. 

These low voidages support to rise the bubbles faster 

than the inlet superficial velocity. Increase or decrease 

of bubble diameter depends on the balance of 

coalescence and splitting frequencies (Horio M & 

Nonaka A, 1987).  Group-B particle showed higher 

mixing than Group-A particles due to the more bubbles 

in the bed. 

4.2.4 Bubble splitting  

Figure 7 shows the bubble-splitting behavior. Here, 

dense phase particles collapsed onto the bubble and 

because of this, the bubble splits into two. Other bubbles 

and wall effects were also reasons to the bubble splitting.    

 

4.3 Group-C 

4.3.1 Pressure gradient 

There are very few simulations related to Group-C 

particle fluidization found in literature. There is a real 

practical difficulty of the simulations, which takes 

higher simulation time due to very small velocities at 

minimum fluidization. In this study, a time step of 10-4 s 

was used for the simulations. Figure 8 shows pressure 

gradient variation with the inlet superficial velocity for 

Group-C particles. The minimum fluidization velocity 

was 3.75×10-4 m/s.  

 

4.3.2 Flow regimes  

Group-C particles behaved as a fluid as shown in Figure 

9 and it gave the higher flow behavior compared to the 

other groups. Even though the inlet superficial velocity 

was 25 times larger than the minimum fluidization 

velocity, there was no bubble formation. This was due 

to the high cohesive properties of Group-C particles. 

Due to strong extra inter-particle forces, bubble 

formation does not occur in beds with Group-C particles 

0 m 

0.8 m 
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(Yao et al., 2002). However, the standard 

“twoPhaseEulerFoam” does not include the cohesive 

forces. 

 

 

                

 

        (a)         (b)       (c)       (d)       (e)        (f)        (g) 

Figure 5. Solid volume fraction with different inlet 

superficial velocities, Geldart’s classification, Group-B, 

𝜌𝑠 = 2500 kg/m3, 𝑑𝑝 = 350 µm, the maximum column 

height is 1.4 m ; (a) 0.05 m/s, (b) 0.2 m/s, (c) 0.25 m/s, (d) 

0.3 m/s, (e) 0.4 m/s, (f) 0.45 m/s, (g) 1.0 m/s   

4.4 Group-D 

4.4.1 Pressure gradient 

Figure 10 shows the pressure gradient variation with the 

inlet superficial velocity. The minimum fluidization 

velocity was 1.15 m/s and the pressure gradient in the 

bed was 2600 Pa.   

 

         
       (a)     (b)    (c)    (d)     (e)    (f)     (g)    (h)    (i) 

Figure 6. Bubble formation and rise vs. time, 𝑑𝑝 =

350 µm,𝑣 = 0.35 m/s; (a) t = 2.5 s, (b) t = 3.0 s, (c) t = 3.5 

s, (d) t = 4.0 s, (e) t = 4.5 s, (f) t = 5.0 s, (g) t = 5.5 s, (h) t 

= 6.0 s, (i) t = 6.5 s 

 

     
          (a)         (b)         (c)            (d)      

Figure 7. Bubble splitting, 𝑑𝑝  =  350 μm, 𝑣 =  0.35 m/s; 

(a) 𝑡 =  2.5 s, (b) 𝑡 =  3.0 s, (c) 𝑡 =  3.5 s, (d) 𝑡 =  4.0 s  
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Figure 4. Group-B pressure-gradient variation with the inlet superficial velocity, the experimental result from (Thapa & 

Halvorsen, 2013).   
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         (a)   (b)   (c)   (d)   (e)   (f)   (g)   (h)   (i)    (j) 

Figure 9. Solid volume fraction, Geldart’s classification, 

Group-C, 𝜌𝑠 = 2500 kg/m3, 𝑑𝑝 = 15µm, the maximum 

column height is 1.4 m; (a) 0.00014 m/s, (b) 0.00027 m/s, 

(c) 0.0004 m/s, (d) 0.0008 m/s, (e) 0.001 m/s, (f) 0.002 m/s, 

(g) 0.003 m/s, (h) 0.004 m/s, (i) 0.005 m/s,  (j) 0.01 m/s 

after 380 s 

 

4.4.2 Flow regimes  

Figure 11 shows solid volume fraction change with 

increase of the inlet superficial velocity. Flow behavior 

was similar with Group-B particles. However, bubbles 

were not stable as for Group-B and they were splitting 

faster. Back mixing was slower compared to Group-B 

particles (Geldart, 1972).  

 

4.4.3 Bubbles formation  

The shapes of the bubbles changed rapidly. The average 

size of the bubbles is larger than the average size of 

Group-B bubbles. The bubbles were very unstable at the 

top of the bed. There were large openings of bubbles at 

the top of the bed as shown in Figure 12. The average 

bubble size was 0.07 m, which was approximately equal 

to the width of the column (𝑑𝑡  =  0.082 m). The 

calculated average bubble-rise-velocity was 1.04 m/s 

from Equation-14. However, the simulated average 

bubble rise velocity was 0.4 m/s. Group-D bubbles rose 

at lower speed than the inlet superficial velocity. This is 

due to Group-D bubbles being comparatively larger and 

this creates higher voidages to rise the gas compared to 

the other groups.   
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Figure 8. Group-C particles pressure-gradient variation with the inlet superficial velocity 
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0 m 

0.8 m  

       

 

      (a)         (b)        (c)       (d)      (e)        (f)         (g) 

Figure 11. Solid volume fraction after 70 s, Geldart’s 

classification, Group-D, 𝜌𝑠 = 2500 kg/m3, 𝑑𝑝 =

1500µm, the maximum column height is 0.8 m; (a) 0.8 

m/s, (b) 0.9 m/s, (c) 1.1 m/s, (d) 1.3 m/s, (e) 1.5 m/s, (f) 2.0 

m/s , (g) 2.5 m/s 

5 Comparison of Group-A, B, C, and 

D 

5.1 Bed expansion 

Figure 13 shows bed expansion with the inlet superficial 

velocity for the all four particle groups. The bed 

expansion factor was defined as 
ℎ

ℎ𝑚𝑓
. Here ℎ was the bed 

height and ℎ𝑚𝑓 was the bed height at the minimum 

fluidization. The expansions were considered until the 

bubble formation occurred. Group-C particles showed 

the highest bed expansion ratio, which was 1 to 2.5 

times. Group-A particles showed a bed expansion 1 to 

2.1 times. Group-B particles showed a bed expansion 1 

to 1.2 times. Group-D particles gave lowest bed 

expansion that was 1 to 1.05 times. Group-C expanded 

with the smallest velocities and Group-D expanded with 

the largest velocities.  

 

           

  (a)    (b)     (c)    (d)    (e)     (f)    (g)   (h)    (i)    (j)      (k)         

Figure 12. Bubble formation and rise of Group-D 

particles,𝑑𝑝 = 1500µm, 𝑣 = 1.6 m/s; (a) t = 1.55 s, (b) t 

= 1.72 s, (c) t = 1.80 s, (d) t = 1.91 s, (e) t = 2.05 s, (f) t = 

2.13 s, (g) t = 2.18 s, (h) t = 2.23 s, (i) t = 2.28 s, (j) t = 2.32 

s, (k) t = 2.38 s      
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Figure 10. Group-D particle pressure-gradient variation with the inlet superficial velocity 
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5.2 Void fraction at the minimum 

fluidization  

The void fraction at the minimum fluidization is an 

important parameter for many calculations. Table .2 

gives minimum fluidization velocity (𝑢𝑚𝑓), bed height at 

the minimum fluidization (ℎ𝑚𝑓) and void fraction at 

minimum fluidization (𝛼𝑚𝑓). The minimum allowable 

void fraction was defined as 0.3564 during the 

simulations. The void fraction at minimum fluidization 

was calculated as the average void fraction in a packed 

bed.   

 

Table 2. Simulated results at minimum fluidization for all 

the four groups    
 

Group-A Group-B Group-C Group-D 

𝑑𝑝(µm) 60 350 15 1500 

𝑢𝑚𝑓(m/s) 0.006 0.19 0.000375 1.15 

ℎ𝑚𝑓 (mm) 255 263 256 259 

𝛼𝑚𝑓 0.4427 0.4539 0.4467 0.4565 

 

6 Conclusions  

Group-A and -C particles show bubble-less bed 

expansion. Group-C particles show the highest bed 

expansion ratio and Group-D particles show the lowest 

bed expansion ratio, respectively 2.5 times and 1.05 

times, before bubble formation. A higher average bubble 

size occurs in Group-D particles than Group-B particles. 

Group-A and Group-C particles are less prone to mixing 

than Group-B and Group-D particles due to less bubble 

formation. Group-C particles show higher flow 

properties than the others. The minimum fluidization 

velocities become gradually smaller from Group-D, B, 

A to C.  
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Abstract 
A rotating cylinder (RC) is a common type of reactor 

used in the industry, the most typical example being a 

cement kiln. The particle flow pattern inside such a unit 

is necessary for the mass and energy transfer, and this 

flow pattern depends on the operational Froude number 

and the degree of filling. The main aim of this study is 

to compare the simulation results from OpenFOAM and 

Fluent applying a Eulerian multiphase flow modeling 

concept to study the behavior of dense particle gas 

mixtures under different operational conditions. Six 

different flow patterns are simulated, varying the degree 

of filling from 10 to 45 % and the Froude number from 

0.0001 to 5. OpenFOAM is capable of producing results 

very close to those generated with Fluent, and both 

software appears to be suitable for simulating the RC 

dense particle flow using the Eulerian approach.  
 

Keywords: Particle flow, OpenFOAM, Fluent, Rotating 
cylinder, Froude number 

1 Introduction 

The behavior of particles inside a rotating cylinder 

(RC) has a significant influence on the mass and energy 

transfer, both in the solids phase and between the solids 

and the surrounding medium [1-4]. A cement kiln is a 

typical example of a RC which has mass and energy 

transfer between the phases [5, 6]. Six different flow 

patterns can be identified, depending on the degree of 

filling and the rotational speed; slipping, slumping, 

rolling, cascading, cataracting and centrifuging [2, 7].  

Such flow patterns have previously been simulated 

by some of the authors using the CFD software Fluent, 

applying the Eulerian approach to model both the 

particle phase and the gas phase [8].  

OpenFOAM is an open source CFD toolbox that can 

be downloaded and used free of charge1. The 

OpenFOAM solver “twoPhaseEulerFoam” can be used 

to model incompressible fluid phases, such as one 

particle phases and one gas phase. This approach applies 

the Eulerian conservation equations for both the gas and 

the solids phases, meaning that the phases are modeled 

as interpenetrating continua [2, 9, 10].  

1 www.openfoam.com 

The purpose of the current study is to investigate the 

ability of OpenFOAM to map the flow pattern 

mentioned above and to compare the simulation results 

with those from Fluent simulations.  

2 Theoretical background  

Heydenrych [7] studied the flow pattern inside a RC 

for particles in size range 0.1-10 𝜇𝑚. The flow pattern 

depends on the degree of filling and the Froude number 

(𝐹𝑟). The degree of filling can be expressed as the ratio 

𝐻/𝑅, i.e. bed depth 𝐻 (𝑚) to cylinder radius 𝑅(𝑚). The 

Froude number is a function of the rotational speed 𝜔 

(
𝑟𝑎𝑑

𝑠
), the cylinder radius and the gravitational constant, 

𝑔 (9.81 
𝑚

𝑠2): 

 

 𝐹𝑟 =
𝜔2𝑅

𝑔
             (1)  

 

Six different flow patterns can be mapped into the 

𝐹𝑟-𝐻/𝑅 space based on the particle behaviour: Slipping 

slumping, rolling, cascading, cataracting and 

centrifuging [7, 8], see Figure 1. 

 

 

Figure 1. Flow regime as a function of operational 

conditions [7]. 

A particle bed in motion may have an active and a 

passive layer. When the cylinder rotates, the particles 

adjacent to the wall obtain some velocity. Other 

particles are located at a distance from the cylindrical 

wall and stay stagnant [2, 7, 11, 12]. The particle layer 
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that gains some velocity due to the cylindrical wall 

rotation is called the active layer, whereas the stagnant 

layer of particles is referred to as a passive layer. When 

the rotational speed increases, the active layer thickness 

increases. An illustration of active and passive layers is 

shown in Figure 2. 

 

 

    Figure 1. The active and passive layers development in 

an RC. 

2.1 Basic Flow patterns 

     The six different basic flow patterns are described in 

this section. 

2.1.1 Slipping 

The slipping mode can be observed for 𝐻/𝑅 < 0.15 

and 𝐹𝑟 < 0.001. In the slipping mode, the active layer 

shows very little particle movement [7, 13], and the 

active layer is very thin compared to the passive layer, 

see Figure 3. In other words, the passive layer is 

predominant in this flow mode. As a result, the particle 

mixing, the mass trasfers and the heat transfer between 

paticles and between gas and particles is at a minimum.  

 

 

Figure 3. The slipping mode. 

2.1.2 Slumping 

If 𝐹𝑟 is kept below 0.001, but 𝐻/𝑅 is increased above 

0.15, the particle bed tends to move with the moving 

wall, but then at a some elevation the particles suddenly 
collapse and move back towards the initial position [13], 

see Figure 4. Due to the slumping behavior, the bed is 

predominantly a passive layer, hence slumping is not 

very usable in industrial applications.  

 

 
Figure 4. The slumping mode.  

2.1.3 Rolling 

When 𝐹𝑟 increases to the range 0.001-1 and 𝐻/𝑅 is 

in the range 0.05-0.35, the rolling mode can be 

observed.  

In the rolling mode, particles close to the cylindrical 

wall moves with the wall to a certain elevation and then 

roll back on the surface of the bed. As a result, a circular 

bed movement can be observed in the rolling mode, see 

Figure 5. Due to this circular particle motion, most of 

the particles touch the cylinder bottom and the upper 

surface during operation, meaning that the active layer 

is dominant. Subsequently, the transfer of heat and mass 

between particles and between gas and particles is 

increased.   

For typical industrial operations like that of a cement 

kiln, the rolling mode is used [1, 5]. According to the 

Nielsen, et al. [5] a cement kiln is operated at 3-4 rpm. 

 

 
Figure 5. Rolling mode.  

2.1.4 Cascading 

When the degree of filling increases to a certain level 

above that of the rolling mode, the cascading mode can 

be seen [11, 13]. In this mode, the active and passive 

layers are difficult to distinguish from each other.  

In the cascading mode, the particles show a stronger 

accumulation on the elevated side, and the top layer of 

the particle bed moves more compared to the rolling 

mode, see Figure 6. The cascading mode actually gives 

maximum mixing and maximum mass and heat transfer. 
However, since this operation mode consumes extra 

energy, it is usually not considered the optimal solution.  
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Figure 6. The cascading mode.  

2.1.5 Cataracting 

For 𝐹𝑟 > 1 and high 𝐻/𝑅 values, the cataracting 

mode occurs [7, 11], see Figure 7. The cataracting mode 

can be seen in RCs operating at high rotational speeds. 

The cataracting mode has free falling particles at the 

elevated end of the cylinder, see Figure 7. Such a flow 

pattern gives improved mixing with gas phase inside the 

cylinder. However, the cataracting mode is not be 

considered a viable option in the industrial applications 

as the operational range is very narrow and the rotational 

speed must be very high.  

 

 
Figure 7. Cataracting mode. 

2.1.6 Centrifuging 

A further increase in 𝐹𝑟 will give the centrifugal 

mode. In this mode, most of the particles are pressed 

towards the cylindrical wall due to the centrifugal force, 

see Figure 8. This mode requires extremely high 

rotational speeds. In the centrifugal mode the active 

layer is dominant.  

For normal industrial operations, in which particle 

mixing and heat transfer are expected, the centrifugal 

mode is not used. However, it may be utilized in some 

applications, such as drying or separation of solids from 

a fluid [14]. 

 

 
Figure 8. The centrifuging mode. 

3 Simulation study 

In this study, OpenFOAM (version 4.1) and ANSYS 

Fluent (release 16.2) were used, applying the Euler-

Euler approach, in which a set of continuity and 

momentum equations was solved for each phase. This 

means that gas and solids phases are modeled as two 

interpenetrating continua [2]. The method is based on 

property averaging in the time domain, where the local 

instantaneous balance of each phase is obtained. 

Moreover, time averaging of the fluid flow motion is 

applied; the Reynolds-Average Navier-Stokes (RANS) 

method is used to solve the properties of the turbulent 

flow field [15]. 

The details of the Eulerian model and the particle 

drag model, as well as additional information, are given 

in a previous article by some of the present authors [8, 

16] and are therefore not repeated here.  

The six different flow patterns illustrated in Figure 1 

were simulated using the operational conditions given in 

Table 1.  

In the simulation, a lab-scale RC with a radius of 

0.20 m was considered. The diameter of full-scale 

cement kilns are typically 10-20 times bigger than this, 

but lab-scale RC has been practical to use in verification 

of results simulated with the Fluent software [8]. To 

enable comparison of OpenFOAM and Fluent results, 

the same RC is the basis for the current study. 

In the slipping and slumping modes, the rotational 

speed was low (0.67 rpm), so a relatively long 

operational time (90 s) had to be simulated to make sure 

there was enough time for the flow pattern to develop. 

In the rolling and cascading modes, the rotational speed 

was 10 times higher (6.67 rpm), so the time could be 

reduced by a factor of 10. Moreover, in the cataracting 

and centrifuging modes, the rotational speeds were 

higher by a factor of 10 and 22.5, respectively, so the 

time could be reduced accordingly. 
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Table 1. Simulation parameters (R = 0.20 m). 

Detail Slipping Slumping Rolling Cascading Cataracting Centrifuging 

Degree of 

filling, 𝐻/𝑅 0.10 0.35 0.20 0.45 0.45 0.45 

Rotational 

speed (𝑅𝑃𝑀)  0.67 0.67 6.67 6.67 66.7 150 

Froude 

number 0.0001 0.0001 0.01 0.01 1 5 

Total time 

simulated (s)  90 90 9 9 0.9 0.4 

4 Results and Discussion 

Figure 9 and 10 show the results of OpenFOAM and 

Fluent simulations. The red color in Figure 9 designates 

pure solids, whereas the blue color means no solids (i.e. 

gas only). Colors in between blue and red indicate areas 

where both phases are present. Both the Fluent and 

OpenFOAM simulation results match fairly well the 

outlined slipping mode flow pattern shown in Figure 3.  

 

 

Figure 9. Slipping mode solids fraction (left: 

OpenFOAM, right: Fluent). Red = 100 % solids, 

Blue = 0 % solids. 

The OpenFOAM velocity vectors (Figure 10, left) 

show both the gas phase and the particle phase, while 

the Fluent velocity vectors (Figure 10, right) only show 

the particle phase (this is due to different features of the 

graphics processing procedures in the two software 

packages). The velocity vectors are qualitatively in 

agreement with results from previous studies [6, 12].  

  

 

 

 

 

 

Figure 10. Slipping mode velocity vectors (left: 

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities). 

Figure 11 and 12 shows a comparison of the 

OpenFOAM and the Fluent flow patterns for the 

slumping mode (Figure 4), which appear after an 

increase in filling degree from 10 to 35 %. In Figure 11, 

the particle bed at an elevated point is shown. It is hard 

to capture the exact point at which the particle bed 

collapses.  

 

 

Figure 11. The slumping mode solids fraction (left: 

OpenFOAM, right: Fluent). 

The velocity vectors are shown in Figure 12. 

According to the figure, the particles at the bottom move 

in parallel with the cylindrical wall, and the top of the 

bed has a backward-directed velocity. Moreover, the 

velocity at the top of the bed is higher than the bottom 

velocity. Both simulation software is capable of 

producing results in agreement with the theory. 
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Figure 12. Slumping mode velocity vectors (left:  

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities) 

Figure 13 and 14 shows the rolling mode (Figure 5) 

results that appear after increasing the rotational speed 

by a factor of 10 (from 0.67 to 6.67 rpm) and reducing 

the filling degree slightly (from 35 to 20 %). The 

characteristics of this mode are observed both in 

OpenFOAM and Fluent. 

 

 

Figure 13. Rolling mode solids fraction (left: 

OpenFOAM right: Fluent). 

The velocity vector plots in Figure 14 match each 

other quite well, even if the different graphics 

processing procedures makes the gas phase visible in 

OpenFOAM, but not in Fluent. The bottom particle 

movement and the surface particle movement are both 

visible from the plot, and the velocity vectors are also in 

line with previous studies [6, 17]. 

 

 

Figure 14. Rolling mode velocity vectors (left:  

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities). 

The cascading mode flow pattern is observed in 

Figure 15 and 16. This mode was reached by increasing 

the filling degree from 20 to 45 % (while maintaining 

the rotational speed at 6.67 rpm) and is in line with the 

sketch of the pattern shown in Figure 6. 

 

 

 

 

Figure 15. The cascading mode solids fraction (left: 

OpenFOAM, right: Fluent). 

According to Figure 15, the particles accumulate 

more heavily on the elevated side. The particle elevation 

in this mode is higher than in the rolling mode.  

Velocity vectors are plotted in Figure 16, and 

similarities can be observed. The particle velocity at the 

surface is higher in this mode, as the particle elevation 

is higher than the rolling mode.  

  

 

Figure 16. Cascading mode velocity vectors (left:  

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities). 

An increase in rotational speed by a factor of 10 (from 

6.67 to 66.7) causes the cataracting mode (Figure 7) to 

appear when the filling degree is kept at 45 %, see 

Figure 17 and 18. 

Figure 17 illustrates that both OpenFOAM and Fluent 

simulation results show particle showering down, 

creating a circular type of motion. The OpenFOAM 

contours appear to be particularly illustrative in this 

respect. 
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Figure 17. Cataracting mode solids fraction (left: 

OpenFOAM, right: Fluent). 

The velocity vectors in Figure 18 match each other 

quite closely and also correspond well with results 

reported by Finnie, et al. [17]. 

  

 

Figure 18. Cataracting mode velocity vectors (Left:  

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities). 

Finally, when the rotational speed is increased even 

more (from 66.7 to 150 rpm) while keeping the degree 

of filling unchanged (45 %), the particle bed reaches the 

centrifugal mode (Figure 8).   

Both simulation software shows similar behavior for 

the solids fraction given in Figure 19.  

 

 

   Figure 19. Centrifuging mode solids fraction (left: 

OpenFOAM right:  Fluent).  

 

Figure 20. Centrifuging mode velocity vectors (left:  

OpenFOAM gas and particle velocities, right: Fluent 

particle velocities). 

Also the velocity vector plots in Figure 20 show a 

close match with each other. The particle velocity at the 

wall has the highest velocity, and this is more or less 

equal to the cylindrical wall velocity.  

The flow pattern development in both software for a 

particular case is shown in Figure 21 and Figure 22. The 

centrifugal mode was selected in this demonstration as 

it shows significant differences with time. Images were 

captured at 0, 0.1, 0.2, 0.3, 0.4 𝑠.  

The flow development over time is very comparable 

in OpenFOAM and Fluent. At the very beginning, 

particles are gathered at the bottom of the cylinder at the 

same filling degree. As time proceeds, the particles 

move with the cylindrical wall, and after 0.4 𝑠, a more 

or less circular flow pattern is observed in both Fluent 

and OpenFOAM results. 
It should be mentioned that the OpenFOAM 

simulations converged faster than the Fluent 

simulations, which can be a decisive factor when 

selecting what software to use. As an example,  

OpenFOAM converges to the solution within a day for 

the rolling mode, whereas the Fluent simulation takes 

about a week. Moreover, as the OpenFOAM is an open 

source software, the scripts are easily adjustable and 

easily manipulated by users. Contrary, the Fluent is a 

commercial software and the user has no access to the 

original scripts. The graphical interface in OpenFOAM 

is also very user-friendly. 

 

 

 

 

 
   Figure 21. Flow pattern development over time (OpenFOAM); elapsed time from left to right: 0, 0.1, 0.2, 0.3 and 0.4 s. 
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   Figure 22. Flow pattern development over time (Fluent); elapsed time from left to right: 0, 0.1, 0.2, 0.3 and 0.4 s. 

 

5 Conclusion 

Based on simulations executed with OpenFOAM and 

Fluent, applying the same approach and the same drag 

models, it can be concluded that two software packages 

produce very similar results. The simulated results also 

agreed well with flow patterns described in the 

literature. Hence, for a particular particle diameter, 

different flow regimes in an RC can be mapped in a 

diagram of filling degree vs. Froude number (which in 

turn depends on the rotational speed and the cylinder 

diameter). 

OpenFOAM appears to be faster in producing the 

same results, and the interface is user-friendly. 

However, the two simulation softwares have different 

graphics processing procedures, which makes it difficult 

to generate plots that are directly comparable. 

Based on the study it can be concluded that the Euler-

Euler approach can be successfully utilized in particle-

gas phase simulations and that both software platforms 

can be used for this purpose. 
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Abstract 
Uncertainty in model input parameters propagates 

through the model to make model output imprecision. 

Here, mathematical models used to calculate interfacial 

area and mass transfer coefficient for both random and 

structured packing in a packed bed absorption column 

was studied to investigate the propagation of model 

input parameters of viscosity, density and surface 

tension through the models. Monte Carlo simulation 

was used to examine the uncertainty propagation, and 

expectation E(Y) and standard deviation σ for the model 

output values were determined. This study reveals ±5% 

model output uncertainty for mass transfer coefficient 

and ±3.7% uncertainty for interfacial area for the Onda, 

Bravo and Fair models used in random packings. 

Further, the analysis predicts ±1.3% of uncertainty for 

interfacial area and ±0.8% of uncertainty for mass 

transfer coefficient for the Rocha’s correlations used in 

structured packings.  

Keywords:     uncertainty, absorption, mass transfer, 

interfacial area 

1 Introduction 

A mathematical model is a simplified version of a 

complex phenomenon in which assumptions are made 

during the model derivation to formulate the relations 

between parameters through mathematical equations.    

When input data are not precise, this leads to imprecise 

output results from the model. It is vital to quantify the 

uncertainty in model output to acquire an understanding 

about how accurate the estimated values through 

models. Generally, uncertainties are described by a 

probability distribution (Loucks et al, 2005).  

Uncertainty of a model output is a result of both 

uncertain model structure and parameter values (Loucks 

et al, 2005). In model structure uncertainty, the errors in 

the model structure compared to the real system, 

assumptions and numerical approximations in 

simulation caused to create uncertainty in model output. 

The uncertain estimates of model parameters also make 

the model output uncertain. It is difficult to estimate the 

model structure uncertainty compared to model 

uncertainty caused by the parameter value. Increase of 

precision in model parameters can reduce the parameter 

uncertainty but it does not mean that predictions are 

accurate. 

The analysis of model uncertainty is useful in many 

scientific applications. Krewski et al, (1995) performed 

an uncertainty analysis on physiological models using 

Monte Carlo Simulation. In this study, most of the 

model parameters were assumed to have a nature of the 

doubly truncated normal distribution. Spek et al, (2016) 

discussed improving uncertainty evaluation of process 

models in CO2 capture by using pedigree analysis. A 

study on investigating the effect of process uncertainty 

on the optimal design of a CO2 capture plant was done 

by Bahakim and Ricardez-Sandoval, (2014). The 

intention was to find the most economically feasible 

design for process equipment and acquire optimal 

operating conditions under uncertain conditions. 

Mathias and Gilmartin, (2014) evaluated the effect of 

uncertainty in property models on the simulated 

performance of solvent-based CO2 capture process.  

Gas absorption is a frequently used unit operation in 

gas treating processes. Packed bed absorption columns 

are made of either random or structured packing 

materials. The mass transfer coefficient and the 

interfacial area are the most important parameters 

involved with efficiency of packing materials. There 

have been many attempts to make mathematical models 

to evaluate both mass transfer coefficient and interfacial 

area for the both packing materials.  Physical properties 

of viscosity, density and surface tension have an 

influence on the mass transfer coefficient. Uncertainties 

of those physical properties propagate through the mass 

transfer and interfacial area models to make the 

uncertain model output.  

In this study, model uncertainty U(Y/X) analysis was 

performed to investigate the input uncertainty 

propagation of a selected amine through the mass 

transfer and interfacial area models of the packed bed.  

The mass transfer coefficient and interfacial area of 

random packings are calculated by Onda, Bravo and 

Fair’s models (Onda et al, 1967, Bravo and Fair, 1982). 

Rocha’s correlations are used to calculate the mass 

transfer coefficient of structured packings including 

sheet metal packing (Rocha et al, 1996). The 

uncertainties related to measurements and predictions of 

physical properties were considered as the input 

uncertainties in Gaussian probability distributions. 
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2 Theory 

In the field of gas treating, various mathematical models 

are available to calculate desired physical properties in 

the absorption process. Calculation of gas and liquid 

side mass transfer coefficients and interfacial area of 

packed beds have been highly concerned in many 

research works. Several mathematical models were built 

to approximate those properties using physical 

properties of an absorbent such as density, viscosity and 

surface tension. Most of the available models are based 

on either two-film theory or penetration theory with 

some reasonable assumptions (Wang et al, 2005). 

The model developed by Onda, Bravo and Fair 

(Onda et al, 1967, Wang et al, 2005) is widely used to 

determine the gas and liquid side mass transfer 

coefficients of random packings. The model is given as,  
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For the liquid side, 
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The interfacial area can be determined by, 
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For this study, Rocha’s correlations were considered for 

structured packing (Rocha et al, 1996). 
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The interfacial area is determined by 
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For the models mentioned, physical properties of 

density, viscosity and surface tension in amines were 

considered as input parameters and the uncertainty 

associated with these parameters were taken into 

account for the examination of model uncertainty. This 

analysis mainly focuses on the evaluation of parameter 

uncertainty of the models and uncertainty due to models 

structure will not be discussed here.  

Physical properties can be determined by laboratory 

experiments. In addition to that, it can be determined by 

models, created using experimental data. Both 

approaches deal with some level of uncertainty. 

Eventually, the physical properties are needed to be 

presented with an uncertainty to get an idea about the 

level of accuracy. Table 1 lists some measurement 

uncertainty of viscosity, density and surface tension of 

different amines.  

Guide to the expression of uncertainty in 

measurement (GUM) (JCGM, 2011) discussed the way 

of distributions propagate in mutually independent 

inputs through a model. Figure 1 illustrates the concept 

of propagation of distribution through a model. The 

assigned probability distribution function (PDF) for the 

inputs are represented as )( iX i
g  and model output Y is 

characterized by joint PDF )(Yg .  

During the model validation, the physical properties 

predictions are compared with the measured values to 

observe the model predictability. It gives information 

about deviation between model predictions and actual 

values. This also can be considered as a model 

uncertainty and it contains many uncertainty sources.  

Onda’s correlations for liquid-phase mass transfer fulfill 

±20% of agreement with the large amount of data on 

organic liquids and water (Potnis and Lenz, 1996).    

 
Table 1. Measurement Uncertainty of physical properties 

 

Property Uncertainty 

Viscosity ± 0.015 mPa·s  (95% confident level, 

k=2) (Arachchige et al, 2013)  

± 0.12 mPa·s (95% confident level, 

k=2) (Sobrino et al, 2016)  

Density ± 4.42 kg/m3 ( 95% confident level, 

k=2)(CO2 loaded solution) (Jayarathna 

et al, 2013)   

±0.05 kg/m3 (Standard uncertainty) 

(CO2 loaded solution) (Amundsen et 

al, 2009)  

Surface  

tension 

± 0.02 mN/m (accuracy) (Vazquez et 
al, 1997)  

± 1.2 mN/m ( 95% confident level, 

k=2) (Jayarathna et al, 2013)    

 

 

DOI: 10.3384/ecp17138144 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

145



Nookuea et al, (2016) summarized possible uncertainty 

ranges for different properties of gas and liquid CO2 

mixtures and a sensitivity analysis was done considering 

±20% deviation of physical properties to investigate 

their impact on the design of an absorber.  

 

The standard uncertainty in Y due to uncertainty in X   
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The standard uncertainty in Y due to uncertainty in jX  

is  jXYU \  

 

Then the relative uncertainty is defined as 
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3 Methodology  

In this study, CO2 absorption into 30% (by weight) 

monoethanol amine was considered as the physical 

process. It was assumed that the uncertainty of the 

physical properties has a Gaussian distribution.  

Experimentally measured values of viscosity, density 

and surface tension of monoethanol amine with standard 

uncertainty ±5 % at 313.15 K were considered as model 

input parameters and Monte Carlo techniques were used 

to estimate uncertainty for the liquid side mass transfer 

coefficient and interfacial area of the packing materials. 

Simulations were performed in MATLAB environment 

and a built-in random number generator was used to 

generate values from Gaussian distribution for the input 

properties within the considered uncertainty levels. 

Table 2 shows the values for the considered inputs with 

uncertainties. 

For the random packings, Ceramic Raschig Rings 

(25mm) and for the structured packings, Sulzer BX 

(Gauze) packing were selected for this study. The 

diffusion coefficients of CO2 (m2/s) in gas and liquid are 

1.70x10-5 and 2.82x10-9 respectively (Eimer, 2014). The 

gas and liquid flow rates were assumed as 1.7 kg/m2·s 

and 1.85 kg/m2·s.  

 
Table 2. Input parameter values and uncertainties 

Parameter Value Uncertainty 

Viscosity 1.628 mPa·s ± 0.0814 mPa·s 

Density 1003.3 kg/m3 ± 50.165 kg/m3 

Surface tension 0.0624 N/m ± 0.00312 N/m 

4 Results  

Initially, all the input parameters were considered 

together to evaluate uncertainty propagation through the 

model. The model of interfacial area (Eq (3)) for random 

packing was considered first and the model output was 

described using a histogram. Subsequently, the 

uncertainty predicted for interfacial area was used for 

the uncertainty evaluation of liquid side mass transfer 

coefficient from Eq (2). Figure 2 illustrates a histogram 

of values obtained for the interfacial area of random 

packing.  

 

 
Figure 2. Histogram of interfacial area of random 

packing 

 

Figure 3 shows the variation occurred for the liquid side 

mass transfer coefficient under considered input 

 

 

Figure 1. Illustration of the propagation of distribution (JCGM, 2011)  
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uncertainty. Table 3 summarized the calculated 

expectation and standard deviation for both interfacial 

area and mass transfer coefficient of Onda, Bravo and 

Fair’s correlations. 

 

 
Figure 3. Histogram of mass transfer coefficient (liquid 

side) of random packing 

 
Table 3. Estimated expectation and standard deviation for 

the random packings 

Model Expectation 

E(x) 

Standard deviation 

(σ) 

Interfacial 

area 

79.88 m2/m3 2.97 m2/m3 

Mass transfer 

coefficient 

5.9x10-5 m/s 2.97x10-06 m/s 

 
Similarly, for the structured packing, Figure 4 shows a 

histogram created from the values obtained for the 

interfacial area of structured packing.  

 

 
Figure 4. Histogram of interfacial area of structured 

packing 

 
Figure 5. Histogram of mass transfer coefficient (liquid 

side) of structured packing 

 

Simulation results on mass transfer coefficient 

(liquid side) of structured packing are shown in Figure 

5. Calculated expectation and standard deviation for the 

interfacial area and mass transfer coefficient of Rocha’s 

correlations under Sulzer BX (Gauze) packing is listed 

in Table 4.  

 
Table 4. Estimated expectation and standard deviation for 

the structured packings 

Model  Expectation 

E(x) 

Standard 

deviation (σ) 

Interfacial 

area  

47.5 m2/m3 0.6 m2/m3 

Mass transfer 

coefficient  

1.36x10-04 m/s 1.04x10-06 m/s 

 
Results reveal the propagation of uncertainty in 

model parameters through the mathematical model. This 

method only addresses the parameter uncertainty and 

uncertainty due to the model structure is not discussed 

here.  

The relative uncertainty of the parameters 

uncertainty was evaluated according to the Eq (10). It 

shows ±3.7% of uncertainty for interfacial area and ±5% 

of uncertainty for mass transfer coefficient for the 

random packing. Similarly for the structured packings, 

±1.3% of uncertainty for interfacial area and ±0.8% of 

uncertainty for mass transfer coefficient. 

One advantage of performing this analysis is being 

able to estimate the relative impacts of input parameter 

uncertainties. This relative effect of uncertain 

parameters (viscosity, density and surface tension) were 

considered individually in uncertainty analysis. 

Estimated expectations and standard deviations due to 

the relative parameters in Onda, Bravo and Fair’s 

correlation for random packings are shown in Table 5. 
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            (a) 

 
             (b) 

 
              (c) 

Figure 6. Histogram of the interfacial area under relative 

parameter uncertainty. (a,b,c for interfacial area due to 

viscosity, density and surface tension respectively) 

  
Table 5. Estimated expectations and standard deviations 

due to the relative parameters. ae (m2/m3), kL (m/s) 

  Viscosity Density Surface 

tension 

ae 
 

E(Y/Xj) 79.3 79.3 79.5 
σ(Y/Xj) 0.3 0.3 2.9 

kL E(Y/Xj) 5.9x10-5 5.9x10-5 5.9 x10-5 
σ(Y/Xj) 2.42x10-6 0.5x10-6 1.36x10-6 

 

The relative uncertainty RU(Y\Xj) of the effect created 

by individual model parameters are shown in Table 6. 
Uncertainties were estimated for random packings 

under same input parameter uncertainties as shown in 

Table 2. The histogram created from model outputs 

within the study of the effect of individual parameter 

uncertainty are shown in figure 6 and 7.  

  

Table 6. The relative uncertainty RU(Y\Xj) of the effect 

created by individual model parameters 

 

Parameter 

Model 

Mass transfer 

coefficient Lk  

Interfacial area 

ea  

Viscosity ± 4.1% ± 0.38% 

Density ± 0.85% ± 0.38% 

Surface tension  ± 2.3% ± 3.65% 

 

 
            (a) 

 
             (b) 

 
              (c) 

Figure 7. Histogram of the mass transfer coefficient under 

relative parameter uncertainty. (a,b,c for mass transfer 

coefficient due to viscosity, density and surface tension 

respectively) 
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The effect of individual parameters on parameter 

uncertainty of the model was compared. Uncertainty of 

surface tension has a major impact on interfacial area as 

shown in the results. Viscosity and density have a minor 

effect in interfacial area. For the mass transfer 

coefficient, viscosity shows a significant influence in 

model uncertainty. There, density and surface tension 

has minor effects.   

5 Conclusion 

Monte Carlo simulation was used to examine 

uncertainty propagation of model input parameters of 

viscosity, density and surface tension on the interfacial 

area and mass transfer coefficients in random and 

structured packings. 

Overall uncertainty of model output gives 

information about how the model behaves under random 

behavior of all the input parameters. This study reveals 

±5% model output uncertainty for mass transfer 

coefficient and ±3.7% uncertainty for interfacial area for 

the Onda, Bravo and Fair models used in random 

packings. Further, the analysis predicts ±1.3% of 

uncertainty for interfacial area and ±0.8% of uncertainty 

for mass transfer coefficient for the Rocha’s correlations 

used in structured packings.  

The relative impact of individual parameters predicts 

the model sensitivity and individual uncertainty 

contribution. Uncertainty in surface tension has a 

significant effect on the uncertainty of interfacial area in 

random packings that is ±3.65%. According to the 

considered correlations on random packing, the 

uncertainty of interfacial area can be reduced by 

reducing the imprecision of surface tension. Mass 

transfer coefficient gets a greater influence from 

viscosity with ±4.1%. Precise input parameter values on 

viscosity enhance the precision of the mass transfer 

coefficient. 

Nomenclature  

ea  Effective specific interfacial area, (m2/m3) 

pa  Packing specific surface area, (m2/m3) 

c  Packing-specific constant  

D  Diffusion constant, m2/s 

pd  Particle diameter, m 

SEF  Packing surface enhancement factor   

Fr  Froude number 
g  Gravitational acceleration, m/s2 

hL Liquid holdup m3/m3 

k  Mass transfer coefficient, m/s 

s  Corrugation side length, m 
Sc  Schmidt number 
u  Superficial velocity, m/s 
We  Weber number 

  

Greek letters 
  Corrugation inclination angle, deg 
  Void fraction of packing  
  Contact angle between liquid and surface 
  Viscosity, Pa·s 
  Density, kg/m3 
  Surface tension, N/m 

  

Subscripts 

G Gas 

L Liquid 

e Effective 

c Critical 
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Abstract 
 

CFD modelling was used to simulate particle 

segregation in a transverse plane of a rotating cylinder 

under different particle-particle drag models.  The 

Eulerian method was used to model the dense particulate 

phases in the system. Two types of particles, with 

different density and size, were used in the study. The 

simulations were performed under the rolling mode 

since this mode is believed to give good particle-particle 

mixing. The drag models of Schiller-Naumann, Morsi-

Alexander and Syamlal-O’Brien Symmetric were 

applied in the modelling of particle-particle drag and 

results were compared with experiments. All the drag 

models were able to model the particle segregation. The 

Schiller-Naumann model and the Morsi-Alexander 

model showed good agreement with the experimental 

results while the Syamlal-O’Brien-Symmetric model 

had some deviations. 

Keywords: particle segregation, rotating cylinder     

drag models, CFD 

1 Introduction 

Particulate materials are used in various types of 

industrial processes. Mixing is a physical process in 

which several granular phases are mixed together with 

the aim to make a homogeneous particle mixture. 

Rotating cylinders are widely used process units in 

many industrial applications, such as in cement, mineral 

and pharmaceutical industries. However, unlike in 

liquids, mixing time does not always improve the degree 

of particle mixing. The particle motion in the bed may 

give mixing of the different particle phases, but it may 

also give segregation (Karunarathne et al, 2016), as 

indicated in Figure 1. Consequently, it is vital to have a 

better understanding of factors that may cause particle 

segregation in such units. 

When simulating mixing of particulate phases, it is 

quite common to apply the Euler-Lagrange method. The 

Discrete Element Method (DEM) is a Lagrangian 

approach (Yamada et al, 2011) that uses laws of motion 

(Newton’s second law) in simulation to provide 

dynamic information about particles in motion (Yang et 

al, 2003). It allows studying micro-dynamics of powder 

flows that is difficult measure through experiments. 

DEM has been used in simulations of ball mills, rotary 

vessel mixtures, bin-hopper systems and several other 

applications, as DEM simulations can generate accurate 

results on granular behavior (Yamada et al, 2011). The 

disadvantage of DEM is that it is computationally 

intensive when the particle size becomes small (Soni et 

al, 2016). In such cases, the Euler-Euler method may be 

useful. In this method, both fluid and solid phases are 

treated as interpenetrating continua and show the flow 

dynamics by using averaged equations of motion. 

Compared to the Euler-Lagrange approach, the Euler-

Euler approach is often preferred due to the less 

computational demand (Mazzei, 2008). 

In the current study, the Euler-Euler method was 

applied to model the particulate phases, which are quite 

dense. In this method, the particle bed is considered as a 

continuum, and granular kinetic theory is used to 

evaluate the viscosity terms in the transport equation. 

The drag force describes the momentum exchange 

between phases in the system. This interaction can be 

described through a set of mathematical formulations 

that apply to different conditions.  

In a rotating cylinder, two types of drag forces are 

present and must be considered in CFD modelling of a 

binary solid mixture. In Fluent, several drag models can 

be selected to calculate the fluid-fluid drag, the particle-

fluid drag and the particle-particle drag. 

This study was performed to better understand the 

behavior of particle mixing and segregation in a binary 

mixture in a rotating drum. The calculation problem was 

simplified to a two-dimensional transverse plane, and 

the CFD simulations were done with the commercial 

software Fluent, version 16.2. Three different models 

the drag between particles in two phases were 

compared. The Schiller-Naumann (Fluent, 2013) model 

is a general model for fluids; the Morsi-Alexander 

model covers a large range of Reynolds numbers (Morsi 

and Alexander, 1972); the Syamlal-O’Brien-Symmetric 

model is specifically derived for a pair of solid phases 

(Syamlal, 1987). The simulation results were compared 

with lab experiments to identify which model that gives 

the best fit with experimental results.  

2 Theory  

There are two approaches that can be applied in CFD 

simulations of particles in a rotating cylinder: In the 

Lagrange method, Newton’s second law is used to 
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calculate the particle velocities and their trajectories 

(Fluent, 2013). This is a good approach for dilute 

particle phases. If the particle phase is dense, it can be 

modelled as a continuum using the Eulerian method. 

The flow properties of a granular phase can be evaluated 

using granular kinetic theory in that the term called 

granular temperature is considered to be proportional to 

the square of the velocity fluctuations in the solid phase. 

This is an analogy to the thermodynamic temperature of 

gases (Benzarti et al, 2012).  

 

 
 

Figure 1. Schematic of radial segregation of particles of 

different size in a rotary kiln (Boateng and Barr, 1996)   

 

A drag model gives valuable information about the 

momentum exchange between the phases in a 

multiphase flow situation.  Several articles have focused 

on finding the optimum drag model for various 

engineering applications. Benzarti et al, (2012) 

performed a numerical parametric study to model the 

fluid behavior in the riser of a bubbling fluidized bed 

(BFB). The gas-solids drag was modelled and compared 

using three drag models: Gidaspow, Syamlal and 

O’Brien and EMMS. A similar type of work has been 

done by Lundberg and Halvorsen, (2008), who also 

implemented the Richardson-Zaki drag model, the RUC 

drag model and the Hill-Koch-Ladd drag model in the 

Fluent environment. Silva et al, (2015) studied the 

particle distribution in a highly concentrated particle-

liquid stream in a pipe using a mixture model. The drag 

models of Schiller-Naumann and Gidaspow-Shiller-

Naumann were used to model the drag force between the 

particles and the fluid. For a solids-liquid suspension 

with a high particle concentration at intermediate 

velocities, the Schiller-Naumann drag correlation 

showed the best agreement.   

A detailed description of the Eulerian method is 

given in a previous paper by Karunarathne et al, (2016) 

and is not repeated here. Instead, the focus is put on 

discussing the drag models used in this study. 

 

2.1 Drag models for fluid flows  

The exchange coefficient for bubbly liquid-liquid 

mixtures or bubbly gas-liquid mixtures can be written as 

(Fluent, 2013): 

  

p
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pqp

pq
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Different drag models apply different equations to 

represent the drag function f. Some drag models even 

use another representation of the exchange coefficient 

kpg. 

2.1.1 Schiller-Naumann 

This model is used for modelling of drag between fluid 

phases in multiphase flow. The drag function f is given 

as:  
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The drag coefficient CD is given as: 
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The relative Reynold number Re for the primary phase 

q and secondary phase p is given as: 
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Then the relative Reynolds number for the secondary 

phases p and r is:  
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The mixture viscosity of phase p and r is: 

 

pprrrp        (7) 

2.1.2 Morsi-Alexander  

 

The drag function f in the Morsi-alexander model is: 

 

24

ReDC
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The drag coefficient is: 
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a is defined as:  
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2.1.3 Syamlal-O’Brien Symmetric 

This model is applied for drag between particulate 

phases. The solid-solid exchange coefficient lsk is given 

as: 
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3 Method 

3.1 Simulation setup 

The geometry was represented by a two-dimensional 

transverse plane with a diameter of 0.19 m, which was 

also the size of the experimental setup, and a mesh with 

3500 elements was created.  

The transverse plane was set to rotate around its axis, 

and a no-slip condition was applied between the 

granular material and the wall, i.e. the relative velocity 

between the particles and the wall is considered to be 

zero.  

The fluids in the system were considered as 

incompressible and model equations for the Eulerian 

approach were solved using a pressure-based solver 

with the finite volume method. The pressure-velocity 

coupling was done by the SIMPLE algorithm (Patankar 

and Spalding, 1972). The transport equations were 

discretized according to the second order upwind 

scheme, and the QUICK scheme was used to discretize 

volume fraction of the phases (Versteeg and 

Malalasekera, 2007). The time step of the simulation 

was set to 10-3 s, and the residual values for convergence 

were set to 10-3.  

The simulations were performed with three different 

drag models to investigate the effect of particle-particle 

drag forces on mixing and segregation. These 

simulations were carried out with four different cylinder 

filling degrees: 10, 15, 20 and 25 %. The rotational 

velocity of the transverse plane was set to 3 rpm in all 

simulations to maintain the motion of the particle bed 

under rolling mode. 

3.2 Experimental setup 

Mixing of two particular phases was tested in lab 

experiments using a rotating drum made of Lexan, 19 

cm in diameter and with a length of 29 cm. Two types 

of spherical particles with different densities and 

diameters were used in the experiments, see Table 1.  

The particles were coloured yellow (A) and blue (B) to 

make the mixing and segregation pattern more visible. 

Microscopy and sieving analysis were used to 

determine the particle diameters, and the true density of 

the particles was measured using an autopycnometer of 

model 1320 from Micromeritics. Figure 2 illustrates 

particle filling through a transverse plane; initially the 

particles were arranged as separate layers stacked on top 

of each other. As in the simulations, the rotational 

velocity of the drum was set to 3 rpm in all experiments. 

In order to compare results with the simulations, all 

experiments were done at particle filling degrees of 15 

and 25 % in order to observe its influence on mixing and 

segregation.  

 
Table 1.  Particle properties  

Description Symbol Value 

Particle A density A  2537 kg/m³ 

Particle B density B  2417 kg/m³ 

Particle A size Ad  1500 µm 

Particle B size  Bd  3000 µm 

Particle A colour - Yellow 

Particle B colour - Blue 

 

 

 
Figure 2. View of the particle filling through a transverse 

plane in the rotating cylinder 

4 Results 

The experimental results show that the particles 

segregate when the cylinder rotates around its main axis. 

This segregation, which is seen in Figures 3-6, is mainly 

due to the variation of particle diameter in the two 

different particle phases. Particle dynamics in the active 

layer of the rolling mode allow finer particles to 

concentrate at the mid-chord section (Boateng and Barr,  

1996). Subsequently, fine particles move through the 

voids between bigger particles under the action of 

gravity and this is called percolation. As a result, fine 

particles accumulate at the middle of the particle bed.  
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The Euler-Euler method was able to simulate the 

particle mixing in the transverse plane of a rotating 

cylinder under different drag models. The simulations 

showed that particles with a small diameter tend to 

concentrate at the middle of the particle bed in the 

transverse plane. At the same time, particles with a 

larger diameter tend to move to the bottom of the 

particle bed.  

Figures 3-6 show compare the simulated results 

from the three drag models and the results obtained from 

experiments. The volume fractions of both particulate 

phases were calculated in all simulation cases. 

Considering the particle segregation, the simulations 

indicate that the Schiller-Naumann and Morsi-

Alexander drag models are in better agreement with the 

experimental results. Both these models were able to 

simulate the segregation behavior observed in the 

experiments. The results obtained through the use of the 

Syamlal-O’Brien Symmetric model deviate from the 

results of the other two drag models. Although the 

model was able to simulate some segregation, it did not 

show the complete separation of the two particulate 

phases which was found by applying the other two 

models and in the experiments. 

In rolling mode, particles in the passive layer do not 

experience much particle collision when they move. The 

Syamlal-O’Brien Symmetric model is often used in 

CFD simulations of fluidized beds, and it gives good 

results as those systems involve a high rate of collision 

among the particles. The Schiller-Naumann and Morsi- 

Alexander models are, however, more appropriate to 

model the drag between continua (as opposed to 

particles), and in the current simulation, the particulate 

phases are modelled as continua.  

In order to examine the effect of degree of particle 

filling on mixing and segregation, the experiments were 

done at two different degrees of filling under rolling 

mode. There was, however, no significant improvement 

in particle mixing after increasing the particle bed height 

from 15 to 25 %. The simulations confirmed this 

observation, see Figures 3-6.

 

    

 

a b c d 

Figure 3. Volume fraction of “A” particles at 15% of degrees of particle filling (a: Schiller-Naumann, b: Morsi- 

Alexander, c: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles 

 

    

 

a b c d 

Figure 4. Volume fraction of “B” particles at 15% of degrees of particle filling (a: Schiller-Naumann, b: Morsi- 

Alexander, c: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles 
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a b c d 

Figure 5. Volume fraction of “A” particles at 25% of degrees of particle filling (a: Schiller-Naumann, b: Morsi- 

Alexander, c: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles 

    

 

a b c d 

Figure 6. Volume fraction of “A” particles at 25% of degrees of particle filling (a: Schiller-Naumann, b: Morsi- 

Alexander, c: Syamlal-O’Brien-Symmetric, d: Experiment). Yellow (A) and Blue (B) particles 

5 Conclusion  

The Euler-Euler approach was able to simulate the 

particle dynamics in a transverse plane of a rotating 

cylinder applying different drag models. The particle-

particle drag model has a significant influence on the 

mixing and segregation of particles in a transverse 

rotating plane.  

The predicted particle distribution patterns from 

applying the Schiller-Naumann and Morsi- Alexander 

drag models under rolling mode were in better 

agreement with the experimental results than those 

obtained by using the Syamlal-O’Brien Symmetric drag 

model. 

The increase of degree of particle filling did not 

show any significant effect on the mixing behavior. This 

was seen in simulations as well as in experiments.  

 

Nomenclatere 

DC  Drag coefficient [-] 

frC  Coefficient of friction [-] 

d  Diameter [m] 

e  Coefficient of restitution [-] 

f  Drag function [-] 

0g  Radial distribution [-] 

k  Exchange-coefficient [kg/(m³·s)] 

v  Velocity [m/s] 
Re  Reynolds number [-] 
  Volume fraction [-] 
  Viscosity [Pa·s] 
  Density [kg/m3] 
  Particulate relaxation time [s] 
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Abstract 
This paper describes the results from simulations of lam-

inar burning velocities in the premixed air and flamma-

ble gases vented from abused Li-ion batteries. The re-

leased mixture from such batteries contain mixtures of 

hydrogen, methane, ethylene, carbon monoxide and car-

bon dioxide. The study also includes the combustion 

properties of an electrolyte, dimethyl carbonate. The 

simulation results show the laminar burning velocities 

as a function of concentration, pressure and temperature 

for the gas mixtures and electrolyte. The goal of the pre-

sent project is to use the simulated burning velocities in 

curve fitted functions for use in computational fluid dy-

namics (CFD) codes. 

Keywords:     Li-ion battery, Safety, Laminar burning 
velocity 

1 Introduction 

In the recent years, we have seen a strong increase in the 

use of Li ion batteries as an energy carrier in the 

transport sector.  This growth is expected to continue in 

future transport applications on road, rail, and sea. The 

advantage of Li ion batteries is the relatively high en-

ergy density.   However the high energy density also 

represents a hazard.  If the battery experiences a thermal 

run-a-way or overheating it might vent combustible 

gases, mists and particles which can cause fires or ex-

plosions. Such an explosion occurred in Sweden in 2016 

during a Li-ion battery test.  

Harris et al. (2009) studied the impact from the car-

bonate solvents used in Li-ion batteries where they re-

ported that flames of carbonate solvents are less ener-

getic than hydrocarbons as propane. 

Most lithium-ion studies are primarily focused on the 

gases vented from the batteries, the other phases are ne-

glected. The study by Ponchaut et al. (2014) studied two 

combustion properties, the deflagration index and the 

overpressure at constant volume combustion of the 

vented gases from two lithium-ion pouch batteries. The 

study concludes that the gases vented from the li-ion 

pouch battery are comparable to the hydrocarbons me-

thane, and propane, but that vented gas have a broader 

combustion range, due to the presence of hydrogen, and 

carbon monoxide.  

In order to make a risk assessment and consequence 

analysis we need to know the combustion properties of 

the gases involved. Such information is lacking in the 

open literature today. There are two ways of finding that 

type of information; one way is to carry out experi-

mental investigations the other is to perform simula-

tions. In this paper we describe the simulation approach 

using the open-source chemical kinetics software Can-

tera. 

The overall objective of this activity is to develop a CFD 

(Computational Fluid Dynamics) tool for simulation of 

dispersion and combustion of gas, mist and particles 

emitted from abused Li-ion batteries. The present paper 

presents the first part of this activity, which is to simu-

late the laminar burning velocity of the different mix-

tures. In order to find these coefficients we use the Can-

tera program (Goodwin et al, 2017) to simulate the lam-

inar burning velocities and the thermodynamic proper-

ties of the combustion products for different stoichiom-

etry, initial pressure and temperature. The planned path 

from these simulated velocities is to use a Python 

LMFIT non-linear optimization program to find the fit-

ted functions to be used in the CFD software. The route 

from Cantera simulations to the CFD simulation is illus-

trated in figure 1.  The aim of presented paper is to show 

the method and the results of the simulation of the burn-

ing velocity as a function of stoichiometry (equivalent 

ratio), pressure and temperature.  
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Figure 1. The planned activity path from simulated burn-

ing velocities to CFD simulations. 

2 Materials and Methods  

In this section we describe the Cantera program and the 

reaction mechanisms that we used to simulate the lami-

nar flames for the different pre-mixed gas mixtures.  The 

following subsections describe the flammable sub-

stances we have studied; i) gas composition emitted 

from 18650 Li-ion batteries, ii) dimethyl carbonate elec-

trolyte and iii) methane, propane and hydrogen.  

 

2.1 Cantera Software 

 

Cantera 2.3.0 is an open-source software (Goodwin et 

al, 2017) for simulations of thermodynamic states, ho-

mogeneous and heterogeneous chemistry, chemical 

equilibrium, reactor networks, steady 1-D flames, reac-

tion path diagrams, non-ideal equations of state and 

electrochemistry. It can easily be used as plugin or 

toolbox in Python and Matlab.   

 

2.2 reaction mechanisms 

 

We used the laminar flame model in Cantera 2.3.0 

which takes into account the multi-component heat and 

mass transfer, convective transport and elementary 

chemical reactions. The K+2 conservation equations be-

low have to be solved to find the laminar burning veloc-

ity, SL.  Where K is the number of species. Equation (1) 

is the continuity equation, equation (2) is the mass con-

servation of each specie and equation (3) is the conser-

vation equation for energy. 

 

 

𝑚̇ = 𝜌𝑢𝐴 = 𝜌0𝑆𝐿𝐴   (1) 
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(3) 

 

Where, 𝑚̇ is the mass flow, 𝜌 is the density, 𝑢 is the flow 

velocity, 𝑌𝑘 is the mass fraction of specie k, 𝑉𝑘 is the 

diffusion velocity of specie k, 𝜔̇𝑘 is the reaction rate of 

specie k, 𝑊𝑘 is the molecular weight of specie k, 𝑇 is the 

temperature, 𝑐𝑝 is the specific heat capacity, 𝜆 is the heat 

conductivity, A is the cross sectional area, ℎ𝑘 is the spe-

cific enthalpy of specie k. 

The reaction rate of specie k is calculated from the ele-

mentary reaction mechanism, which is solved as shown 

in equation 4. Equation 5 is the Arrhenius rate constant. 

𝜔̇𝑘 = ∑ 𝑘𝑗 ∏ 𝑐𝑖
𝜈𝑖

𝐼

𝑖=1

𝐽

𝑗=1

 

(4) 

 

𝑘𝑗 = 𝐴𝑗𝑇𝛽𝑗 exp (
−𝐸𝑎,𝑗

𝑅𝑇
) 

(5) 

 

Where: J is the the elementary reactions containing 

specie k, 𝑘𝑗 is the rate konstant for reaction j, I is the 

number of reactants in reaction j, c is the molar 

concentration of the reactants, 𝜈 is the stoichiometric 

index of component i, Aj is the pre-exponential factor, 𝛽 

is the temperature index, 𝐸𝑎 is the activation energy. The 

three constants in the Arrhenius rate constant are found 

in the reaction mechanism. 

2.3 Reaction Mechanisms 

To calculate the reaction rates we use Cantera 2.3.0 with 

the GRI-Mech 3.0 mechanism (Gregory et al). The 

mechanism has 325 reactions and 53 species.  It is opti-

mized for natural gas combustion, i.e. CH4, but includes 

several other species, e.g. H2, CO, C2H4 and C2H6. GRI-

Mech3.0 is the only default reaction mechanism in Can-

tera which includes all the relevant species from the Li-

ion vented gas. We have therefore chosen GRI-Mech 3.0 

for all simulation except for the dimethyl carbonate (i.e. 

DCM) simulations.   

DOI: 10.3384/ecp17138157 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

158



For the dimethyl carbonate electrolyte, we used the 

reaction mechanism of Glaude et al 2004 with 805 reac-

tions and 102 species 

 

 

Figure 2. Picture of an 18650 Li-ion battery after a rupture 

test. 

 

 

2.4 Gas Composition emitted from Li ion 

batteries 

Golubkov et al, (2014) analyzed the gas composition of 

the vented gas emitted from three different 18650 bat-

teries, i.e. an LCO (Lithium Cobalt Oxide: LiCoO2), 

NMC (Lithium Nickel Manganese Cobalt Oxide: LiN-

iMnCoO2) and LFP (Lithium Iron Phosphate: 

LiFePO4) lithium-batteries.   Table 1 gives the specifi-

cations for the three Li-ion batteries.  We should notice 

that these batteries contain flammable materials in form 

of Li, electrolytes and graphite.  When an 18650 battery 

is overheated or experiences a thermal run-a-way the 

pressure inside the battery will increase. If the battery 

reaches around 150 oC a rupture disc will open and relief 

the pressure and combustible gases, mists and possible 

particles will then be vent into the surrounding atmos-

phere. Figure 2 shows a picture of an 18650 battery. 

 

Table 1. Specfications of three different types of Li-ion 

batteries.  

 
 

 

 

Figure 3. The composition of the emitted gas from three 

different Li-ion batteries.  

 

 

Golubkov et al. used a GC to quantified composition of 

the vented gas.  The result from the measurements is 

shown in Figure 3.  For all the three batteries the H2 con-

tent was around 30%.  The emitted gas contains also sig-

nificant amounts of combustible hydrocarbons in form 

of ethylene, C2H4, and methane, CH4. The sum of CO2 

and CO was more or less constant, but the CO2 and CO 

concentration vary for the three cases.  The LCO battery 

gave nearly 30% CO while LFP gave less than 5 %. 

  

3 Results and Discussions 

The present simulations are for air mixtures with DMC, 

hydrogen, methane and ethylene. The hydrogen, me-

thane and ethylene included as reference fuels. 

3.1 Burning Velocity vs. Equivalence Ratio 
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Figures 4 and 5 show the laminar burning velocity as 

a function of equivalence ratio for initial condition 1 atm 

and 298.15 K. The equivalence ratio, φ, is the fuel-to-air 

ratio to the stoichiometric fuel-to-air ratio.  For an equiv-

alence ratio less than one (i.e. φ < 1), the fuel-air mixture 

is fuel lean and we have an excess of air (or oxidizer). 

For φ >1, the mixture is fuel rich. It is evident from that 

the maximum burning velocity is slightly on the rich 

side for all components, i.e. when φ > 1.  

Except for pure H2 the maximum laminar burning ve-

locities are in the range of 0.35-0.65 m/s.  Hydrogen 

however, has a maximum laminar burning velocity of 3 

m/s. This value reflects the high reactivity and the high 

thermal diffusivity of H2.  The two other reference fuels 

gave maximum laminar burning velocities of 0.45 m/s 

for propane and 0.38 m/s for methane, which is typical 

values for gaseous hydrocarbons. We found that the 

electrolyte component; dimethyl carbonate (DMC) had 

maximum laminar burning velocity in the same range as 

methane but with higher burning velocities on the rich 

side. The Li-ion LFP gas and methane are also similar 

with respect to laminar burning velocity. 

The Li-ion LCO gas shows a higher laminar burning 

velocity than the other gasses at a maximum of 0.65 m/s 

at equivalence ratio at 1.28. The simulation of SL for 

LCO gas gave the highest SL when we exclude H2. This 

high SL for the Li-ion LCO gas is likely due to the low 

CO2 content and high CO content in the gas mixture. 

Li-ion LNCMO gas propagates at the same burning 

velocity as propane. 

We also observe that the CO content in the emitted 

gas has a significant influence on the laminar burning 

velocity.  

 

 

Figure 4. Comparison of the laminar burning velocity of 

the discharged gas emitted from an LCO, LNCM, and an 

LFP battery premixed with air, dimethyl carbonate-air and 

methane-air at initial conditions of 1 atm, and 298.15 K, 

were the burning velocity is a function of equivalence ratio. 

 

 

Figure 5. Comparison of the laminar burning velocity of 

the discharged gas emitted from an LCO, LNCM, and an 

LFP battery premixed with air, electrolyte component di-

methyl carbonate-air and methane-air at initial conditions 

of 1 atm, and 298.15 K, were the burning velocity is a func-

tion of equivalence ratio. 

3.2 Burning Velocity vs. Initial Pressure 

Figure 6 shows the laminar burning velocity, SL, for stoi-

chiometric mixtures at 298 K and initial pressure from 

0.5 to 10 bar. The burning velocity, in general, decreases 

with the pressure rise for all the Li-ion battery mixtures. 

However, the burning velocity for hydrogen has a peak 

at 2.25 bar.  Even though the gas from the Li-ion LCO, 

LNCMO and LFP batteries constitute approximately of 

30 % hydrogen this does not seem to cause the pressure 

dependency for the burning velocity of the gaseous mix-

tures to behave as a pure hydrogen-air mixture. The 

pressure dependency for the burning velocity is equal to 

the Li-ion battery gases, and the electrolyte component; 

dimethyl carbonate. 

 

 
Figure 6. Comparison of the laminar burning velocity of 

the discharged gas emitted from an LCO, LNCM, and an 

LFP battery premixed with air, dimethyl carbonate-air and 

methane-air at initial conditions of 298.15 K, were the 

burning velocity is a function of the initial pressure in bar.  
 

3.3 Burning Velocity vs. Initial Temperature 

Figure 7 shows the laminar burning velocity, SL, for stoi-

chiometric mixtures at 1 bar and initial temperature from 
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250 to 950 K. The laminar burning velocity is a strong 

function of the initial temperature of the reactants. The 

gases from the Li-ion batteries are behaving uniformly; 

the velocity is steadily increasing from 250 ≤ T ≤ 950 

with a very rapid increase at T = 950 K. For the purpose 

of this study, temperatures below 650 K is the most in-

teresting. The sudden increase in burning velocity at 950 

K is probably because the mixture is close to the auto 

ignition temperature. 

The electrolyte component; dimethyl carbonate, is less 

sensitive to temperature compared to the vented gases 

from the Li-ion batteries. 

 

 

Figure 7. Comparison of the laminar burning velocity of 

the discharged gas emitted from an LCO, LNCM, and an 

LFP battery premixed with air, and methane-air at initial 

conditions of 1 atm, were the burning velocity is a function 

of the initial temperature in Kelvin. 

4 Conclusion 

We have simulated the laminar burning velocity for 

three gas mixtures vented from thermal runaway lithium 

batteries, one electrolyte and three reference fuels.  The 

laminar burning velocities for these gases are similar to 

methane or even higher.  This finding is important 

knowledge and will be used as input to computational 

fluid dynamics (CFD) codes for simulating gas explo-

sions.  To our knowledge these data is unique. The Can-

tera software has proven to be a useful tool for estima-

tion of the laminar burning velocities for gas vented 

from Li-ion batteries and dimethyl carbonate electro-

lyte, DCM.  

The emitted gas from Li-ion batteries and the DMC 

electrolyte, when mixed with air, burns at flame speeds 

similar to hydrocarbons such as methane and propane. 

 

The burning velocity for all mixtures is decreasing for 

elevated initial pressure and increases for elevated tem-

perature. 

It is clear from our simulations that the gas vented from 
a thermal runaway in a Li ion battery burns comparable 

to methane and propane.  These gases will therefore un-

der certain conditions, such as confinement and ob-

structed areas, represent a serious hazard with regard to 

explosions and fires. 

 

Acknowledgements 

This work is part of an activity on safety in the MoZEES 

project (www.mozees.no), a Norwegian national center 

for environment friendly energy research (NFR-FME) 

with a focus on battery and hydrogen technology for 

transport applications. This paper is based on a M.Sc. 

thesis at USN. 

References 

Glaude, P. A., W. J. Pitz, and M. J. Thomson, "Chemical Ki-

netic Modeling of Dimethyl Carbonate in an Opposed-Flow 

Diffusion Flame," Proceedings of the Combustion Institute 

30, pp. 1095-1102 (2004); Lawrence Livermore National 

Laboratory, Livermore, CA, UCRL-JC-201358. 

 Golubkov, A. W., Fuchs, D., Wagner, J., Wiltsche, H., Stangl, 

C., Fauler, G. & Hacker, V. (2014). Thermal-runaway ex-

periments on consumer Li-ion batteries with metal-oxide 

and olivin-type cathodes. RSC Advances, 4(7), 3633-3642. 

Goodwin, D. G., Moffat, H. K., and Speth, R. L.. Cantera: An 

object- oriented software toolkit for chemical kinetics, ther-

modynamics, and transport processes. http://www.can-

tera.org, 2017. Version 2.3.0. doi:10.5281/zenodo.170284 

Gregory P. Smith, David M. Golden, Michael Frenklach, Ni-

gel W. Moriarty, Boris Eiteneer, Mikhail Goldenberg, C. 

Thomas Bowman, Ronald K. Hanson, Soonho Song, Wil-

liam C. Gardiner, Jr., Vitali V. Lissianski, and Zhiwei Qin 

http://www.me.berkeley.edu/gri_mech 

Harris, S. J., Timmons, A., & Pitz, W. J. (2009). A combustion 

chemistry analysis of carbonate solvents used in Li-ion bat-

teries. Journal of Power Sources, 193(2), 855-858. 

Ponchaut NF, Colella F, Spray R, Horn Q. Thermal manage-

ment modeling for avoidance of thermal runaway condi-

tions in lithium-ion batteries. SAE Technical Paper, 2014. 

DOI: 10.3384/ecp17138157 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

161

http://www.me.berkeley.edu/gri_mech


Detonation Propagation in Stratified Reactant Layers

Gaathaug A.V. Vaagsaether K. Lundberg J. Bjerketvedt D.

Department of Process, Energy and Environmental Technology, University College of Southeast Norway, Norway,
andre.v.gaathaug@usn.no

Abstract
A numerical investigation of detonation propagation in
stratified reactant layers is presented in this paper. It is
baesed on the reactive Euler equations using a two step
chemical kinetics approach. The numerical simulations
are based on the reactive Euler equations. Turbulence is
solved with a one equation model, and the chemical kinet-
ics is modeled as a two steps. The first step is an induc-
tion time step, and the second step is an exothermic step.
The numerical setup is scaled to keep the numerical res-
olution of the induction zone constant to 10 cells. Initial
simulations were conducted to generate detonation struc-
tures in homogeneous reactants and with cyclic boundary
conditions. The developed structures were mapped into
a domain with a stratified reactant layer on top of a inert
layer. The results show that the detonations fail to prop-
agate as the triple points of the propagating detonation is
"lost" into the inert layer.
Keywords: CFD, Detonation, Simplified kinetics

1 Introduction
Denotations are supersonic combustion waves relative to
the reactants in front of the wave. Its subsonic counter-
part is known as deflagrations. The two modes of combus-
tion differ fundamentally as the deflagration is driven by
mass diffusion into the reaction zone and heat conduction
from the reaction zone into the reactants. The downstream
boundary conditions are also important, as the combustion
product density is lower than the reactants. The detonation
propagates as a leading shock wave in front of the reaction
zone and compresses the reactants and increasing the tem-
perature. This increased temperature and pressure lead to
an onset of exothermic chemical reactions.

The 1D CJ (Chapman-Jouget) theory gives the detona-
tion velocity SCJ as a function of the reactant initial con-
ditions and the energy released in the reaction zone, hence
it is a property of the reactant mixture, (Lee, 2008). In the
CJ theory, the detonation is evaluated at the upstream and
equilibrium downstream conditions.

The extension of the Chapman-Jouget theory is known
as the ZND (Zel’dovich (Zel’dovich, 1940), Neumann
(von Neumann, 1963) and Döring (Döring, 1943)) theory,
which is a 1D consideration of detonations. In the ZND
theory, a leading shock (no reactions) is followed by a in-
duction zone, where firstly radicals are produced and later
follows the exothermic reaction zone where heat is pro-

Figure 1. Results from detonation experiments. Sooted plate
triple point trajectories of structured cellular pattern. From
(Austin and Shepherd, 2003)

Figure 2. Results from detonation experiments. Sooted plate
triple point trajectories of unstructured cellular pattern. From
(Austin and Shepherd, 2003)

duced. An illustration of the pressure across a detonation
wave is given in figure 3. The state behind the leading
shock wave is referred to as the von Neumann state (ex-
ample velocity: uvN). It is given by the normal shock rela-
tions, and the state in front of the wave.

Real detonations are three dimensional and highly un-
steady. They are driven by shock-shock interactions, and
a dominant feature of real detonations are the trajectories
of the shock triple point. Depending on the reactant mix-
ture, the trajectories could be regular or irregular when
recorded on sooted plates inside experimental equipment.
Two examples are given in figures 1 and 2, from (Austin
and Shepherd, 2003).

Fluid dynamic simulations of detonations must cap-

Figure 3. Pressure profile across a detonation front as described
by the ZND theory.
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ture the important physics of the phenomenon as well as
the chemistry. As real gaseous detonations involve real
gaseous reactions. The most simple reactant system is the
H2-O2, which can include 8 species and up to 21 elemen-
tary reactions. It is manageable to include them in simula-
tions, but more complex fuel-air mixtures can reach many
hundred species and thousands of reactions.

Detonation propagation in stratified fuel layers, also
known as semi confined detonations, has gained a recent
interest in the safety research community as well as the
jet propulsion research community. One aspect is related
to the emerging world wide hydrogen infrastructure where
the safety aspect must be clarified. An other classical as-
pect of hydrogen safety is the nuclear industry, where hy-
drogen leakage has been a valid concern since the first
reactors were built. An accidental leak of hydrogen will
likely form a fuel layer at the ceiling, where it is bound
by a solid ceiling above and an compressible boundary of
inert air below. The same issue apply to dense gas leakage
which could make a combustible layer of reactants along
the floor.

In jet propulsion research there is an effort to make a
rotating detonation engine. This engine will inject reac-
tants axially and have a tangentially propagating detona-
tion propagating through the reactants. In the system the
detonation will be bound by a solid inlet wall on one side
and combustion products on the other side.

A sketch of the problem is given in figure 4. The
shock plane is the leading shock wave, as no transverse
waves are included. The CJ plane represent the end of the
exothermic reactions. The shock is an oblique wave into
the inert, while the dotted line is the contact surface. The
expansion into the inert is drawn as a fan at the CJ plane.
This is of course a simplified illustration of the problem.

This work aim to understand detonation propagation
in reactant layers, especially the limits to where the det-
onation will fail. Recent studies by the KIT group and
the Warsaw University of Technology (Grune et al., 2011;
Rudy et al., 2013) have found a criteria for successful
detonation propagation in a layer to be three cell size
thick. An other study show that the critical layer thick-
ness varies with the mixtures (Grune et al., 2016). The
Warsaw University of Technology group showed that ad-
dition of methane to a hydrogen-air mixture increased the
critical layer thickness, as shown by Rudy et al. (Rudy
et al., 2016). A study by Houim and Fievisohn (Houim
and Fievisohn, 2017) investigated the influence of the ratio
of acoustic impedance between the reactant and inert layer
on the detonation propagation. Their work focused con-
cluded that a much denser inert or a much lighter inert gas
is required to have a successful detonation propagation.
They showed numerically how new triple points originate
from the interface between inert and reactants. The ear-
lier work by Sommers (Sommers, 1961) also showed the
influence on inert gas density on the propagation of deto-
nations. It was discussed how the diffraction gave a lower
pressure and temperature, and also how a higher adiabatic

index gave a higher post shock pressure and thus a lower
velocity deficit. The influence of adiabatic index is not
discussed in this work.

The current study aims to address the detonation prop-
agation problem based on a simplified analysis, described
later. The overall procedure includes initial simulations to
establish several credible detonation structures. The credi-
bility criteria are explained later. And the detonation struc-
tures are later mapped onto a domain with reactants on top
of an inert gas layer. This paper will mostly focus on the
simulation method, as the actual results are believed to be
more interesting for a specialized audience.

2 Numerical method
The numerical method is based on the 2D Euler equations,
where mass momentum and energy is solved using a flux
limited centered scheme. It is developed in MATLAB and
details on the TeleCoDet code is given by Vaagsaether
(Vaagsaether, 2010).

∂ρ

∂ t
+

∂

∂xi
(ρui) = 0 (1)

∂ρui

∂ t
+

∂

∂x j
(ρu jui) =− ∂ p

∂xi
(2)

∂E
∂ t

+
∂

∂xi
(uiE) =− ∂

∂xi
(pui) (3)

The energy E is given by the internal energy (given by
the pressure and heat capacity ratio γ =

Cp
Cv

, kinetic energy
and change of enthalpy energy due to chemical reactions:

E =
p

γ −1
+

1
2

ρuiui +Ech (4)

The turbulence is modeled as transport of turbulent
kinetic energy with source and sink terms. More de-
tails of the numerical method is given by Vaagsaether
(Vaagsaether, 2010).

The exothermic chemical reactions of a detonation is
given as a source in the energy equation. It is modeled in
two steps as a simplification of a real combustion wave.
Both steps are modeled as transported progress variables.
The α variable is the normalized induction time progress
variable. α varies between 0 and 1, where α = 0 repre-
sent a gas mixture too cold to start exothermic chemical
reactions. A α = 1 represent a gas where the exothermic
reactions can start. The β is the normalized exothermic
reaction progress variable, where β = 0 is reactants and
β = 1 is products.

∂ρβ

∂ t
+

∂

∂xi
(ρuiβ ) = ω̇ (5)

∂ρα

∂ t
+

∂

∂xi
(ρuiα) = ϑ̇ (6)
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Figure 4. A sketch of a simplified wave structure where a detonation propagate in a stratified reactant (fuel) layer.

The idea behind this method is to constrain the β source
term, i.e. the heat produced by exothermic reactions, until
after an induction period (modeled by the α variable). The
total β source term is given by:

ω̇ = max[ω̇t , ω̇k] (7)

Where the ω̇t is the reaction rate given by the gradi-
ent of β . It is also given by the unburned gas density and
the turbulent burning velocity ST . The gradient of β term
is used to model the combustion propagation of deflagra-
tions. The turbulent burning velocity is modeled as given
by Flohr and Pitsch (Flohr and Pitsch, 2000).

ω̇t = ρuST

√
∑

i

(
∂β

∂xi

)2

(8)

The kinetic term of the β source is given by an Arrhe-
nius type kinetics.

ω̇k =

{
0 α < 1

B(1−β )exp
(
− Eβ

RT

)
α = 1

(9)

The Ech of the energy equation is given by the progress
variable and the change of enthalpy per unit mass of reac-
tants (q) as

Ech = ρq(1−β ) (10)

The induction time progress variable (α) source term is
model with an Arrhenius kinetics term as

ϑ̇ = ρAexp
(
−Eα

RT

)
(11)

Numerical simulations are sensitive to the numerical
resolution, especially reacting flow with a high tempera-
ture dependence. A key concept in this study is to limit

Figure 5. The detonation front for all time steps. Variables are:
q = 30 and Eα = 30. This is expected to give regular cellular
structure of the front.

the variables of investigation to the energy (q) and the in-
duction time activation energy (Eα ). All other variables
should be constant. To keep the numerical resolution con-
stant, the pre-exponential coefficient A, was adjusted to
give 10 cells in the induction zone. This was calculated
for a stable 1D detonation as, the simulation cell size
∆x = 0.1:

(uvN −SCJ)τ = (SCJ −uvN)Aexp
(

Eα

RT

)
= 1 (12)

which gives the pre-exponential factor to be

A =
1

(SCJ −uvN)exp
(Eα

RT

) (13)

For the numerical setup, the initial pressure and density
were both set to 1, as well as the gas constant. The heat ca-
pacity ratio γ was set to 1.4 and the input to the β progress
variable source term was: B = 4.9738 and Eβ = 15.

3 Initial calculations
3.1 Setup
The detonations were simulated two dimensionally, as a
simplification of the real three dimensional structure of
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detonation front. The first step of calculation was to de-
velop a realistic 2D detonation structure. It was initiated
as a slightly perturbed front with a 10 cells induction zone,
and a 50 cells reaction zone. The top and bottom bound-
ary condition (BC) were cyclic to account for an infinitely
large domain. The right hand side inlet BC was zero-
gradient with a semi-constant velocity (velocity was ad-
justed during the simulation). The left hand side outlet
was a zero-gradient BC.

3.2 Results
This setup had to run until it developed wave structure
with transverse waves propagating up and down the lead-
ing shock of the detonation. This is also the structure of
real detonations. In real detonations the transverse waves
propagate in two perpendicular directions to the leading
shock. The point of collision of these three waves is
known as the triple point, and will leave a cellular pat-
tern (see figure 1 and 2) on sooted surfaces in experimen-
tal investigations of detonations. In the 2D simulations
a pattern will be made of the leading shock and the up-
down transverse shock. To investigate this, the pressure
was used to find the position of the leading shock in the
domain. This leading shock position was averaged for ev-
ery time step to give a representation of the curvature (i.e.
semi-triple-point recording). An illustration of the deto-
nation front is shown in figure 5.

To investigate if the detonation simulations was devel-
oped, two parameters were used. One was the overall in-
duction zone length, which was supposed to be close to
10 cells. This varied in the beginning of the simulation,
but converged to 10. The second parameter was the devel-
opment of cellular structure of the detonation front. For
this, an analysis was developed to find the cellular pattern
in the detonation front history. It was based on gradient
evaluation and thresholding, as well as artificial diffusion.
At last it was converted to a binary variable and analyzed
with a tool used for image analysis. The result is shown in
figure 6. It is shown that the cells appear some time after
initiation, and that the development of cell sizes take some
time before they converge.

When the numerical variables were changed, the cellu-
lar pattern also changed. It is expected from the theory
by Lee and Stewart (Lee and Stewart, 1990), that a more
irregular cellular pattern would be the result of increased
activation energy of the α variable. This can bee seen in
figure 7. It is also shown that the variance of cell sizes is
increased. The cyclic boundaries of the simulation was as-
sumed to not influence the cell size, as long as there were
more than three cells in the total height of the domain.

4 Simulations of detonations in strati-
fied reactant layers

A 2D approach was used to investigate the detonation
propagation in stratified reactant layers bound by one solid
wall and an inert.

Figure 6. Top: Cellular pattern from the detonation front his-
tory. Bottom: The size of the cells vs the position. Variables
are: q = 30 and Eα = 30. This is expected to give regular cellu-
lar structure of the front.

Figure 7. Top: Cellular pattern from the detonation front his-
tory. Bottom: The size of the cells vs the position. Variables
are: q = 30 and Eα = 50. This is expected to give an irregular
cellular structure of the front.
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Figure 8. A sketch showing how the computational domain is
set up with the mapped detonation structure to the left, the solid
wall at the top and the inert layer along the lower boundary.

4.1 Setup
The initial simulations were mapped onto a larger domain
where the inert was mapped as well. A sketch of the com-
putational domain is given in figure 8.

The right, left and bottom BC was a zero gradient, while
the top wall was a reflecting BC. The domain was moving
to enable an investigation of the cellular structure by inte-
grating (over time) the pressure in the induction zone. This
makes up a more correct cellular structure as the thickness
of the integrated variable represent the thickness of the in-
duction zone. As this zone thickens, it is also expected
that the detonation will fail and change to a deflagration
following a leading shock wave.

4.2 Results and discussion
The detonation propagation is illustrated in figure 9 (Eα =
30) where the triple point trajectories are shown and also
how they are "lost" into the inert below the reactants. This
is assumed to be the main reason for the failure of the det-
onation, as it will lead to an expansion loss into the inert.
This gives a velocity deficit of the detonation, which result
in a reduced strength of the leading shock wave, hence a
lower von Neumann temperature and a longer induction
zone. This eventually cause the detonation to fail after
1800 induction lengths.

The simulation results in figure 9 show that despite ful-
filling the three detonation cells in the layer thickness this
detonation still fails to propagate in the layer. A compara-
ble real mixture to the case shown i figure 9 is stoichiomet-
ric hydrogen-air mixtures. As a comparison, that mixture
have expected cell sizes of 8mm. The failure length would
then be about 80mm to 100mm. The regularity of the det-
onation cellular pattern is also connected to the propensity
to generate new triple points. The main reason for this is
the increased activation energy. With a higher activation
energy the reaction becomes more sensitive to small per-
turbations, and could make new triple point on its own. By
keeping the layer thickness fixed to 150 induction lengths,
an irregular cellular pattern case was investigated, see fig-
ure 10. This was expected to be able to propagate longer
into the reactant layer compared to the Eα = 30 case. It is
clearly not the case, as one possible cause to the issue is
the reduced number of detonation cells in the layer thick-
ness. Much of a problem is also the definition of a cell

Table 1. List of all simulations in the project.

Layer thickness [ind length] q Eα

100 25 30
100 30 30
100 30 40
100 30 50
100 30 60
150 25 30
150 30 30
150 30 40
150 30 50

size, as it is very much an expected size with a rather large
variance.

The project has so far investigated 9 cases, each take
about 1 to 2 weeks to simulate on a standard workstation,
using about 30 GB memory. It typically has a 9e6 nu-
merical cells, solve 24 equations in each cell up to 15000
times. The simulation has to be adjusted by stepwise skip-
ping the domain to the right as the simulation progresses.
The list of completed cases is given in table 1. The results
so far show that all detonations fail at a short distance after
entering the stratified reactant layer.

A further work on this project is first to simulate cases
with a higher enthalpy per unit mass of reactants to in-
vestigate if it is within the limit of successful detonation
propagation. The other case will be to further thicken the
reactant layer, and lastly include a denser gas as the inert
to allow for wave reflections at the boundary.

5 Summary
This paper have reported some of the work done on sim-
ulating detonations in stratified reactant layers. The sim-
ulations are based on the reactive Euler equations with a
two step model for the chemical kinetics. The first step is a
waiting time (induction time) progress variable which rep-
resent the induction time seen in simulations of detailed
chemical kinetics. the second step is the exothermic reac-
tion progress variable, which is linked to the energy equa-
tion. The numerical setup varied the change of enthalpy
due to chemical reactions q and the induction time acti-
vation energy Eα . The numerical resolution was set to 10
cells in the induction zone (calculated on 1D steady state).
The initial simulations had to run for a long time to en-
sure a developed detonation front. Due to the unsteady
nature of detonations, a 10 cells criteria was used as well
as a steady cellular detonation front. The initial detona-
tion structure was mapped onto a stratified domain with
proper boundary conditions and the failure on detonation
was observed. The triple points were lost into the inert
layer, and the expansion into the inert lead to a velocity
deficit. This was assumed to be the reason for the deto-
nation failure. The expected criteria from the literature of
three detonation cells in the height of the reactant layer,
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Figure 9. The triple point trajectory of a detonation in a stratified reactant layer. Variables are: q = 30 and Eα = 30.

Figure 10. The triple point trajectory of a detonation in a strati-
fied reactant layer. Variables are: q = 30 and Eα = 50.

did not seem to be a general criteria for successful deto-
nation propagation. The detonations with more irregular
detonation cellular patterns also had a large variance i cell
sizes, thus it might not be valid to base the thickness on
the expected cell size. All simulated cases showed that the
detonation failed as it propagated in the stratified reactant
layer.
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Abstract 
An image processing routine was developed to 

determine the flame height of a hydrogen jet flame. Two 

different techniques was tested, where one where based 

on Wiens distribution of a black body and one based on 

intensity of the flame. The method based on intensity 

gave the best results. 

Keywords: Image Processing, Hydrogen jet, Wiens 
distribution, Experimental, high-speed imaging. 

1 Introduction 

Due to both practical and economic reasons, image 

processing can be a valuable technique for determine 

flame diagnostics. This study uses image processing to 

determine the height of a hydrogen jet flame. 

A hydrogen jet flame is a diffusion flame as shown 

in Figure 1. The fuel, and in this case hydrogen, flows 

from a nozzle or an orifice. On the surface of the jet, the 

fuel will meet the oxidizer (air/oxygen) and make up the 

reaction zone or flame. This thin layer will position itself 

where the mixture of fuel and oxidizer is stoichiometric 

and the temperature will be about 2000°C. Since the jet 

flame is a spatial phenomenon, the flame will be visible 

all around the jet flame. 

Direct measurements of physical properties of fires 

can be demanding to conduct. Often the high 

temperature of the fire can harm the measurement 

equipment or the measurement equipment itself can 

affect the measurements to give faulty results.  

Image based techniques have an advantage in non-

intrusiveness and take the measurement equipment 

away from the fire. This assures the results to be 

representative for the fire.  

In the literature, several flame/fire diagnostic 

methods is provided using laser based techniques such 

as PLIF (planar laser induced fluoresce). This technique 

can provide information of the shape/thickness/position 

of the flame and reaction zone. The disadvantage with 

this technique is however the price of the equipment and 

the robustness of the measurements. Often, soot and 

particles of a fire can interfere with the measurement 

equipment to make the usage of PLIF demanding.  

In a study by (Trindade et al, 2014) a normal color 

CCD camera was used to find the air/fuel ratio of a 
methane and propane flame.  The color RGB images 

was experimentally observed to provide information of 

the flame.  

 

 

Figure 1. Example of a jet flame 

In studies by (Li et al, 2011 and Yan et al., 2017) an 

image processing routine was developed to estimate 

temperatures in coal-fired boilers.  

These studies base their image processing codes on 

Wiens distribution law. It assumes black body radiation 

from the coal or soot particles to be dominating the 

radiation in the flame.  

Alternatively, a model based on intensity and visual 

considerations of the flame could be used. The model 

relates the intensity of the flame to the position of the 

flame.  

In a study by Mogi et al. (2005) the flame length and 

diameter of a hydrogen jet was measured. To visualize 

the flame, a salt-solution was added to the flame as 

atomized droplets.  

In this work, a hydrogen flame was investigated. It 

radiated much less than a comparable hydrocarbon or 

coal flame, but by visual considerations the flame 

radiated yellow/orange. This might be due to impurities 

in the hydrogen, but the radiation of the flame was 
enhanced. The aim of this study was to compare the two 

methods and find a method to determine the flame 

height of a hydrogen flame using image processing. 
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An experimental setup was used with flow and 

pressure sensors. The images of the hydrogen flame was 

captured with a color CMOS high-speed camera. The 

property extracted from the images by an image 

processing techniques was flame height. The flames 

investigated, was a hydrogen flame in the range 24 to 

1027 kW (based on lower heating value). 

MATLAB was used as a platform for image 

processing. The purpose of the code was to find the 

flame height and diameter automatically from the 

images. The code had the possibility to find the frame 

height and diameter in every image of the movie, not 

just the average height. 

2 Experimental Setup 

The experimental setup is shown in Figure 2. The 

experimental setup was supplied with compressed 

hydrogen at 20 MPa from a cylinder and pressure 

controlled by a pressure regulator with a range from 1.0 

to 12 MPa. A Coriolis mass flow meter from Micro-

Motion was used to accurately measure the mass flow 

of hydrogen. A pressure sensor close to the nozzle was 

mounted to get the pressure before the nozzle. The 

nozzle unit with interchangeable nozzles was mounted 

on an aluminum table. A row of radiation sensors was 

mounted for future use. 

The flame was captured using a color high-speed 

camera with frame rate of 250 frames per second (fps). 

The data from the logging instruments, such as mass 

flow meter, pressure sensors etc, was synchronized with 

the camera and recorded at 2000 Hz. Each experiment 

had a duration of 5 seconds after the system had 

stabilized, which took approximately 2-4 seconds after 

ignition. For each experiment, 1250 images and 9999 

data points for each of the other sensors was stored. 

Afterwards the image was analyzed with an in-house 

developed image-processing tool to determine the flame 

height. The flame height was determined to be from the 

nozzle exit (top of the nozzle) to the tip of the flame. 

3 Choice of Method 

The key feature of the image processing code was to 

determine the flame in high speed images to find the 

flame height of a hydrogen flame. Two methods was 

considered for this task: One based on Wiens 

distribution and one on image intensity.  

The method that used Wiens distribution by (Huang 

et al., 2000) was an image based method to monitor the 

temperature of a 500-kW model furnace with both coal 

and gas as a fuel. The temperature of the flame was 

found by relating the intensity of two separate 

wavelengths from the flame using the expression: 

𝑇 =
𝐶2 (

1
 λ2

−
1
𝜆1

)

[ln
𝐺(𝜆1, 𝑇)
𝐺(𝜆2, 𝑡)

+ ln
𝑆λ2
𝑆𝜆1

+ ln (
𝜆1

𝜆2
)

6

]

  

 

(1) 

where 𝑇 is the temperature, 𝐶2 is a constant, 𝜆1 and 𝜆2 

is the first and second wavelength,  𝐺(𝜆𝑖 , 𝑇) is the 

measured grayscale value of each wavelength and 𝑆(𝜆𝑖) 

is the spectral sensitivity of the sensor for the 

respectively wavelength. The measured grayscale 

Figure 2. The experimental setup: 1) Hydrogen gas cylinder, 2) mass flow meter, 3) pressure sensor, 4) nozzle unit 

with changeable nozzle configurations, 5) radiation sensors (currently not in use). 
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values was found by using two spectral filters. One 

monochrome camera was used to capture the two 

wavelengths using quick temporal shifting of the filters.  

In a hydrogen diffusion flame the temperature can reach 

more than 2000°C. This made the gasses radiate. If the 

flame was a sooting flame, most of the soot will radiate 

as a solid, and be combusted in the flame. When 

observing a diffusion flame with a digital camera the 

radiation can be observed as an intensity. The digital 

image will have an elevated intensity where the flame 

occurs.  

(Zhang & Hui, 2011) has performed a study on 200-

MW boiler. They capture digital images of a flame and 

remove the background of the image, then threshold the 

image by intensity to find the outline of the flame. 

In this study, a hydrogen diffusion jet flame was 

investigated. A hydrogen jet is radiating considerably 

less than a coal or hydrocarbon flame. Figure 3a shows 

the intensity scaled image of the hydrogen jet. The 

actual image of the flame is in Figure 3b. The radiation 

from the flame in very low, which was expected from a 

hydrogen flame.  

To identify the flame in the image of the hydrogen 

flame, the temperature could be used; The temperature 

in the diffusion flame will be at the highest where the 

stoichiometry equals unity. In an image, the flame will 

be a “shell” on the hydrogen jet hence a constant high 

temperature from one side of the flame to the other. This 

is demonstrated in Figure 3a. 

Equation 1 can be used to find the temperature in a 

flame based on images. In this study it was not important 

to determine the temperature, just the position of the 

flame. Since the value of the temperature was irrelevant, 

the equation can be simplified. The wavelengths 𝜆1 and 

𝜆2 is the green and red part of the original RGB image. 

Both of these parts will capture a range of wavelengths, 

but was assumed to have just one. The spectral 

sensitivity of the sensor was assumed to be equal for the 

two wavelengths. By inserting this into the Equation 1, 

the correlation in Equation 2 is found. 

𝑇 ∝ 𝐶1/ [ln
𝐺(𝜆1, 𝑡)

𝐺(𝜆2, 𝑡)
+ 𝐶2] (2) 

The constants C1 and C2 was arbitrarily.  

In Figure 4 the values of the different RGB colors 

from a line through the flame was plotted without 

amplification. It shows the different channels to be fairly 

equally shaped. This made the assumption of a Wiens 

distribution false. 

The light sensitivity of the high speed camera can be 

fairly high, but due to the high repetition rate the light 

level of each image will be low. In the experiments on 

the hydrogen jet the maximum light intensity was about 

3 % of the maximum obtainable on the sensor. This will 

make the images highly sensitive to noise.  

Figure 5 shows a histogram of all the values of the 

pixels in the image.  

 

Figure 3. a)Scaled image of hydrogen jet. b) Original 

image of hydrogen jet 

 

Figure 4. Intensity of a line profile of a horizontal line 

through the flame. 

 

Figure 5. Histogram of pixel values in an image of a 

hydrogen jet. 

As a comparison, the same technique was used on an 

image of a hydrocarbon fire shown in Figure 6. The 
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same image was processed with an expression like 

Equation 2 shown in Figure 7. Mogi et al. (2005) 

calculated the emissivity coefficient of a hydrogen 

flame to be 𝜖 = 0.03 which is fairly low. 

During the experiments on the hydrogen jet, an 

infrared camera was tested to see the temperature 

distribution in the flame. Figure 8 shows the infrared 

image from one of the experiments with the hydrogen 

jet flame. It shows a clear temperature distribution in the 

flame. Unfortunately, the infrared imaging has limited 

temporal resolution that will smoothen the shape of the 

flame. 

Instead of using some expression based on Wiens 

distribution, flame intensity in the image was used. 

Where the image intensity was high, the flame was 

present.  

Since the image was a color image, the image was 

separated in three monochrome images, one for each 

color channel (red, green, blue). This is shown in Figure 

9. The three color channels to shows be almost identical 

in shape and value. Due to this, the red channel was 

chosen to represent the intensity of the image. The 

framework to isolate the flame and measure the flame 

height was developed in a MATLAB script. 

 

Figure 6. Original image of a hydrocarbon flame. 

 

Figure 7. Calculate image of a hydrocarbon flame based 

on Wiens distribution. 

 

Figure 8. Infra red image of hydrogen jet flame 

 

Figure 9. RGB-Color channels of an image of a hydrogen 

jet flame 

4 Image Processing 

To transfer each image from the movie of the hydrogen 

flame to a numerical value, an image-processing tool 

was developed in MATLAB. 

Thresholding the image was the most crucial part of 

the image processing. The threshold value was the set 

point which distinguished background noise from 

signal. Background noise in the image could be 

mistaken for a flame if the procedure for thresholding 

was to crude. Thru several tests with manual/visual 

verification, the procedure for thresholding showed 

good correlation between manually finding the flame 

height in the images.  

To reduce the computation time only the red image was 

analyzed for the whole data set, but it was thoroughly 

investigated that each color gave close to identical flame 

heights. The red color was chosen above the other colors 

since it had a higher intensity. 

The noise in the background of the images was 

assumed to be normal distributed. 
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The image-processing tool is explained in subsequent 

steps. The method used was iterative and the 

intermediate values are marked with an asterisk (*). 

Step 1. 

Read RAWW image from image sequence (movie). 

From the camera, the movies are built up by 16 bits 

images. The images are built up by a string of 16 bits 

values for every color and pixel. For every movie, a 

header file tells how to read the string.  

Step 2 

The color image was converted into three monochrome 

images or channels, 

𝐼𝑅𝐺𝐵 = (𝐼𝑅 , 𝐼𝐺 , 𝐼𝐵). (3) 

The monochrome 16 bits images was converted into 

numerical values (double). Since the different color 

channels showed no significant difference, the image 

was represented using 

𝐼 = 𝐼𝑅 (4) 

Step 3 

The image was divided into flame and background using  

𝐼 = {
𝐹
𝐵

     
:   𝐼𝑖,𝑗 ≥ 𝑡

:   𝐼𝑖,𝑗 < 𝑡
 (5) 

Where 𝐹 is the flame and 𝐵 is the background. 𝑡 is the 

threshold intensity value that separate the flame from the 

background. The value 𝑡 was not known and could be 

found iteratively. 

Step 4 

An initial value for t was found by using 

𝑡∗ = 𝑆𝐵 + 2 ∙ 𝑠𝑡𝑑(𝑆𝐵) (6) 

where 𝑆𝐵 is a small area selection of the background of 

the image 𝐼. This was not a critical step, just an initial 

guess. 

Step 5 

The objects was isolated by finding the objects with an 

intensity above the threshold value 𝑡∗ using Equation 5. 

The largest object was assumed to be the flame 𝐹∗. The 

rest was background, 𝐵∗. 

Step 6 

The new background 𝐵∗ was used to find a new 
threshold value using 

Figure 10. Three different sized hydrogen jet flames with contours of the calculated flame (red 

contours). The units are mm from exit nozzle. 
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𝑡∗ = 𝐵∗ + 3 ∙ 𝑠𝑡𝑑(𝐵∗). (7) 

Then the routine was repeated from Step 5 until the 

change in 𝑡∗ was small. The final value of 𝑡∗ was the 

threshold value 𝑡, separating the flame and background. 

Step 7 

The properties for the flame was collected and stored as 

a numerical value. The same thing was done to all the 

imaged of the movies providing the variation by time.  

Figure 10 show the average flame height of three 

experiments with all three colors used to determine the 

flame height.  

5 Discussion 

In this work, the main target was to find a method to 

determine the height of a hydrogen jet flame using 

imaging techniques. The height of the jet flame was 

considered to represent the size of the hydrogen flame.  

Two separate image processing techniques was 

considered, one based on Wiens distribution and one on 

intensity.  

The technique based on Wiens distribution did not 

give any representable result due to low radiation from 

the flame and the high level of noise in the background. 

The technique based an intensity was used and was 

compared to visual considerations of the flame.  

6 Conclusion 

An image processing technique was developed to 

determine the flame height of a hydrogen jet flame. The 

technique was based on the flame intensity and gave 

good results compared to visual considerations. 
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Abstract
This paper presents an image processing framework for
tracking the front of the detonation wave from a sequence
of images. The images are captured by high speed camera
during a laboratory gas explosion experiment. By tracking
the fronts in two or three consecutive frames, it is possible
to calculate the thermodynamic properties like velocity
and pressure along the entire wave front. Alternatively,
these calculations are limited to measurements recorded
by sensors at some fixed, locations. An active contour
model having Gradient Vector Flow (GVF) as an external
force field is used to track the wave front in each image.
The structure and the properties of detonations in combus-
tion physics has been the point of interest since early 80’s.
In the present paper, detonation is studied in the stratified
layer of combustible gas above a non-reacting layer of air.
The recorded images are digitally processed, and the local
velocities are calculated based on the tracked fronts. The
calculated velocities are then used to estimate the pressure
ahead of the wave front with the help of the normal shock
relations. The estimated pressure is compared with the
measured values from pressure transducers mounted on
the top and bottom of the experiment tube.

Keywords: Open contour, Front Tracking, Detonation

1 Introduction
Active contours, popularly known as snakes, have been
an essential part in image processing and computer vision
applications. Snakes are mainly used for edge detection
and boundary contouring in the field of image segmenta-
tion. A snake is a moving curve within an image, which
eventually lie itself around the surface/edge of the desired
object. The snake moves under the influence of internal
forces within the curve itself and the external force calcu-
lated from the image data. It was first developed by Kass
et al.in 1988 (Kass et al., 1988). Many developments and
improvements have been purposed thereafter, for exam-
ple the Chan-Vese (CV) model (Chan and L.Vese, 2001)
that detects the boundary of an object using the Mumford-
Shah functional (Mumford and Shah, 1989), the level set
method (Osher and Sethian, 1988) to name a few. The
application of active contours are seen mainly in the field
of medical research see, (Phama and Tranc., 2015; Yan

et al., 2014) and the references therein. For the last decade,
active contour models have been an active research field.
However most applications are based on closed contours.
But for some application like front tracking, where the
edge/boundary expands from top to bottom of the image
an open snake is more efficient. This study will show the
development of an open contour model and its application
in the field of physical science of detonations.

Detonations are among the worst consequences of ac-
cidents related to gas handling and explosion in which
a generated wave can exert pressure around 40 bar and
velocity of more than 2000 m/s. It is relevant for many
combustible gases, while mostly considered for the more
reactive gases such as propane, ethylene, hydrogen and
acetylene (Law, 2010). The detonation study of this work
regards the detonations in a stratified layer of hydrogen
gas above a non-reacting layer of air. The formation of a
high-pressure Mach stem at the lower wall (see Figure 4)
is of particular interest in the field of Combustion.

The paper is organized as follows: In Section 2, there
is a short description of the experimental setup that was
used for the experiment and image recording. In Section
3, a general snake model is described which is followed
by Section 4, where the numerical implementation of an
open snake is shown. The front tracking and velocity cal-
culation is put together in Section 5. Finally, the results
and the conclusions of the study is presented in Section 6.

2 Experimental Setup
Figure 1 illustrates the experimental setup for conduting
the gas explosion experiments. The setup is made of a 3 m
long channel with transparent polycarbonate walls. One
end is closed and the other is open to the atmosphere, and
an adjustable baffle type obstacle is located at 1 m from
the closed end. The channel was filled with hydrogen
and air and then ignited from the closed end such that
the wave propagated towards the open end. Kistler 603b
type pressure transducers were used to record the pressure
at various locations along the top and the bottom wall
of the tube. A high speed camera recorded the wave
propagation behind the obstacle at 500 kHz. A schlieren
imaging method was used to record the propagation at
23 cm diameter window expanding from a 1.2 m to 1.4
m behind the obstacle. The schlieren system is a double
mirror system which is based on the fact that light rays
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bends whenever there is a change in the refractive index
of the meduim in which the light passed (Settles, 2001).
All experiments are done with premixed hydrogen and air
at ambient temperature and pressure. Detail description
of the setup can be found in (Gaathaug et al., 2010).

Figure 1. Experimental setup for premixed hydrogen and air
combustion in a long tube.

Figure 2(a) shows the portion of captured high speed
frame sequence during an experiment and Figure 2(b)
shows the schlieren images captured at the highlighted
rectangle portion in Figure 2(a). An overview of the over-

Figure 2. (a) High speed images showing a detonation wave in
an experiment tube.(b) The schlieren images captured within the
red rectangle in (a).

all designed framework for tracking the fronts from the
image is depicted in the flowchart shown in Figure 3.

Figure 3. Flow chart showing the designed framework.

3 Active Contour Model
A basic snake defined in (Kass et al., 1988) is a paramet-
ric curve formed within an image. The snake is initialized
manually by a set of x-y points around the object of inter-
est and simultaneous interpolates between the points. By
representing the position s of the snake parametrically as
V (s) = (x(s),y(s)) in x-y coordinate system , its energy
function is defined as in (1). The energy is calculated for
each point along the snake and the snake will move in the
direction where there is minimum energy compare to the
previous position. The snake will be stationary once the
energy is balanced in all directions.

Esnake =
∫

s
Eint(V (s))+Eext(V (s))ds. (1)

The first term in (1), Eint is an internal energy which can
be defined as

Eint = 1/2[α(s)|V ′(s)|2 +β (s)|V ′′(s)|2]. (2)

Here α(s) and β (s) are positive weighting parameters
for controlling the snake’s tension and rigidity respec-
tively. V ′(s) and V ′′(s) are the first and the second deriva-
tive of V (s) with respect to s. The second term in (1), Eext
is the external energy function which is calculated from
the image such that it takes minimum values at the point
of interest like edges and boundaries. For example, for a
gray scale image Im(x,y), the external energy can be cal-
culated as

Eext =−|∇Im(x,y)|2, (3)

where ∇ is the gradient operator. A snake that minimizes
Esnake must also satisfy the Euler equation

αV ′′(s)−βV ′′′′(s)−∇Eext = 0, (4)

which can be viewed as force balance between the internal
and the external forces. Both α(s) and β (s) are taken as
constant for the entire framework. Mathematically,

Fint +Fext = 0. (5)

The internal force term Fint = αV ′′(s)− βV ′′′′(s) pre-
vents the snake from stretching and bending whereas the
external force term Fext = −∇Eext attracts the snake to-
wards the desired location (Xu and Prince, 1997).
To solve (4), V (s) is taken also as a function of time t such
that V (s) moves with time step t i.e. V (s, t). The external
energy Eext for the image does not change with time.

∂V (s, t)
∂ t

= αV ′′(s, t)−βV ′′′′(s, t)−∇Eext . (6)
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Figure 4. (a) Edge map of the image, Mach stem area is high-
lighted with red square. (b) External force field around the Mach
stem.

4 Numerical Implementation
The numerical solution of (6) can be found when ∂V (s,t)

∂ t
tends to zero and (6) becomes,

αV ′′(s, t)−βV ′′′′(s, t)−∇Eext = 0. (7)

The solution for (7) can be obtained by decritizing the con-
tinous snake V (s, t) as in (8). The details can be found in
(Kass et al., 1988).

α[Vi−V(i−1)]−α[V(i+1)−Vi]+β [V(i−2)−2V(i−1)+Vi]

−2β [V(i−1)−2Vi +V(i+1)]+β [Vi−2V(i+1)+V(i+2)]

+( fx(i), fy(i)) = 0.
(8)

Here Vi = (xi,yi) is the ith point of the contour/snake
s and ( fx(i), fy(i)) which are equal to (−∂Eext/∂xi,
−∂Eext/∂yi) are the external force at point i.

4.1 Internal energy
The overall internal energy at each point can now be de-
scribed in a matrix form as

AV +( fx(i), fy(i)) = 0. (9)

Here A is pentadiagonal matrix ,

and V is a vector of the 5 consecutive points,
V = [Vi−2 Vi−1 Vi Vi+1 Vi+2]

T .

If n is the total number of points in each contour, then
for closed contour V1 =Vn, the internal energy can be esti-
mated using (8) for all points along the contour. However,
for open contours the end points should remain at the top
and bottom boundary, hence V(i−1) and V(i−2) will not ex-
ists for the first two points whereas V(i+1) and V(i+2) for the
last two points. The matlab program is designed in such a
way that these points stays at the boundary and therefore
only move in x-direction with respect to its own external
energy and its own previous position. Using Euler method
with time step t for (8), the contour point V t

i at time t can
be related to its previous point V t−1

i as,

AV t
i +( fx(i), fy(i))V t−1

i =−γ(V t
i −V t−1

i ) (10)

where γ is a step size. Solving (10) by matrix inversion
and separating Vi into xi and yi,

xt
i = (A+ γI)−1[γx(t−1)

i − fx(x
(t−1)
i ,y(t−1)

i ] (11)

yt
i = (A+ γI)−1[γy(t−1)

i − fy(x
(t−1)
i ,y(t−1)

i ], (12)

where I is an identity matrix.

4.2 External energy
One of the main drawback of the snake models is that
the calculated external energy were not sufficient for at-
tracting the snake from long distance. The simple exter-
nal energy calculated by using (3) works nicely when the
initial snake is near to the object but fails to attract the
snake when it is placed far away. To overcome this draw-
back, the gradient vector flow (GVF) proposed in (Xu and
Prince, 1997) is used for the external force field. For es-
timating GVF, first the edge map Eedge(x,y) is formed in
such a way that it has a larger value at the edges and at the
boundaries, compared to homogeneous region. Later, the
estimated edge map is used to estimate the over all exter-
nal force field. For this study, the edge map is taken as the
gradient magnitude of the image,

Eedge(x,y) =
√

(g2
x +g2

y), [gx,gy] = ∇Im(x,y).

and the result in shown in Figure 4(a). The Mach stem
is marked by a red rectangle in this figure. Following the
steps described (Xu and Prince, 1997), the final external
external force ( fx(i), fy(i)) for an image is calculated by
iterating the equations (13) and (14) until it converges.

fx(i) = µ∇
2 fx(i)−|∇Eedge(x)|2( fx(i)−∇Eedge(x))

(13)

fy(i) = µ∇
2 fy(i)−|∇Eedge(y)|2( fy(i)−∇Eedge(y))

(14)
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Figure 5. (a) Original raw image (b) Binary image (c) Filtered binary image with initial points for the snake. (d) Final contour
along the wave front.

Here ∇2 is the lapalcian operator and µ is a regular-
ization parameter governing the trade off between the first
term and second term. Generally, µ is taken as a con-
stant which is set according to the noise present in the
image. For a sequence of images where the noise varies
with time, µ along with |∇Eedge(x,y)|2 can be taken as
spatially varying weighting factor as presented in (Xu and
Prince, 1998). The initial value for ( fx(i), fy(i)) is taken
as ∇Eedge(x,y). The computed GVF field points towards
the edges and varies smoothly over homogeneous regions,
see Figure 4(b).

5 Front tracking and velocity calcula-
tion

It is necessary to reduce the background noise presents in
the images before actual tracking of the front. For this
purpose, the pre-processing of the image is done by first
changing each image into binary form using Otsu method
(Otsu, 1976), follwed by filtering using median filter. Fig-
ure 5(a) shows the raw image from the experiment and in
Figure 5(b) the binary version of the same image is visu-
alized. Though the GVF force field has advantages com-
pared to the external forces used in (Kass et al., 1988), the
formation of the initial points for the snake highly influ-
ence the overall performance of the framework. One pos-
sible way to initialize the snake automatically to a location
close to the object, is to use the information of the gradient
values in the image. For this task, a priori information of
the direction of the wave propagation is used. By starting
a search from the opposite direction of the wave propaga-
tion for predefined set of rows (every 20th), an initial point
is chosen to be the first point where the gradient value ex-
ceeds a given threshold value, see Figure 5(c). The snake
is then initialized by interpolating these initial points such
that there exist the snake point V (s) for each unique row
value of the image. For example, if size of an image Im
is [300× 800] then the size of the snake is [300× 1]. By
implementating, the method defined in Section 4, the final
contour is obtained as shown in Figure 5(d).

Suppose V K(s) is the final snake (tracked front) in Kth

image of the sequence. For calculation of a normal ve-

locity at point Vi = (xi,yi) of the front V K(s), a local nor-
mal vector −→n is calculated by forming a local polynomial
function around the point Vi (5 points above and 5 points
below are used). The normal vector −→n will forms a tri-
angle between the fronts with an angle θ at point Vi. The
normal displacement is now estimated by using the final
snake of the V K+1(s) of (K + 1)th image of the sequence
as shown in Figure 6. By using the value of V K+1(s) for
the same row yi the displacement dm can be calculated and
an angle θ can be estimated by calculating the slope of the
normal vector −→n .

Figure 6. Method for estimating normal front velocity.

Figure 7. Spatially varying γ for top and bottom of the tube.

By assuming the normal vector −→n is locally normal to
both fronts at K and K + 1, a normal displacement dn is
estimated as dn = dm ∗ cosθ .

The normal displacement dn is then changed to stan-
dard unit of meter with system configuration of (1px =
0.0002778 m) and the normal velocity Vf is calculated at
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Figure 8. (a)A final contour in filtered binary image.(b) The front contours with local velocity (m/s) given by the color according
to the colormap.

Figure 9. Pressure estimated for top and bottom of each front.

frequency of 500 kHz. By using the calculated velocity
to estimate the Mach number M, the pressure behind the
front is estimated by normal shock relation shown in (15)
(Law, 2010).

P1

P0
=

2γM2− (γ−1)
γ +1

. (15)

Here, P1 is the pressure behind of the wave front and P0
is the pressure ahead the wave front. The pressure ahead
of the wave front is assumed to be 1 bar in this case. The
Mach number M is defined as,

M =
Vf

c
, (16)

c =
√

γRT/M is the speed of sound in medium (H2) at
temperature T . R , M and γ are respectively gas constant,
Molecular mass and specific heat ratio of H2. As the gas
is different in top and bottom of the tube, γ is taken as
spatially varying along the tube from 1.3995 to 1.4012 as
shown in Figure 7 (γ for H2 is 1.4). The speed of sound
for hydrogen is calculated and considering temperature T
ahead the wave front is uniform at 25o C. The estimated
M is then used for finding pressure P1 from (15).

Figure 10. Pressure records from the experiment by the pressure
transducers.

6 Results and Conclusion
For clarity, the final contour along the detonation wave
front is plotted in filtered image shown in Figure 8(a).
The calculated velocities along all the tracked wave fronts
from a sequence is plotted in Figure 8(b). As expected
the velocity in the upper layer that is filled with com-
bustible gas is relatively higher than the velocity in the bot-
tom layer. Due to the generation of Mach stem along the
lower boundary of the tube, velocity of the front around
the lower boundary is noticeably high. The average pres-
sure estimated at top and bottom of the each front is plot-
ted in Figure 9 ( top and bottom 10 points are used). The
reading from pressure transducers mounted on the top and
the bottom of the tube at fixed location is shown in Figure
10. Due to the difference between the location of pressure
transducers and the moving wave front, direct compari-
sion cannot be justified. Nevertheless, it can be seen that
maximum and minimum pressure on both the figure are
almost in same range.
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The designed image processing framework was also
used to calculate the velocity for a benchmark experiment.
The results of the experiment shows an average detona-
tion velocity of 1967 m/s which is 9 m/s lower than the
theoretical value (Gaathaug et al., 2016). Thus, it can be
assumed that the framework gained detailed information
of the detonation front within expected precision. Further
work need to be done considering assumptions made dur-
ing pressure estimation using a normal shock relation.
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Abstract 
Light crude oil production is the most economical and is 

currently serving as benchmark together with medium 

crude oil. The most of the conventional oil fields in the 

worlds are either light or medium crude oil. 

Conventional inflow control devices (ICDs) are 

designed to delay water breakthrough but do not have 

the capability to control the water inflow after 

breakthrough. Autonomous inflow control devices 

(AICDs) are developed to choke the inflow of water 

after breakthrough has occurred. 

Simulations is done by developing integrated 

transient wellbore-reservoir model in OLGA-Rocx. The 

specifications of the reservoir are specified in Rocx and 

the wellbore model is developed from the different 

modules available in OLGA. Simulations include 

fractured reservoir, heterogeneous reservoir and the 

homogeneous reservoir. The results show that 

autonomous inflow controllers have a higher potential 

to limit the water influx compared to the conventional 

ICDs. 

The benefit of using AICDs was less significant in the 

homogenous reservoir than heterogeneous reservoir 

because of low frictional pressure drop along the well. 

The functionality of the different inflow controllers 

for light oil reservoir is studied and results are 

compared. 

Keywords:     light oil production, inflow control 

devices, Oil and gas, water breakthrough, OLGA, Rocx, 

near well simulation 

1 Introduction 

One of the major challenges that the oil industry faces 

today is early water breakthrough and high production 

of water from mature oil fields. Early water 

breakthrough can occur due to high frictional pressure 

drop in the well or due to high permeability zones or 

fractures in the reservoirs. This causes reduction of the 

oil production. In fact, some of the wells are shut down 

because of excessive water production. 

There are different types of inflow control devices 

(ICDs) developed for delaying breakthrough of water 

and gas. They are designed to improve completion 

performance, the overall efficiency and the lifetime of 

the wells. 

Conventional ICDs are designed to delay water or gas 

breakthrough but do not have the capability to control 

the water inflow after breakthrough. So, there is no 

solution other than to choke the entire flow from the 

system after a certain time. Hence, there has been 

various development in this inflow control technologies 

with the autonomous operation. Autonomous inflow 

control device (AICD) chokes the fluid flow into the 

wellbore from the high permeable zone after the water 

breakthrough, allowing normal oil production from the 

other zones. This will enhance the well performance and 

increases the recovery of oil from existing reservoirs. 

The oil reservoirs will show different behaviors at 

different conditions and this will affect the well 

performance. The objective of this work is to perform 

near well simulations of oil production from light oil 

reservoir using different types of ICDs with water drive. 

The studied ICDs include conventional ICDs and 

autonomous inflow controllers. 

2 Background 

Presently, the conventional oil, which is referred to as 

light or medium oil is the benchmark of the crude oil. 

The crude like West Texas Intermediate (WTI) (API = 

39.6), brent crude (API = 38.06) and Dubai crude (API 

= 31) serves as the benchmark crude across the globe. 

The light crude oil has low viscosity and flows freely at 

room temperature. It has low specific gravity because of 

low density. Light crude oils also have low wax content. 

Heavy oils have low mobility due to its high 

viscosity. This makes transportation of heavy oils 

difficult. Extra costs will be added to make the heavy oil 

viable (Alomair et al, 2013). It is also important to 

optimize the oil production and recovery from light oil 

reservoirs. 

  

3 Inflow control technologies 

An ICD is a well completion device used to choke the 
fluid flow entering the base pipe from the annulus. It is 

a passive inflow control device, i.e. it does not have any 
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active parts, which can be controlled or modified to 

regulate the flow through it. ICD adds up an additional 

pressure drop across the completion and restricts the 

inflow along the well. Generally, all the ICDs are self-

regulating in nature, as the settings cannot be changed 

after installation (Torbergsen, 2010).  

The higher flow rates from the high permeability 

zones cause early water breakthrough. The early water 

breakthrough can be delayed by having a higher flow 

restriction in high permeable zones. Further, ICD can 

produce at high rates from zones that have poorer 

production rate. This will increase the production and 

recovery (Fernandes et. al, 2009). 

The common types of ICDs present in the industry 

use either friction or restriction to create a pressure drop 

across it. The most commonly used ICDs are presented 

in this section. 

3.1 Channel type ICD 

Figure 1 shows the schematics of the channel type ICD 

that uses surface friction to develop the desired pressure 

drop. The fluid passes through a multi-layered screen 

into the annulus and enters the wellbore through the 

channels. The fluid is forced to change its flow direction 

several times, causing a pressure drop across it. The 

chances of erosion and plugging are low because of low 

fluid velocity. Channel ICDs are dependent on fluid 

viscosity. So, a large difference in oil and water 

viscosity after water breakthrough can cause non-

uniform inflow to the wellbore (Fernandes et. al, 2009). 

 

Figure 1. Channel ICD schematics (Birchenko et al, 2010) 

3.2 Orifice/nozzle type ICD 

Figure 2 shows the schematics of the orifice type of ICD 

that uses restriction of fluid flow to develop the desired 

pressure drop. Orifice ICDs are simple in design where 

the fluid passes through small diameter nozzles or 

orifices that create resistance. The pressure drop across 

the orifice ICD is instantaneous and is highly dependent 

on the density and velocity of the fluid. An orifice ICD 

is likely to have high sand erosion rate. 

 

Figure 2. Orifice ICD schematics (Birchenko et al, 2010) 

The pressure drop across an orifice can be expressed by: 

 ∇𝑃 = 𝐶 ∙
1

2
∙ 𝜌 ∙ 𝑣2 (1) 

Where, C is the geometrical constant, 𝜌 is the fluid 

density and 𝑣 is the fluid velocity. This type of ICD is 

not dependent on fluid viscosity, thus ideal for 

applications where the viscosity sensitivity is low 

(Fernandes et. al, 2009). 

According to Fernandes et al., an ICD can work 

effectively when the frictional pressure drop across the 

wellbore is relatively high compared to the drawdown 

pressure. Fractured reservoir with long wells also favors 

the ICDs installations (Fernandes et. al, 2009). 

ICD is a passive device and cannot choke for water 

or gas breakthrough occurs. The oil industry has 

therefore focused on developing new technology for 

choking of such unwanted fluids. Inflow control valves 

(ICVs) are the example of this development. ICVs are 

active sliding sleeve valves, operated remotely by 

means of a controlling system. The electrical connection 

to the control room favors only for short wells. But the 

unpredicted reservoir behavior favors ICVs for higher 

recovery compared to ICDs. ICVs have flexible 

operation with the change in the operating conditions. 

ICVs are more expensive than ICDs as they have 

moving parts. ICDs are simple and have low installation 

risks as they do not have any moving parts, (Al-Khelaiwi 

et al, 2010). 

There has been new development on these ICVs to 

adjust the inflow autonomously. Autonomous 

technology can adjust their performance based on the 

wellbore dynamics. Autonomous inflow control device 

(AICD) are being developed by companies like 

Halliburton, Statoil and others. The autonomous inflow 

control device developed by Statoil is called Rate 

Controlled Production (RCP) devices. RCP is capable of 

that choking for low viscous fluids, and is allowing high 

viscous fluid to flow through it without any restriction 

(Halvorsen et al, 2012). The AICD developed by Inflow 

control AS is called Autonomous inflow control valve 

(AICV). AICV is capable to restrict the influx of 

unwanted fluids. AICV can shut off unwanted fluids 

autonomously when there is viscosity change in the 

fluids.  

4 Development of OLGA Rocx model 

A simulation model was developed using OLGA-Rocx. 

The methodology adopted to build this dynamic 

reservoir-wellbore model is described along with a 

selection of different input parameters for the model. 

4.1 Reservoir (Rocx) model 

The reservoir dimensions are listed in Table 1. The 

length is divided into 10 sections (99.2 m) with one 

AICD in each section. This is the equivalent AICD, 

representing 8 normal AICDs (12.4×8=99.2m). 

Generally, the normal AICDs are installed at a length of 

12.4m of well. 
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Table 1. Dimension of the reservoir 

Reservoir Span (m) 

Length (x) 992 

Width (y) 80 

Height (z) 20 

 

The horizontal well is located along the x-direction. The 

well location in y-z plane is shown in Figure 3. 

 

Figure 3. Location of the well in yz plane 

The computational simulation should be accurate and 

time efficient. Finer grids and small-time steps give 

more accurate results but require a significant amount of 

time as well as computational resources. Finer mesh 

towards the well in y-direction was chosen with 29 

elements. The simulation was done for 10 equivalents 

AICDs, hence the length was divided into 10 elements 

of constant size and the height was divided into 10 

elements of constant size. The developed grid in three-

dimension is shown in Figure 4. 

 

Figure 4. 3-D view of the grid 

4.2 Fluid Properties 

It is essential to know the Pressure Volume Temperature 

(PVT) relation of the fluids that is being used in 

simulations. The crude oils have a wide range of 

physical and chemical properties. One of the models 

used to estimate the PVT relations is the black oil fluid 

model. The black oil fluid model is a model that assumes 

that the oil components will always be in the liquid 

phase and does not evaporate at any conditions. The 

reservoir temperature is significantly lower than critical 

temperature and reservoir pressure is more than 

cricondenbar. 

The black oil model was selected over the PVT table 

model in Rocx. The basic properties of light oil used for 

the simulation are presented in Table 2. These values 

were considered at measured reservoir temperature of 

100°C and pressure of 130 bar. 

Table 2. Oil properties used for simulations 

Oil viscosity (cP) 3 

Oil specific gravity 0.85 

Gas specific gravity 0.64 

GOR (Sm3/Sm3) 150 

This simulation was done with the bottom water drive. 

So, for simulation with water drive, two feed streams 

were defined for oil and water. These feed streams are 

presented in Table 3. 

Table 3. Feed streams 

Stream Fraction type Fraction Watercut 

Oil GOR 150 0.0001 

Water GLR 0.0001 0.99 

 

4.3 Reservoir properties 

The porosity of the reservoir was taken as 0.3 and is 

constant throughout the reservoir. The permeability in 

each direction was defined by giving a value for each 

block in the reservoir in the respective direction. The 

simulated reservoir model based on the permeability 

profile were as follows: 

• Fractured reservoir with a very high permeable 

zone 

• Heterogenous reservoir with one relatively high 

permeable zone and with one relatively low 

permeable zone 

• Homogenous reservoir 

The horizontal permeability was taken as 10 times 

higher than the vertical permeability in each block of the 

reservoir. The vertical permeability profiles of these 

reservoirs are shown in Figure 5. 

 

Figure 5. Vertical permeability profile 

4.4 Simulation  

Initially, the black oil feed was defined as 100% oil and 

the reservoir were fully saturated with oil. The reservoir 
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temperature is 100°C and the reservoir pressure is 130 

bar. 

The boundary conditions are defined according to the 

well location in the reservoir. The feed is defined as the 

oil feed flowing in x-direction. The bottom water drive 

is defined accordingly and the main direction of flow is 

set in z-direction. The water drive temperature and 

pressure were also set to 100°C and 130 bar and the 

main direction of flow in the reservoir is set along z-

direction. 

The simulation was performed using a linear iterative 

solver named ‘Linsolver’. The minimum time step was 

set to 100s and the maximum time step to 3600s, with 

an initial time step of 0.01s. 

4.5 Development of wellbore model 

Two pipes are taken to represents the well (Flowpath) 

and the annulus (Pipeline) of the flow system. The 

length of the well is 992m and diameter is 0.1m. The 

surface roughness was set to 5×10-05 m and is divided 

into ten zones. Each zone is further divided into two 

sections. The details of two sections are presented in 

Figure 6. 

 

Figure 6. Representation of single zone of well 

The inflow from the reservoir source (Near-well source) 

enters the pipeline from section 1. Then this fluid passes 

through the inflow controllers into section 2. Now, this 

fluid enters the Flowpath at section 2 from the pipeline 

via leaks. The different zones of annulus were separated 

by means of a closed valve (opening = 0) which 

represents a packer. This packer ensures that there is no 

flow between the zones in the annulus section. Finally, 

the fluid from each zone is collected in the well and 

moves towards the heel section of the wellbore. The 

OLGA modules that were used to develop this model are 

presented in Table 4. 

Table 4. Components used in OLGA 

Components 
OLGA 

module 
Description 

Inflow 

source 

Nearwell 

source 

Coupled with reservoir 

model (Rocx file) 

Leak Leak 
• Diameter – 35 mm, 

CD1 – 1 

1 Coefficient of Discharge 

• No mass transfer 

between the phase 

• Connects to the 

Flowpath 

ICD Valve 

• Diameter – 20 mm, 

CD – 0.84 

• The diameter of the 

valve was used to 

decide the required 

pressure drop. 

AICD 
Valve/PID 

controller 

• Diameter – 20 mm, 

CD – 0.84, 

• The valve opening 

was controlled by a 

PID controller 

Packers Valve 

• Diameter – 0.1 m, 

opening – 0 (fully 

closed) 

 

The boundary conditions at the end of Flowpath 

(heel) is set to 120 bar and 100C. 

The AICD is a valve module controlled by a PID 

controller module. The control variable for this PID 

controller was in situ water cut percentage (75%) which 

was transmitted to the PID controller by the transmitter 

module in OLGA. The parameters of the PID controller 

are defined in Table 5. 

Table 5. PID controller parameters 

Parameter Value 

Amplification -0.01 

Bias (Initial signal) 1 

Integral constant [s] 50 

Maximum signal 1 

Minimum opening 0.01 

 

4.6 Simulated cases 

The three-main type of reservoir mentioned in Figure 5 

are simulated with different inflow control technologies. 

The simulated types of inflow control technologies are 

presented in Table 6. 

Table 6. Types of simulated inflow control technologies 

ICD 
Wells with ICDs (Diameter – 20 mm, CD 

– 0.84) 

AICD 
Wells with AICDs (Diameter – 20 mm, 

CD – 0.84) 

ICDres 

ICD with relatively high flow restriction at 

the high permeable zone (Diameter – 

0.2mm) and normal ICDs (Diameter – 20 

mm) in the rest of the zones 

DOI: 10.3384/ecp17138180 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

183



5 Simulation results 

This chapter contains the simulation results for the 

different cases. 

5.1 AICD and ICD performance in 

fractured reservoir 

The accumulated oil and water are presented in Figure 7 

for the cases mention in Table 6. 

 

Figure 7. Accumulated liquid for fractured reservoir 

The case with AICD has the highest potential to reduce 

the water accumulation among the considered inflow 

control technologies. The ICD case with restriction 

gives less accumulation of water compared to normal 

ICDs. The accumulated oil and water volume with 

different inflow control technologies are presented in 

Table 7. The results are obtained after 400 days of 

production. 

Table 7. Accumulated liquids 

Case 
Accumulated oil 

[m3] 

Accumulated water 

[m3] 

ICD 127145 634733 

AICD 89943 113654 

ICDres 118123 441054 

 

These data show that the well with non-uniform ICDs 

can be a good choice to reduce the accumulated water. 

The restriction imposed on the high permeability zones, 

reduces the water accumulation by 30% compared to 

normal ICDs. However, the autonomous device gives 

remarkably higher potential of reducing the water 

influx. The AICDs produces 82% less water compared 

to the normal ICDs. 

The use of both AICD and the non-uniform ICD have 

decreased the water production as well as oil production. 
As both AICD and non-uniform ICD have reasonable 

potential to control water inflow causing a slight change 

in oil production, they have to be studied further 

depending on the types of applications. 

The liquid flow rates with different inflow control 

technologies for the fractured reservoir are presented in 

Figure 8. There are significant changes in the oil and 
water flow rates throughout the production time. This 

illustrates the features of the different inflow controllers. 

 

Figure 8. Liquid flow rates for fractured reservoir 

According to Figure 8, initial water breakthrough occurs 

on day 9 of production for the cases with AICD and 

normal ICD. Once the water is produced, the oil volume 

flow rate decreased significantly.  

By installing a higher restrictive ICD with higher 

pressure drop, in the high permeable zone, the first water 

breakthrough has been delayed to 76 days of operation 

which is the same as the second water breakthrough for 

the two other cases. The oil production has also been 

reduced due to the introduction non-uniform ICDs. 

Table 8 shows the accumulated oil after the first and 

second water breakthrough. 

Table 8. Oil production at breakthroughs 

Case 

Accumulated oil 

after 1st 

breakthrough[m3] 

Accumulated oil 

after 2nd 

breakthrough[m3] 

ICD 6889 [9 days] 42116 [76 days] 

ICDres 32979 [76 days] - 

AICD 6889 [9 days] 41005 [76 days] 

 
The accumulated oil with AICD is slightly less than that 

of normal ICD at the time of the second breakthrough 

because of the closure of the autonomous device in the 

fractured zone. It can be seen that the non-uniform ICD 

model has the capability to delay water breakthrough by 

67 days in this reservoir. This is the most positive 

features of this model, while its inability to restrict water 

influx after breakthrough is the drawback. It is 

challenging to find the precise location of the high 

permeable zone, and therefore there would be a high risk 

installing restrictive ICDs. 

Figure 8 shows that the restrictive ICD model has 

been able to delay the water breakthrough significantly. 

However, the accumulated water goes on increasing 

after breakthrough occurred. This indicates that the 

autonomous model has large benefits compared to other 

models. 
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5.2 AICD and ICD performance in 

homogeneous reservoir 

The liquid flow rates for the homogeneous reservoir 

with vertical permeability of 1000 mD are presented in 

Figure 9.  

 

Figure 9. Liquid flow rates for homogeneous reservoir 

The oil volume flow increases continuously and reaches 

456 Sm3/d just before the water breakthrough. After the 

water breakthrough at 75 days, the oil volume flow 

decreases and the water volume flow increases. There 

has been a continuous decrease of the oil flow rate and 

increase of the water flow rate after breakthrough for the 

ICD case. The flow rates for the AICD case are heavily 

reduced after closing of the valves. 

The frictional pressure drop along the wellbore was 

observed to be around 0.2 bar just before the water 

breakthrough. The rather low frictional pressure drop 

causes water breakthrough at about same time in all the 

zones. The use of the autonomous device is not so 

significant because of closure of all the AICDs within a 

short time interval. 

Figure 10 shows the accumulated liquids for the 

homogeneous reservoir. 

 

Figure 10. Accumulated liquid for homogeneous reservoir 

There has been a continuous increment of the 

accumulated oil with ICD while it drops for the case 

with AICD after closing the valves. Once the water 

breakthrough has started, accumulated water is also 

increasing continuously for the ICD. The autonomous 

inflow controllers are able to reduce the water 

significantly. Although there has been a reduction in 

accumulated oil, the accumulated water reduces by 80% 

with the use of autonomous devices. 

5.3 AICD and ICD performance in 

heterogeneous reservoir 

An intermediate reservoir between the homogeneous 

and fractured reservoir was also simulated. It has one 

zone with relatively high permeability and one zone 

with relatively low permeability compared to the rest of 

the zones. The liquid flow rates at standard conditions 

are presented in Figure 11. 

 

Figure 11. Liquid flow rates for heterogeneous reservoir 

The plots show that the oil volume flow reaches a 

maximum value of 1156 Sm3/d and decreases 

considerably once the water breakthrough has occurred. 

The water breakthrough occurred on day 25 from the 

start of the operation. The closing of the first valve is in 

the high permeability zone. 

There is a reduction of liquid flow rates after the 

autonomous devices have been shut off. The water 

volume flow increases continuously and reaches around 

3200 Sm3/d with the use of ICD. This, in turn, gives high 

accumulation of water as presented in Figure 12. 

Figure 12 shows the accumulation of oil and water 

for the heterogeneous reservoir. The accumulation of oil 

is reduced with the use of autonomous devices 

compared to that of ICDs. However, the accumulation 

of water decreases significantly by around 88% after 

400 days of operation. 

 

Figure 12. Accumulated liquid for heterogeneous 

reservoir 

DOI: 10.3384/ecp17138180 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

185



5.4 Effects of different model parameters 

5.4.1 Oil viscosity 

This simulation was performed to see the effect of 

changing the oil viscosity in the model. Light oils with 

oil viscosity of 3 cP, 1.5cP, and 0.8 cP were studied. The 

simulations were done with AICD for light oil in the 

fractured reservoir. The oil and water flow rates at 

standard condition are presented in Figure 13. 

 

Figure 13. Oil volume flow with different oil viscosity 

The graphs show that the oil volume flow increases with 

the decrease of oil viscosity. The water breakthrough 

was observed earlier for the lesser light oil. The oil 

volume flow for the less light oil decreases more 

compared to others after water breakthrough.  

The mobility ratio of oil with respect to water is given 

by: 

 
𝑀 =  

𝑘𝑟𝑤

𝜇𝑤
∙

𝜇𝑜

𝑘𝑟𝑜
 

 

(2) 

This shows that, for a constant relative permeability of 

oil, water, and constant viscosity of water inside a 

reservoir, the mobility ratio is directly proportional to oil 

viscosity. As the oil viscosity decreases, the mobility 

ratio will decrease. And the expression for the definition 

of mobility ratio is given by: 

 
𝑀 =  

𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑤𝑎𝑡𝑒𝑟

𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑜𝑖𝑙
 

 

(3) 

Hence, the mobility of oil increases with the reduction 

of the mobility ratio. This is illustrated in Figure 13 The 

oil volume flow after the closing of the autonomous 

valves is almost the same for all the cases as they all 

have the same minimum opening when the valve is in 

closed positions. 

 

5.4.2 Mesh size 

This study was done to see the effects of changing the 

mesh size of the simulated reservoir. It can be argued 

that the finer grid gives more accurate results than the 

coarse grid. The grid along the y-direction was already 

finer close to the wellbore. It is interesting to see the 

results with finer grids in the x-direction also. Therefore, 

the mesh size in the x-direction is reduced to half the 

original size. This simulation was done with AICD for 

light oil in the fractured reservoir. Figure 14 shows the 

liquid flow rates at standard conditions with two 

different mesh sizes along the flow direction. 

 

Figure 14. Oil and water flow rates for different mesh sizes 

The flow rates with the increased number of grids 

deviate slightly from that of the normal grid. The oil 

volume flow is slightly different particularly during the 

closure of autonomous devices. The flow rates with 20 

grids show closer overview of actual flow rates during 

this period. The water volume flow rate before the 

closure of the valves drop slightly from each other. 

However, the flow rates after the closure of AICD is the 

same for both the cases. It can be argued that the overall 

flow rate is insignificantly sensitive to the mesh sizes 

which is the good features of this model. 

6 Conclusion 

Near-well simulations using the OLGA-Rocx 

simulation software are performed during this study. 

Early water breakthrough occurred due to the fractures 

or the heterogeneity in the reservoirs. The water 

breakthrough from the fractured, heterogeneous and 

homogenous light oil reservoirs is observed after 9, 25 

and 75 days of production respectively. 

The non-uniform ICDs has the ability to delay the 

early water breakthrough. The restriction introduced on 

an ICD at the high permeable zone of the light oil 

reservoir is able to delay the initial water breakthrough 

from day 9 to day 76. The main drawback of this case is 

the high installation risks as it is difficult to pre-locate 

the fractured zones inside a reservoir. The restrictive 

ICD will reduce the oil production if installed in zones 

other than the high permeable zones. 

The frictional pressure drop along the well is around 
0.1 bar for homogeneous reservoir causing almost same 

production in all zones of the well. The water 
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breakthrough occurred at about same time along the 

whole well and all the AICDs closed during a short time 

interval. Therefore, the effects of AICDs are less 

significant in the homogeneous reservoir. 

From the above simulations results, water 

accumulation can be reduced by the use of AICDs or the 

non-uniform ICDs. After a specified amount of water 

associated with the flow, AICD choked the total flow 

entering the wellbore. AICDs are better to limit the 

water accumulation and the water production was 

reduced with 88% compared to the normal ICDs in the 

heterogeneous reservoir. The water accumulation in the 

fractured reservoir reduced significantly by around 82% 

and oil accumulation by 29% by the use of AICD 

compared to normal ICDs. The production from the high 

permeability zones is choked locally by using AICDs, 

allowing normal oil production from the other zones. 

Therefore, AICDs are better suited for heterogeneous 

and fractured reservoirs. 

The oil volume flow increased with the decrease of 

oil viscosity. This is due to the higher mobility of oil. 

For the same relative permeability, there is around 47% 

increase in oil flow rate with the decrease of oil viscosity 

from 3 cP to 1.5 cP and 120 % increase in oil flow rate 

with the decrease of oil viscosity from 3 cP to 0.8 cP 

after 10 days. The oil volume flow and water volume 

flow are almost the same with doubling the number of 

the grid along the well. Thus, confirming that the 

developed model is insignificantly sensitive to the mesh 

sizes in the well direction. 

This study shows that the oil reservoirs behaves 

different at different reservoir conditions. The 

functionalities of different inflow controllers are 

different and show their unique characteristics. 
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Abstract 
Advances in drilling technology have made long, 

horizontal wells the preferred method to extract oil from 

reservoirs in the Norwegian Sector. Horizontal wells give 

increased oil contact, enabling production from reservoirs 

with shallow, high viscosity oil columns. Under these 

conditions, early water or gas breakthrough is a major 

challenge. To postpone breakthrough, passive inflow 

control devices (ICD) are installed to even out the 

drawdown. However, a new technology called 

Autonomous Inflow Control Valve (AICV©) has the 

ability to autonomously close each individual inflow zone 

in the event of gas or water breakthrough. The objective of 

this paper was to study and compare these inflow control 

technologies. This was accomplished by conducting 

simulations in OLGA/Rocx. For this study, a high-

permeability homogenous sandstone heavy oil reservoir 

was modelled based on data from the Grane oil field in the 

North Sea. Comparison of the oil production from the 

simulations with ICD and AICV completion was 

performed. The results, based on a time interval of 600 

days, show that the oil production is 8% less and the water 

production is 43% less if AICV is used compared to ICD. 

This indicates that AICV has the potential to reduce the 

water production significantly in a homogeneous reservoir. 

Keywords: Inflow control, ICD, AICV, oil reservoir, oil 

production, breakthrough, multiphase flow, OLGA, Rocx.  

1 Introduction 

A major challenge in oil production is to increase the 

ability to recover the oil that is present in the reservoir. 

Estimates show that although the oil is localized and 

mobile, about half of the oil remains in the reservoir 

after shutdown. Therefore, there are strong incentives 

for using technologies that can increase the oil 

production and recovery. Two factors are of particular 

importance in order to increase oil production and 

recovery; obtaining maximum reservoir contact and 

preventing the negative effects of early gas or water 

breakthrough. (Mathiesen et al, 2014) Long horizontal 

wells are used to obtain maximum reservoir contact. In 

the North Sea, the oil columns are very thin, and it is 

therefore a challenge to avoid early water and gas 

breakthrough to the well. Inflow controllers are 

implemented to limit early gas and water breakthrough. 

(Terry and Rogers, 2014; Geoscience News and 

Information, 2017) Inflow control devices adjust the 

inflow volume to the well to avoid high volume flow in 

zones with high permeability or high drawdown. This 

paper focuses on studying the effect of inflow 

controllers in a homogeneous oil reservoir with an 

underlying water aquifer in the North Sea. Two types of 

technologies were studied; a passive inflow control 

device (ICD) and an autonomous inflow control valve 

(AICV). Passive ICD is capable of equalizing the 

production along the well. AICV can close for unwanted 

fluids when breakthrough occurs. Several studies have 

been carried out to investigate the effect of inflow 

controllers in different types of reservoirs. (Furuvik and 

Moldestad, 2017; Ugwu and Moldestad, 2016; Abbasi 

and Moldestad, 2016; Jonskås et al., 2016) Near-well 

simulation have been performed by using simulation 

tools like Eclipse, OLGA/Rocx, Aspen/Hysys and 

NETool. The conclusion has been that there is a high 

potential of increasing the oil recovery by using inflow 

controllers. This study includes OLGA/Rocx 

simulations of the oil production from the Grane field in 

the North Sea. The Grane field is often presented as a 

homogeneous reservoir, but still fractures and 

heterogeneities are observed in parts of the field 

(Skotner, 1999). This paper focuses on oil production 

from homogeneous parts of the Grane field.  

1.1 Driving forces for oil production 

During oil production from a reservoir, the driving force 

is the pressure difference between the reservoir and the 

well. It is important to maintain a sufficient reservoir 

pressure to sustain an acceptable oil production rate. 

During oil production, the reservoir pressure decreases, 

and if it drops too low, the oil production stops. 

(Nasjonal Digital Læringsarena, 2016) The pressure in 

the reservoir can be maintained by gas or water drive. 

Some reservoirs have a large gas cap above the oil layer 

that acts as a buffer for the reservoir pressure. During oil 

production, the gas expands and pushes the oil towards 

the well. This is described as gas cap drive. (Nasjonal 

Digital Læringsarena, 2015) Some reservoirs have a 

large aquifer below the oil layer. In these types of 

reservoirs, the water is replacing the oil during the oil 

production, and since the aquifer is significantly larger 
than the oil reservoir, the reservoir pressure will 

decrease slowly over time. Water does not expand in the 
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reservoir, but due to the size of the aquifer, water flows 

into the reservoir and oil will be pushed towards the 

well. (Nasjonal Digital Læringsarena, 2015; Petrowiki, 

2015) However, after years of production, the reservoir 

pressure will decrease. At that point injection of water 

into the reservoir can be used to maintain the reservoir 

pressure.  Injection wells are installed in the reservoir 

for this purpose. The reservoir conditions are essential 

when determining whether water injection, gas injection 

or a combination of these are most effective. 

(Oljedirektoratet, 2009) Treated sea water, or formation 

water, can be used for the water injection. Natural gas 

from the reservoir or other reservoirs are often used in 

gas injection systems, but other gases such as nitrogen 

and carbon dioxide can also be used as pressure support 

in mature oil fields (Nasjonal Digital Læringsarena, 

2017). In the present study, heavy oil production from a 

homogeneous reservoir with an underlying aquifer is 

considered.  

1.2 Horizontal wells 

The oil reservoirs at Grane have thin oil columns. Long 

horizontal wells are used to increase the reservoir 

contact and thereby obtain higher oil recovery (Terry 

and Rogers, 2014; Geoscience News and Information, 

2017). The frictional pressure drop in the well is 

proportional to the length of the well as given by:  

∆𝑃 = 𝑓 ∙
𝐿

𝐷
∙
𝜌∙𝑣2

2
     (1) 

where 𝑓 is the friction factor, 𝐿 is the length of the well, 

𝐷 is the diameter of the well, 𝑣 is the average fluid 

velocity and 𝜌 is the fluid density.  

Due to frictional pressure drop along the well, the 

driving forces for oil production are different from one 

location to another in the well. This is called the heel 

(low pressure) – toe (high pressure) effect. In a 

homogeneous reservoir, the oil production rate will be 

significantly higher in the heel than in the toe, and this 

may lead to early water or gas breakthrough in the heel 

section. Figure 1 illustrates a long horizontal well with 

water and gas breakthrough in the heel section.  

 

 

Figure 1. Horizontal well with gas and water breakthrough 

in the heel section. (Ellis et al, 2010) 

Breakthrough of unwanted fluids to the production well 

is a big challenge for the oil industry. Different types of 

inflow controllers are developed to avoid early 

breakthrough and even choke or close off zones when 

breakthrough occurs. In the present study, two types of 

inflow controllers have been considered; a passive 

inflow controller (ICD) and an autonomous inflow 

control valve (AICV).  

1.2.1 Inflow controllers 

In this study, a standard nozzle ICD was used. ICDs are 

designed to give a more uniform oil production along 

the well, and the technology has opened up for 

production from reservoirs with thin oil columns. The 

capacity of an ICD is often given as the ICD strength, 

which is defined as the pressure drop over the ICD when 

1m3 of fluid passes through per hour. The pressure drop 

highly depends on the nozzle diameter and the density 

of the fluid, and less on the viscosity. ICDs are capable 

of delaying the gas/water breakthrough significantly. 

(Al-Khelaiwi and Davis, 2007). Well completion with 

ICDs includes a large number of ICDs equally 

distributed along the well. ICDs neither choke nor close 

for the undesired fluids after breakthrough. In order to 

avoid overloading the downstream separation facilities, 

the whole well has to be choked. Reservoir simulations 

have been used for different types of ICD completion 

and the results have been useful for ICD design. (Al-

Khelaiwi and Davis, 2007) Krinis & al. used the reservoir 

model NETool to determine the optimal number and 

location of ICDs, and they stated that the simulations 

were the key factor in the successful optimization of the 

horizontal well performance (Krinis et al, 2009). Figure 

2 shows a nozzle ICD installed in a pipeline. The arrows 

show the direction of the fluid flow through the sand 

screen via the nozzle ICD and into the well.   

 

 
 

Figure 2. Nozzle ICD installed in a pipe section. (Ellis 

et al., 2010)  

This paper also includes the use of AICV in oil 

production. AICV is completely self-regulating and 

does not require any electronics or connection to the 

surface.  AICV is capable of both delaying water/gas 

breakthrough and to close almost completely for the 

unwanted fluids when breakthrough occurs. The valves 

will locally close in the zones with water or gas 

breakthrough, and simultaneously produce oil from the 

other zones along the well. The AICV technology 

enables drilling of longer wells.  The technology 

eliminates the gas and water breakthrough problems, 

and removes the risk, cost and requirement for 

separation, transportation and handling of unwanted 
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fluids. (Aakre et al., 2013) Near-well simulations with 

Rocx have shown the potential of increased oil recovery 

with AICV completion. (Aakre et al., 2013) Figure 3 

shows a drawing of the AICV in open and closed 

position. The thick blue arrow indicates the fluid flow 

into the AICV, and the two horizontal arrows represents 

the outlet from the AICV to the well. The yellow area is 

a piston, and this piston is moving from open to closed 

position depending on the viscosity of the fluid 

surrounding the AICV. The principle of the AICV 

technology is described in detail by Mathiesen et al., 

Aakre et al. and Ransis et al.  (Mathiesen et al., 2014; 

Aakre et al.; 2013; Ransis et al., 2016) 

 

 

 
Figure 3. Drawing of AICV in open and closed position. 

(Aakre, et al., 2014) 

2 Simulation set-up 

Simulations of oil production are carried out by using 

the near well simulation tool Rocx in combination with 

OLGA.  

2.1 Rocx 

Rocx is a three-dimensional transient near well 

simulation tool and is used to simulate three-phase flow 

in permeable rocks. Rocx gives information about 

changes in pressure, temperature and fluid saturation in 

the reservoir with time. The information from the near 

well simulations is transferred to OLGA.  

2.1.1 Grid 

The dimensions of the reservoir and the position of the 

well are defined in Rocx. The reservoir is divided into 

3900 control volumes; 10 in x-direction, 39 in y-

direction and 10 in z-direction. The simulated reservoir 

is 1219 m in x-direction, 308 m in y-direction and 31 m 

in z-direction. The grid sizes are 121.9 m in the x-

direction. A normal well in the North Sea consists of 

pipe sections of 12.19 m. Each pipe section is equipped 

with sand screen and one or more inflow controllers. In 

the present study, pipe sections of 121.19 m are used to 

reduce the simulation time. The simulations are 

performed for the Grane field, where the height of the 

oil column is typically 31 m (Skotner, 1999). The width 

of the reservoir is chosen as 308 m to secure sufficient 

initial volume of oil. The grid sizes in the x- and z- 

directions are constant, whereas in the y-direction the 

grid sizes are decreasing towards the wellbore. This is 

done to get a better prediction of the distribution of the 

fluids in the reservoir, the water breakthrough time, and 

the coning effect. The well is located about 9 m above 

the lower boundary of the reservoir. The water-oil 

boundary is in the bottom of the reservoir. Figure 4 

shows the final grid including the position of the well.  

 

 
Figure 4. Pipe section with nozzle ICD. 

2.1.2 Permeability 

This paper presents the simulations of a homogeneous 

reservoir. The horizontal (x-y) permeability is 8000 mD 

and the vertical (z) permeability is 800 mD, 

corresponding to 1/10 of the horizontal permeability. 

The relative permeability is the ratio of the effective 

permeability to the absolute permeability, and is highly 

dependent on the type of reservoir. Grane is modelled as 

a water-wet sandstone reservoir. In water-wet 

conditions, a thin film of water coats the surface of the 

rock, which is desirable for efficient oil transport in the 

reservoir. The relative permeability for oil and water at 

Grane is calculated based on the Corey correlation. The 

Corey model is derived from capillary pressure data and 

is accepted as a good approximation for relative 

permeability curves in a two-phase flow. The required 

input data is limited to the irreducible water saturation 
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(Swc) and the residual oil saturation (Sor), and their 

corresponding relative permeability. (Furuvik and 

Moldestad, 2017; Tangen, 2017) Swc defines the 

maximum water saturation that a reservoir can retain 

without producing water, and Sor refers to the minimum 

oil saturation at which oil can be recovered by primary 

and secondary oil recovery.  The relative permeability 

curves implemented in the simulations are presented in 

Figure 5. The blue line represents the relative 

permeability for water (Krw) and the red line represents 

the relative permeability for oil (Kro). 

 

 

Figure 5. Relative permeability curves for water and oil. 

The calculation and implementation of the relative 

permeability curves in Rocx, is described in detail by 

Furuvik and Moldestad (Furuvik and Moldestad, 2017).  

 

The reservoir and fluid properties used as input to Rocx 

are summarized in Table 1.  

 
Table 1. Input data to Rocx. 

Fluid properties 

Oil viscosity 12 cP 

Oil density 895 kg/m3 

Oil PVT model Black oil 

Reservoir properties 

Porosity 0.33 

Permeability  

(x-y-z- direction) 

8000 – 8000- 800 mD 

Pressure 176 bar  

Initial conditions 

Pressure 176 bar  

Temperature 76°C 

Oil saturation 0.8 

Boundary conditions 

Water drive from the bottom 176 bar 

 

2.2  OLGA 

OLGA is a one-dimensional transient dynamic multi-

phase simulator used to simulate flow in pipelines and 

connected equipment. OLGA consists of several 

modules depicting transient flow in a multiphase 

pipeline, pipeline networks and processing equipment. 

The OLGA simulator is governed by conservation of 

mass equations for gas, liquid and liquid droplets, 

conservation of momentum equations for the liquid 

phase and the liquid droplets at the walls, and 

conservation of energy mixture equation with phases 

having the same temperature (Thu, 2013; Schlumberger 

2007) 

2.2.1 Setup in OLGA 

The set-up in OLGA includes annulus, pipeline, packers 

and inflow controllers. Annulus is the space between the 

rock and the pipeline.  Figure 6 shows a drawing of the 

location of the annulus and the well in the reservoir.  

 
Figure 6. A drawing of the pipe and the annulus.  

(Schlumberger, 2007) 

 

The OLGA version used in this project does not have 

any available routine for annulus simulations. The 

production well and the annulus are therefore 

implemented as two separate pipelines, as presented in 

Figure 7. The lower and the upper pipelines illustrate the 

annulus and the production well respectively.   

In OLGA, the inflow controllers are defined as valves. 

ICDs are passive inflow controllers and are modelled as 

fully open valves. The AICVs are operating in open or 

closed position depending on the properties of the 

surrounding fluid.  

 

 

Figure 7. Representation of single zone of well. (Timsina, 

2017) 

Figure 8 illustrates one pipe section including the flow 

from the reservoir (NWSOUR-2) to annulus, one inflow 

controller (VALVE2), two packers (PACKER and 

PACKER-2) and the flow through the inflow controller 

to the production well (LEAK).   
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Figure 8. Set-up of ICD and AICV in OLGA.  

The ICD and AICV both have an inlet diameter of 19.5 

mm. There are no options to choose autonomous inflow 

controllers in OLGA, and transmitters and PIDs are used 

to model the functionality of the AICVs. The 

transmitters register the water cut (WC), and if the WC 

is higher than the set point given for the PID, the AICV 

starts to close. When the AICVs are in closed position, 

the flow area of the valves is reduced to 0.8% of the fully 

open valve area. The diameters of the pipeline and the 

annulus are set to 0.1397 m (5.5”) and 0.2159 m (8.5”) 

respectively.  The roughness of the well is assumed to 

be 1.5∙10-4 m. The production well has a length of 

1279.5 m and is divided into 10 sections of   m each, and 

one outlet part (60.95 m) including a PID controller to 

adjust the total flow rate to the downstream facilities. 

Figure 9 illustrates the outlet section of the well 

including the choke and the PID controller.  

 

 
Figure 9. Flow control at the outlet of the well. 

 

The PID is controlling the total flow rate, and the set 

point is 1200 m3/day. The set point value is calculated 

based on production data from Grane. The PID 

controller parameters are presented in Table 2. 

 

 

 

 

 

 

 

Table 2. PID controller parameters. 

Parameter Value 

Set point  1200 m3/day 

Initial opening 0.10 % 

Maximum opening 100 % 

Minimum opening 0.10 % 

Amplification -0.18  

Sample time 60.0 s 

Integral time 540 s 

Derivative time 0.00 s 

3 Results 

Based on the input data in Rocx and OLGA, simulations 

were performed for 600 days of production. The results 

presented are volume rates of oil, and accumulated oil 

and water volume, for ICD and AICV. The closure 

characteristics for the AICVs is also presented. In 

addition, the results from a time step sensitivity analysis 

are included. Malagalage and Halvorsen did grid 

resolution tests for the same system (Malagalage and 

Halvorsen, 2015). The recommended grid resolution is 

utilized in this study. 

3.1 Time step sensitivity analysis 

Preliminary simulations were performed to study the 

influence of the minimum time step size on the oil and 

water production rates.  Minimum and maximum time 

steps are input values in OLGA. During the 

simulations, OLGA will use the most convenient time 

step between the minimum and the maximum. When   

small minimum time steps are used, the simulations 

are more time-consuming. Large time steps result in 

less total simulation time, but it will also result in 

lower accuracy. A time sensitivity analysis was 

performed to study the consequences of increasing the 

minimum time step (MinDT) for the ICD and AICV 

simulations.  The values for MinDT were chosen as 

0.001s and 50s. Other values for MinDT, like 70s, 80s, 

90s and 100s, were also tested, but were too high and 

the simulations stopped. The consequence of using a 

MinDT of 50s compared to 0.001s was investigated by 

comparing the number of days before key events 

occur. The events were defined as first water 

breakthrough (O1), 65% water cut in the first zone 

(O2), 65% water cut in all zones (O3) and 70% water 

cut in the total production (O4). The results are shown 

in Table 3.  

Table 3. Results from the time sensitivity tests. 

MinDT  Type O1 O2 O3 O4 

50 s ICD 36 d 122 d - 452 d 

0.001 s ICD 37 d 118 d - 455 d 

50 s AICV 36 d 122 d 319 d - 

0.001 s AICV 37 d 109 d 264 d - 
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O1, O2 and O4 show that ICD is very little affected 

by the increase in time step. However, the results 

indicate that AICV is more sensitive to the size of 

MinDT. This is probably due to large variations in 

volume flow through the valves during the period of 

closing. It can be concluded that the closing time for 

the AICVs increases with decreasing MinDT.  

Table 4 presents the effect of MinDT on the 

accumulated oil and water volumes during 600 days 

of production. The results show that the accumulated 

oil and water production with ICD are almost 

insensitive to the variation in MinDT. This is also the 

case for oil when AICV is used, although the water 

production decreases with about 5% when MinDT is 

increased from 0.001s to 50s. Based on these results, 

it was found that 50s would be an adequate MinDT. 

Table 4. Accumulated production for different MinDT. 

MinDT 

[s] 

Type Acc. Oil 

[105m3] 

Acc. water 

[105m3] 

0.001 ICD 2.63 4.58 

50 ICD 2.60 4.60 

0.001 AICV 2.45 2.76 

50 AICV 2.39 2.61 

3.2 Oil and water production with ICD and 

AICV 

The simulations using OLGA/Rocx were performed 

with ICD and AICV completed horizontal wells. The 

simulations were performed for 600 days, and the set 

point for the water cut through AICVs was used as 65%. 

The set point for the total flow was specified as 1200 

m3/day. The minimum time step was set to 50s and the 

maximum time step was 3600 s. Figure 10 shows the oil 

production rates with time for ICD and AICV. The plot 

is divided into three time intervals, T1, T2 and T3. T1 

presents the period when AICV are fully open, and 

AICVs and ICDs are operating at the same production 

rates. During T2, the AICVs are producing more oil than 

the ICDs and in T3, when all the AICVs are closing, 

ICDs are producing more oil than AICVs.  

 
Figure 10. Volume flow rate of oil through ICD and AICV. 

 

The production rates are equal for the two types of 

inflow controllers until the water cut through the first 

AICV exceeds 65%. This occurs after 163 days of 

production. When the first AICV starts closing, more oil 

is produced through the other zones in the well due to 

increased capacity. In the same period, the ICDs are 

producing less oil and more water than the AICVs. After 

232 days, when all the AICVs are closing and the total 

capacity is limited by the AICVs, the ICDs produce 

more oil than the AICVs.   

Figure 11 shows the closing characteristics for AICV. 

All the AICVs start to close during a period of about 50 

days, and it takes about 70 days from the first AICV 

starts closing until all the valves are 70% closed. All the 

valves start to close within a short period due to a rather 

low frictional pressure drop in the well. The frictional 

pressure drop creates the heel-toe effect, and the time 

intervals between the closing of the different AICVs 

along the well are increasing with increasing pressure 

drop. Because the heel-toe effect influences the water-

cut of each section, the AICVs in the heel section start 

closing first.     

 
Figure 11. Closure characteristic for the AICVs.  

 

The instability in the oil production after about 250 days 

is due to the high activity in the well when all the AICVs 

are closing. The instabilities are probably due to 

numerical diffusion. 

Figure 12 shows the accumulated oil production for 

AICV and ICD versus time. The oil production is 

slightly higher for AICV than ICD in T2 and lower in 

T3.  

 
Figure 12. Accumulated oil production for ICD and AICV. 
 

Figure 13 presents the water production data for ICD 

and AICV. During time period T3, ICD is producing 

significantly more water than AICV.  
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Figure 13. Accumulated water production for ICD and 

AICV.   

 

Table 5 and Table 6 show a comparison of the 

accumulated water and oil production for ICD and 

AICV. The accumulated production is given for the 

different time intervals and the total simulation period. 

The total oil production is 9% less and the water 

production is 43% less if AICV is used compared to 

ICD.  
 

Table 5. Accumulated oil and water production through 

AICVs and ICDs.  

Time 

interval 

Accumulated water 

ICD[m3] 

Accumulated water 

AICV[m3] 
T1 63 095 63 095 

T2 53 901 53702 

T3 340 809 143 997 

Total 457 805 260 794 

 

Table 6. Accumulated oil and water production through 

AICVs and ICDs.  

Time 

interval 

Accumulated oil 

[m3] ICD 

Accumulated oil 

[m3] AICV 
T1 132 591 132 591 

T2 28 899 29 058 

T3 100 693 77 081 

Total 262 183 238 730 

 

The heel-toe effect increases with high flow rates, small 

pipe diameter and high roughness. In the case simulated, 

the frictional pressure drop was relatively low, and all 

the AICVs closed during a short period. In addition, the 

WC set-point was set low; 65%, and all the AICVs 

started to close after a short time of production. The oil 

production rate for the AICV case was therefore 

relatively low. The AICV technology is reversible, 

which means that the valve will open again when the 

WC is reduced to below 65%. However, in the 

simulations there is no boundary oil source, and no new 

oil will come from the surrounding parts of the reservoir 

and increase the oil fraction around the well. The 

reversible function of AICV can be taken into 

consideration in further studies by changing the 

boundary conditions.  

 

4 Conclusion 

Oil production from the Grane field in the North Sea was 

simulated with the near-well simulation tool Rocx in 

combination with OLGA. A long horizontal well was 

modelled, and it was assumed that the reservoir was 

homogeneous with a horizontal permeability of 

8000mD. Two cases were simulated, one with passive 

inflow control devices (ICDs) and one with autonomous 

inflow control valves (AICVs) installed along the well. 

A time step sensitivity test was carried out to find the 

largest minimum time step that can be used while 

maintaining sufficient accuracy. It was concluded that a 

minimum time step of 50s was acceptable for 

simulations with both AICV and ICD. PID controllers 

were used to adjust flow through each AICV, with a 

desired value of 65% WC. A PID controller was also 

used to control the total volumetric flow rate for the two 

cases, with a desired value of 1200 m3/day. The 

simulations were run for 600 days. WC of 65% in the 

heel section was registered after 163 days, and the AICV 

started to close. In time interval 163-232 days, AICV 

produces slightly more oil than ICD. After 232 days, the 

ICD well produces more oil than the AICV well, but 

also considerably more water, due to a higher total 

production. The total oil production was 9% less and the 

water production was 43% less for the AICV well 

compared to the ICD well. This indicates that for oil 

production from homogenous reservoirs with small 

differences in pressure and water cut along the well, the 

benefits of AICV technology are small compared to ICD 

completion. For real AICV installations, the AICVs 

should be designed for the reservoir conditions and 

should not limit the total production at an economically 

acceptable water cut.  
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Abstract 
Advances in drilling technology have made long, 

horizontal wells the preferred method to extract oil from 

reservoirs in the Norwegian Sector. Horizontal wells 

give increased oil contact, enabling production from 

reservoirs with shallow, high viscosity oil columns. 

Under these conditions, early water or gas breakthrough 

is a major challenge. To postpone breakthrough, inflow 

control devices (ICD) are installed to even out the 

drawdown. A new technology, Autonomous Inflow 

Control Valve (AICV©) also has the ability to 

autonomously close each individual inflow zone in the 

event of gas or water breakthrough. The objective of this 

paper was to study and compare these inflow control 

technologies by conducting simulations in OLGA/Rocx. 

A heterogeneous fractured sandstone heavy oil reservoir 

was modelled. The results show that during 2000 days 

of production, the AICV well produces 2950 m3 more 

oil and 158300 m3 less water than the ICD well. This 

indicates that AICV has the potential to reduce the water 

production significantly, and thereby increase the oil 

recovery. 

Keywords: Inflow control, ICD, AICV, heterogeneous 
oil reservoir, oil production, breakthrough, multiphase 

flow, OLGA, Rocx 

1 Introduction 

Long horizontal wells are drilled to increase the contact 

area between the reservoir and the production well, and 

thereby increase the oil production and oil recovery. In 

the North Sea, the oil columns are very thin, and it is 

therefore a challenge to avoid early breakthrough of gas 

and water. To limit the early gas and water breakthrough 

inflow controllers are implemented in the inflow zones 

along the well. (Terry and Rogers, 2014; Geoscience 

News and Information, 2017) Inflow control devices 

adjust the inflow volume to the well, avoiding high 

volume flow in zones with high permeability or high 

drawdown. This paper focuses on the effect of inflow 

controllers in a heterogeneous oil reservoir with an 

underlying water aquifer in the North Sea. Two types of 

technologies are studied; a passive inflow control device 

(ICD) and an autonomous inflow control valve (AICV). 

Passive ICD is capable of equalizing the production 

along the well. AICV can close for unwanted fluids when 

breakthrough occurs. The effect of inflow controllers in 

different types of reservoirs has been studied by several 

researchers (Furuvik and Moldestad, 2017; Ugwu and 

Moldestad, 2016; Abbasi and Moldestad, 2016; Jonskås 

et al, 2016; Wijerathne and Halvorsen, 2015; Aakre et 

al, 2013) by using simulation tools like OLGA/Rocx, 

Eclipse, NETool and Aspen/Hysys. The conclusion has 

been that there is a high potential of increasing the oil 

recovery by using inflow controllers. This study 

includes OLGA/Rocx simulations of the oil production 

from the Grane field in the North Sea.   

1.1 Horizontal wells 

A horizontal well consists of several elements. After the 

wellbore is drilled in vertical direction down to the 

planned depth and horizontally to the design length, the 

production well is installed into the wellbore. The 

production well is composed of several sections where 

each of the sections include 1-2 joints of 12.19 m (40 

feet) (Schlumberger, 2017). In each zone, inflow 

controllers can be installed to reduce or regulate the 

volume flow into the production well. The wellbore has 

a larger diameter than the production well, and the open 

space in between is called the annulus. Packers are used 

to isolate the different sections along the well to avoid 

water or gas flow from one section to another. In 

addition, sand screens are installed in each section to 

avoid production of sand into the well. (Halliburton, 

2017) Figure 1 shows the structure of a horizontal well.  

Figure 1. Structure of a horizontal well including 

production pipe, annulus, packers, sand screens and inflow 

control devices. (Halliburton, 2017)  

1.2 Inflow controllers 

Several inflow controllers are installed along a 

horizontal well; typically one controller per 12.19 m. In 

this study nozzle ICDs and AICVs are used in the 

simulations. Figure 2 shows a section of a pipeline 
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including a nozzle ICD. The fluid flows from the 

annulus, via the sand screen and through the ICD into 

the well. The red arrows in Figure 2 illustrates the flow 

path. The additional pressure drop over the nozzle ICD 

regulates the flow rates into the well and contributes to 

equalize the production along the well. The nozzle ICD 

is passive, and is not capable of choking or closing for 

unwanted fluids after breakthrough. (Ellis et al, 2010) 

 

 
 

Figure 2. Pipe section with nozzle ICD. (Ellis et al, 

2010) 

 

Figure 3 shows an autonomous inflow controller, AICV, 

in open and closed position. AICV is a completely self-

regulating inflow controller and does not require any 

electronics or connection to the surface.  The AICV is in 

open position when oil is produced, and closes locally 

in zones where breakthrough of unwanted fluids occurs. 

The principle of AICV is described in detail in different 

publications (Mathiesen et al, 2014; Aakre et al, 2013; 

Aakre et al, 2014; Kahawalage and Halvorsen, 2015; 

Badalge and Halvorsen, 2015). 

 

 
 

 
Figure 3. AICV in open (upper picture) and closed (lower 

picture) position. (Guadong and Halvorsen, 2015) 

2 Simulation set-up 

Simulations are performed using the near-well 

simulation tool Rocx in combination with OLGA. Rocx 

simulations can be run without the coupling to the 

OLGA software, but the combination gives more 

accurate predictions of well start-up and shut-down, 

flow instabilities, cross flow between different layers, 

water coning and gas dynamics. (Schlumberger, 2017) 

The input to Rocx and OLGA is described in Chapter 

2.1 and 2.2.  

2.1 Rocx 

Rocx is a three-dimensional transient near-well 

simulation tool and is used to simulate three phase fluid 

flow in permeable rocks. Rocx gives information about 

changes in pressure, temperature and fluid saturation in 

the reservoir as a function of time, and the information 

is transferred to OLGA.  

2.1.1 Grid 

The dimensions of the reservoir and the position of the 

well are defined in Rocx. The reservoir is divided into a 

number of control volumes as shown in Figure 4. The 

simulated reservoir is 1219 m in x-direction, 308 m in 

y-direction and 31 m in z-direction. The total number of 

control volumes are 3900 (10x39x10). The grid sizes are 

121.9 m in the x-direction, which is corresponding to ten 

pipe sections of 12.19 m each. The simulations are 

performed for the Grane field, where the height of the 

oil column is typically 31 m. The width of the reservoir 

is chosen to be 308 m to ensure sufficient initial volume 

of oil. The grid sizes in the x- and z- directions are 

constant, whereas in the y-direction the grid sizes is 

reduced towards the wellbore. This is done to be able to 

simulate the coning effect, and to get better prediction 

of the water breakthrough time. The well is located 

about 9 m above the lower boundary of the well. The 

water-oil boundary is in the bottom of the reservoir. 

Figure 4 shows the final grid including the position of 

the well.  

 

 
Figure 4. Final grid including the position of the well  

2.1.2 Permeability 

This paper presents the simulations of a homogeneous 

reservoir with one high permeable zone, also considered 

as a fracture.  Figure 5 shows the permeability in the 

reservoir. The x-z permeability is 5000mD in the 
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homogeneous part of the reservoir (blue colour), and 

35000mD in the high permeable zone (orange colour). 

The vertical (z) permeability is 1/10 of the horizontal (x-

y) permeability.  

Figure 5. Permeability in the reservoir. 

The relative permeability is defined as the ratio of the 

effective permeability to the absolute permeability, and 

is highly dependent on the type of reservoir. The relative 

permeability curves for oil and water, for water-wet 

sandstone at Grane, is calculated based on the Corey 

correlation. The Corey model is derived from capillary 

pressure data and is accepted as a good approximation 

for relative permeability curves in a two-phase flow. 

The required input data is limited to the irreducible 

water saturation (Swc) and the residual oil saturation 

(Sor), and their corresponding relative permeabilities. 

(Furuvik and Moldestad, 2017; Tangen, 2017) Swc 

defines the maximum water saturation that a reservoir 

can retain without producing water, and Sor refers to the 

minimum oil saturation at which oil can be recovered by 

primary and secondary oil recovery.  

The relative permeability curves implemented in the 

simulations are presented in Figure 6. The blue line 

represents the relative permeability for water (Krw) and 

the red line represent the relative permeability for oil 

(Kro). 

Figure 6. Relative permeability curves for water and oil. 

2.2 OLGA 

OLGA is a one-dimensional transient dynamic 

multiphase simulator used to simulate flow in pipelines 

and connected equipment. OLGA consists of several 

modules depicting transient flow in a multiphase 

pipeline, pipeline networks and processing equipment. 

The OLGA simulator is governed by conservation of 

mass equations for gas, liquid and liquid droplets, 

conservation of momentum equations for the liquid 

phase and the liquid droplets at the walls, and 

conservation of energy mixture equation with phases 

having the same temperature. (Schlumberger, 2017) 

2.2.1 Set- up in OLGA 

The set-up in OLGA includes the annulus, the pipeline, 

packers and inflow controllers. The annulus is the space 

between the rock and the pipeline. Figure 7 shows a 

schematic of the location of the annulus and well in the 

reservoir.   

Figure 7. A schematic of the pipe and the annulus. 

(Schlumberger, 2007) 

The OLGA version used in this project has no available 

routines for annulus simulations. The production well 

and annulus are therefore defined as two separate 

pipelines, as presented in Figure 8. The lower pipeline 

illustrates the annulus, and the upper pipeline illustrates 

the production well.   

Figure 8. Representation of single zone of well. (Timsina, 

2017)  

In OLGA, the inflow controllers are defined as valves. 

ICDs are passive inflow controllers and are therefore 

modelled as fully open valves. The AICVs are operating 

in open or closed position depending on the properties 

of the surrounding fluids. There are no options to choose 

autonomous inflow controllers in OLGA, and the 

function of the AICV was modelled as a valve where the 

valve opening was adjusted based on the water cut 

(WC). Figure 9 illustrates one pipe section including the 

flow from the reservoir (NWSOUR-2) to annulus, one 

inflow controller (VALVE2), two packers (PACKER 
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and PACKER-2) and the flow through the inflow 

controller to the production well (LEAK).   

Figure 9. Set-up of ICD and AICV in OLGA. 

The ICD and the AICV both have an inlet diameter of 

19.5 mm. Transmitters and PIDs are used to model the 

function of the AICVs. The transmitters register the 

WC. If the WC is higher than the set point given for the 

PID, the AICV will begin to close. When the AICVs are 

in closed position, the flow area of the valves is reduced 

to 0.8% of the flow area in fully open position. The 

diameters of the pipeline and the annulus are set to 

0.1397 m (5.5”) and 0.2159 m (8.5”) respectively.  The 

roughness of the well is assumed 1.5∙10-4 m. The 

production well has a length of 1279.5m and are divided 

into 20 sections of 121.9 m and one outlet part (60.95 

m), including a PID controller to adjust the total flow 

rate to the downstream facilities. Figure 10 shows the 

outlet part of the well including the choke and the PID 

controller.  

Figure 10. Flow control at the outlet of the well. 

The PID is controlling the total flow rate of oil and water 

from the well. The set point is 1200 m3/day, and is 

calculated based on production data from the Grane 

field. The PID controller parameters are summarized in 

Table 1.  

Table 1. PID controller parameters 

Parameter Value 

Set point 1200 m3/day 

Initial opening 0.10 % 

Maximum opening 100 % 

Minimum opening 0.10 % 

Amplification -0.18

Sample time 60.0 s 

Integral time 540 s 

Derivate time 0.00 s 

3 Results 

Simulations using ICDs and AICVs were performed for 

2000 days. The set point for the water cut through the 

AICVs was set to 90%. This means that the AICVs start 

closing when the fluid from the reservoir contains 90% 

water.  

The oil and water flow rates through AICVs and ICDs 

as a function of time are shown in Figure 11 and 12 

respectively. The plots are divided into three time 

intervals. Time interval 1 (T1) represents the period 

when all the valves are open (0-500 days), Time interval 

2 (T2) represents the period when the AICVs produce 

more oil than the ICDs (500-1600 days), and Time 

interval 3 (T3) is the period from the end of T2 to the 

end of the simulation (1600-2000 days). AICVs and 

ICDs have the same inflow area in fully open position, 

and are therefore producing equal quantities of oil and 

water during T1.  

Figure 11. Oil production through ICD and AICV. 

Figure 12. Water production through ICD and AICV. 
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The deviation in oil and water flow rates through the two 

inflow controllers is not clearly observed until the end 

of T2. In T3, the ICDs are producing significantly more 

water than the AICVs.    

Figure 13 illustrates the closure characteristics of the 

AICVs. The water fraction (0-1) and the valve opening 

(0-1) are given at the y-axis, and the x-axis represents 

the time in days. 

Figure 13. Closure characteristic for the AICV. 

The AICV located in the high permeability zone (35000 

mD) starts closing after 500 days of production. The 

next well, located near the heel section of the well, starts 

closing after about 1000 days. After about 1600 days, all 

the AICVs are nearly closed.  

The accumulated volume of oil and water as a function 

of time are presented in Figure 14 and 15 respectively. 

Figure 14 shows that the AICVs are producing slightly 

more oil than the ICDs during T2, whereas the ICDs are 

producing more oil during T3. Figure 15 shows that ICD 

produce significantly more water than AICV during T3. 

Figure 14. Accumulated oil as a function of time through 

ICD and AICV. 

Figure 15. Accumulated water as a function of time 

through ICD and AICV 

The results, given as the difference between the 

accumulated oil and water volume for the two cases, are 

summarized in Table 2. Positive values indicate higher 

production with AICV than ICD.  

Table 2. Difference between accumulated oil and water 

production through AICVs and ICDs.  

Time 

interval 

Δ Accumulated oil 

[m3] 

Δ Accumulated water 

[m3] 
T1 0 0 

T2 7000 -9300

T3 -4050 -149000

Total 2950 -158300

The AICV well is producing 7000 m3 more oil than the 

ICD well in T2, whereas the ICD well is producing 4050 

m3 more oil than the AICV well during T3. Regarding 

the water production, AICVs are producing less water 

than ICD during T2 and T3. Totally, during the time 

period of 2000 days, the AICV well is producing 

2950m3 more oil and 158300m3 less water than the ICD 

well.  

In the simulations, the ICDs and AICVs were designed 

with the same ICD strength. The ICD strength is defined 

as the pressure drop over the inflow controller when 1 

m3 of fluid is passing through. A high ICD strength is 

used to delay the water breakthrough. However, the 

AICVs are activated to close when the water reaches the 

well, and the AICVs can therefore be designed with a 

lower ICD strength. In that case, the AICVs would be 

able to produce oil at higher flow rates, and the 

production time could be reduced. The choke on the 

total flow was restricting the production to 1200 m3/day. 

The choke could also be adjusted based on the total 

water cut. In that case, the initial oil production would 

be higher, water breakthrough would occur earlier, and 

the advantage of using AICVs might be more 

significant. This can be taken into consideration in 

further studies. 

In a horizontal well at Grane, the length of each section 

is 12.19 m, and each section includes one inflow 

controller. In the simulations, sections of 121.9 m was 

used and one large inflow controller was replacing 10 

normal inflow controllers. This was done to reduce the 
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simulation time, and may have an effect on the 

production rates. However, both the technologies, AICV 

and ICD, were effected in the same way. Further 

simulations are needed to study the effect of using long 

compared to short sections.      

4 Conclusion 

The objective of this work was to study the effect of 

inflow controllers in a heterogeneous oil reservoir with 

an underlying water aquifer in the North Sea. The study 

included near-well simulations of oil production, using 

the reservoir software Rocx in combination with OLGA. 

Two types of technologies were studied; a passive 

inflow control device (ICD) and an autonomous inflow 

control valve (AICV). The results show that during 2000 

days of production, the well with AICV completion 

produces 2950 m3 more oil and 158300 m3 less water 

than the well with ICD completion. This indicates that 

AICV technology can increase oil production and 

simultaneously decrease water production in reservoirs 

with fractures or other heterogeneities. 
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Abstract 
The presence of an expert instructor during simulator 

training is of great importance for the trainees, if not 

indispensable. The instructor’s role is to give feedback 

and guide the trainees to help them make the right 

decisions on time as effectively as possible. The 

instructor starts or pauses the training scenarios when 

needed and facilitates reflection during and after the 

scenarios. However, the fact that simulator-training 

sessions are very dependent on the participation of a 

guiding instructor can be a drawback, since there are not 

always sufficient expert instructors to fulfil the training 

demands. In this work, an intelligent tutoring system 

(ITS) is proposed as an automatic feedback solution for 

simulator training. It is based on effective assessment of 

the system conditions using a clustering based anomaly 

detection technique as a core component. Furthermore, 

we provide insights into the design of a proper interface 

for our ITS. The article presents the methodology for 

developing such a system which consists of three stages: 

data collection, data analysis and delivering feedback. 

Keywords: simulator training, anomaly detection, 

automatic feedback, intelligent tutoring system 

1 Introduction 

Operators training is a matter of great importance in 

different industries, as effective training leads to highly 

competent operators, which are able to maintain safe 

operations and handle abnormal plant situations when 

needed (Nazir et al., 2015). The most common training 

practice necessities the physical presence of operators in 

a simulator training center, where they can be in a room 

that is designed and furnished in such a way that it 

closely represents an actual control room. In there the 

operators interact with an Operator Training Simulator 

(OTS) (Kluge et al., 2009, Patle et al., 2014). During the 

simulator training sessions, the operators are guided by 

an expert instructor, and the presence of the instructor is 

essential since s/he takes care of starting or pausing the 

simulation scenarios, gives feedback to the operators 

and guides them to find the best possible solution to the 

encountered incidents. Although the guidance of the 
instructors is of great advantage thanks to their 

experience and the knowledge they can share with the 

trainees, the traditional operator training practices also 

have several drawbacks as the operators need to be 

physically collocated with the instructor in the simulator 

training center. This scenario is illustrated in Figure 1. 

The mobilization of the operators can represent a high 

economical cost for the company investors in addition 

to a loss of personal time for the participants of the 

training session. Further, the availability of instructors 

is limited, which also limits the amount of operators that 

can be trained at the same time. Therefore, there is a 

need for more independent operator training practices 

that could overcome the current disadvantages. 

In the search for more independent training practices, 

several simulator training sessions have been carried out 

with students at Oslo and Akershus University College 

of Applied Sciences (HiOA), in order to observe and 

evaluate the needs of the trainees during simulator 

training sessions (Marcano and Komulainen, 2016, 

Marcano et al., 2017b). In our latest research (Marcano 

et al., 2017a) an automatic assessment tool was tested, 

and even though the trainees found it helpful, they still 

considered that the feedback and direction given by the 

instructor was necessary.  Hitherto, this indicated that 

the relevance of the instructor lies in the feedback and 

 

Figure 1. Traditional operator training 
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guidance s/he gives to the trainees. Consequently, for an 

independent simulator training session to be successful, 

an effective automatic feedback is required. In this way, 

the dependence on the instructor can be decreased for 

certain aspects of the training scenarios. Moreover, there 

already exists extensive research on systems that 

represent an alternative to expert human instructors and 

provide automatic guidance and feedback to trainees. 

These systems are  known as intelligent tutoring systems 

(ITS) (Gonzalez-Sanchez et al., 2014). ITS are better 

known for being implemented in academic purposes, 

especially in higher education. Nevertheless, the 

concept of ITS is widely applied in different fields as it 

consists of offering independent computerized learning, 

which in the current era could be applicable to almost 

everything. A relevant example of ITS implementation 

is found in game-based training (Goldberg and Cannon-

Bowers, 2015, Hooshyar et al., 2016), which can be 

compared to simulator training, and is a motivation for 

considering the implementation of ITS as a possible 

option towards more independent simulator training 

practices. 

Combining an ITS with simulator training implies 

that the ITS must know the state of the process in order 

to be able to give any feedback to the user. It must be 

able to recognize the abnormal situations when they 

occur and inform the trainee about it in an effective way, 

so that s/he can handle the emergencies in time and 

prevent them from escalating.  

There are different key parameters that characterize 

industrial processes, such as temperature, pressure, flow 

rates, energy consumption, mass and energy balances, 

environmental factors, equipment key performance 

indicators (KPI) and optimal value ranges for some key 

measurements of the process. Prompt feedback from the 

ITS can be based on the analysis of these key 

parameters, which can represent an extensive amount of 

data. Therefore, the ITS integrated to simulator training 

must be based on a proper data analysis technique. A 

well-known technique for monitoring the well-

functioning of a system based on data flow is anomaly 

detection. In simple terms, anomaly detection aims to 

identify patterns in data that move away from the 

expected behavior. Anomaly detection is applied within 

an extensive range of different domains such as fraud 

detection for credit cards, health care, intrusion 

detection for cyber-security, and fault detection in safety 

critical systems (Chandola et al., 2009). The industrial 

processes simulated for operator training are safety 

critical systems that produce a large amount of data. Due 

to this reason, anomaly detection is considered as a 

suitable technique for the ITS to determine the process 

status. This work proposes a suitable architecture design 

for an ITS based on anomaly detection, integrated into 

an operator training simulator. The aim of this proposal 
is to settle a basis towards autonomous simulator 

training. 

2 Methodology 

The functioning of the proposed ITS integrated to a 

dynamic simulator consists of three stages online. First, 

data from the simulation process is collected. Next, the 

data must be analyzed in order to determine the status of 

the process and identify changes or abnormalities.  

Finally, the results from the data analysis are shown to 

the trainee through a smart user interface (UI), so that 

they can easily understand the status of the process. 

Further, the presentation of the process status should be 

accompanied with relevant feedback and suggestions 

when necessary to improve the system conditions. 

Figure 2 shows an overview of the technical 

implementation of the proposed ITS for simulator 

training.  

2.1 Data collection 

Relevant information that describe the system must be 

collected. Industrial processes are monitored by 

distributed control systems, which are characterized by 
producing a large amount of data that correspond to 

 

Figure 2. Technical Implementation 
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many different sensor signals with information about the 

process. Therefore, the data should be chosen 

strategically, it must be determined which parameters 

are significant enough to represent the status of the 

system. Further, since industrial processes consist of a 

combination of different smaller subsystems, in order to 

be able to monitor the process to all its extension, 

relevant data must be gathered from each of the 

subsystems involved in the process. Some examples of 

pertinent parameters that describe an industrial process 

are temperature, pressure, flow rates, energy 

consumption, mass and energy balances, environmental 

factors, and KPI of the equipment. Further, there exist 

optimal value ranges for certain key measurements of 

the process. 

In order to handle data properly, a well-structured 

database is needed. As long as the user is training with 

the simulator, the representative parameters of the 

process should be sent to the database, so that the status 

of the process is analyzed continuously. This is 

illustrated in Figure 3, which was inspired by Figure 1.1 

shown in Chapter 1 of Polson and Richardson (2013). 

2.2 Data Analysis 

Data handling is an important aspect considering that 

numerous processes generate large amount of data, and 

it is imperative that this data is properly studied and 

analyzed so these processes can be kept with a good 
functioning. Anomaly detection consists of finding 

patterns in data that do not follow the expected behavior 

(Chandola et al., 2009). Any deviation from the normal 

profile of the model is considered as an anomaly (Zaher 

and McArthur, 2007); its most common applications are 

related to cyber security. However, the concept of 

anomaly detection is applied in different fields, among 

which is the industrial damage detection, which refers to 

detection of different faults and failures in complex 

industrial systems (Chandola et al., 2009). This 

highlights the reason why this technique is considered 

suitable for monitoring the status of the simulation 

processes during simulator training.  

On the other hand, simulator training is commonly 

implemented to train operators working with industrial 

processes; these processes are organized as distributed 

systems. A distributed anomaly detection technique is 

needed, so that a proper monitoring of an entire 

industrial process can be done, considering that relevant 

changes or abnormalities in the process can come from 

many different sources. Centralized methods are not 

suitable for distributed systems since they may not scale 

easily for real-time management (Thottan and Chuanyi, 

1998). In order to detect anomalies for a complex system 

on a global level, the integration of information about 

the anomalies identified in single locations is required 

(Banerjee et al., n.d.). This means that an entity capable 

of integrating multiple data sources and interpretation 

techniques is needed. 

There exists different anomaly detection techniques. 

In a survey conducted by Chandola et al. (2009) these 

techniques are organized into four main categories: 

 
 

 Figure 3. Interaction design 
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 classification based, among which are included 

neural networks (NN), Bayesian network, support 

vector machine (SVM) and rule based;  

 nearest neighbor based, which includes density and 

distance based techniques;  

 clustering based; 

 and statistical, which can be parametric or non-

parametric. 

For the case of the system proposed in this work, the 

chosen anomaly detection technique is clustering based, 

due to its simplicity and practicality for evaluating 

changes in data and sequences.  

Clustering is used to group similar data instances into 

clusters (Chandola et al., 2009). Based on this concept, 

“normal” data instances belong to a specific cluster, 

while anomalies do not belong to any cluster.  

For the proposed ITS, the first step is to observe the 

key parameters received from the simulated industrial 

process over a time window. The average of these 

parameters characterizes the “normal” system behavior. 

After gathering enough data to describe the system’s 

normal behavior, the clusters can be created. 

Consequently, abnormal operating modes can be 

identified if data falls out of the defined clusters. Figure 

4 shows a simple example of this, where C1, C2 and C3 

are regions of normal behavior, while P1, P2 and P3 are 

outliers that fall out of the defined clusters. 

Moreover, the dynamicity of the system can be 

learned by studying the transitions that occur among 

clusters, the system can move from a normal behavior 

to an abnormal behavior. Nevertheless, the transitions 

can also indicate that the system is moving from a 

normal behavior to another type of normal behavior. 

Hence the importance of studying the dynamicity, so 

normal and abnormal changes are identified and 
classified correctly. The evaluation of the transitions 

among clusters is known as sequential pattern mining 

(Rahman et al., 2016). Based on the definition given in 

Rahman et al. (2016), a sequence of cluster transitions 

can be defined as follows: 

Let 𝐶 =  {𝑐1, 𝑐2, … , 𝑐𝑙} be a set of all clusters. A 

cluster set 𝐶𝑥 =  {𝑐1, 𝑐2, … , 𝑐𝑚} ⊆ 𝐶 is a nonempty and 

unordered set of distinct clusters. A sequence S is an 

ordered list of clusters expressed as 〈𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑛〉 
such that 𝐶𝑘 ⊆ 𝐶 (1 ≤ 𝑘 ≤ 𝑛). An example of a 

sequence can be 𝑆1 = 〈{3}, {1}, {2}, {1,3}〉, which is 

shown in Figure 5. Based on the normal sequence 

patterns of the system, abnormal changes can be 

identified to inform the operator. 

2.3 Delivering Feedback 

Once the data is analyzed, the results of the analysis 

must be presented to the user. This is a crucial stage, 

because successful training is related to effective 

feedback. Consequently, it is necessary to design a 

suitable user interface, which shows effectively what is 

relevant for the user to know, in a clear and 

understandable way. Figure 3 shows the design of the 

interaction between the user and the interface of the 

proposed ITS. The trainee should be able to see the 

simulation and the feedback about the process status at 

the same time. As long as the simulation is active, data 

should be gathered and analyzed in order to identify if 

there is any abnormal change in the process. Any 

abnormality must be indicated to the trainee together 

with some guidance on what could have caused the 

situation or how it could be solved. However, the trainee 

has the final decision on how to proceed after getting 

feedback from the system. 

The design of the user interface is a very important 

matter because it must guarantee that the user will be 

comfortable with it, it should be easy to use and 

understand, and it should enable the users to attain the 

 

 
Figure 4. Example of clustering based outlier detection 

 

Figure 5. Example of a sequence of clusters transition 
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goal of handling successfully any abnormality or 

emergency that may occur in the system. Stone et al. 

(2005) indicate that a good user interface design 

promotes easy, natural, and engaging interaction 

between the user and the system, making the user forget 

that s/he is using a computer. These characteristics must 

(Chandola et al., 2009) be targeted in order to ensure a 

proper feedback delivery to the user about the 

simulation process.  

There exists different guidelines to create a proper 

interface, and according to Johnson (2010) the two best-

known are Shneiderman and Plaisant (2009) and 

Nielsen and Molich (1990). There are several matching 

points between these two guidelines, and both agree that 

a user interface must (Nielsen, 1995): 

 be consistent: the user should not be wondering 

about the meaning of what is shown on the interface 

i.e., it should follow platform conventions. 

 prevent errors: the design should be made in such a 

way that it avoids the user from making mistakes. 

 make the users feel they are in control: one way to 

give freedom to the user is by supporting undo and 

redo options. 

 minimize the user’s memory load: the user should 

not have to remember information from one 

dialogue to another, it should be easy to access any 

information needed.  

Based on these guidelines, Figure 6 illustrates how the 

final user interface of the proposed ITS should look like. 

The figure shows an example where the tutoring system 

informs the trainee that the flowrate into the high-
pressure separator is increasing more than usual and that 

the alarm will activate soon. It also offers more 

information in case the trainee wants to know more 

details about what is happening in the system. Further, 

the tutoring system generates suggestions to help the 

user handle the abnormal situation, enabling her/him to 

decide freely if s/he wants to read the suggestions or not. 

3 Discussion 

It is expected that the implementation of automatic 

feedback for simulator training will lead to more 

independent operators and will enable the possibility of 

training a higher number of operators at the same time, 

currently an instructor may work with two to six 

operators in one simulation session. With an intelligent 

tutoring system, this number can increase. Moreover, 

given the independence offered by an ITS, operators 

will be able to train and practice with the simulator in 

any place, at any time, which will allow them to be more 

prepared for the training at the simulator training center. 

Hence, the training time at the center can be decreased, 

which in turn represents economic savings for the 

company investors and time saving for the operators 

and the instructors. 

With the ITS, the operators will be able to receive 

feedback shortly after they make changes in the process 

or while they are following certain procedures, which 

will give them the opportunity to solve in time any 

mistake they could possibly make. Further, the ITS, 

compared to control alarms, is more susceptible to 

process changes, which will also help the operators to 

practice identifying and solving problems before they 

escalate. It is expected that all the proposed advantages 

of the ITS will give as a result more prepared and 

competent operators. 

Figure 6. Example of a user interface for the proposed ITS (K-Spice®) 
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4 Conclusion and Future Work 

In this article, the integration of an intelligent tutoring 

system (ITS) into simulator training was proposed. This, 

with the aim to offer training independence to industrial 

operators through an effective automatic feedback tool. 

There exist important challenges with this proposal 

since in order to produce effective feedback for the 

operator, the status of the process must be evaluated 

constantly. Because of that, a clustering based anomaly 

detection technique is suggested. Further, the way 

feedback is delivered to the operator is an important 

challenge, because if relevant information fails to be 

delivered effectively, the operator will not be able to 

understand the message given by the ITS. Therefore, 

guidelines for user interface design especially for 

simulation and training contexts should be studied.  

Future work includes the development and actual 

implementation of the proposed ITS. The ITS must be 

tested by users during simulator training sessions. A 

careful study of user’s experience about the tool must be 

done in order to evaluate the performance of the ITS and 

its usability, so that it can be improved and developed 

further. 
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Abstract 
Research on the application of augmented and virtual 

reality (AVR) in education shows that students self-

motivation and performance increases as well as their 

attractiveness to new ICT-enhanced classes. The aim of 

this article is to explore the use of AVR as an engaging 

learning tool for engineering education and to present a 

framework for an AVR-lab for engineering education. 

The AVR-lab will encourage teachers to adapt 

classroom practices for state-of-the-art lectures that 

integrate AVR educational technology. The graduates of 

AVR-enhanced curriculum will attain new 

competencies in AVR, which industry analysts 

anticipate are vital for the 21st century labour market. 

Keywords: Augmented Reality (AR), Virtual Reality 

(VR), Mixed Reality (MR), Engineering Education 

Pedagogy, Science, Technology, Engineering and 

Mathematics (STEM), Research-based Learning, Meta-

learning, Technology-Enabled Active Learning (TEAL) 

1 Introduction 

To encourage interest of students and increase the 

attractiveness of engineering as a field of study remains 

a long-term challenge in the Norwegian education 

system. This article argues that this challenge may be 

remediated through the use of research-based learning 

methods, (NationalResearchCouncil, 2012, Singer and 

Smith, 2013, Nehm, 2014). 

The augmented and virtual reality (AVR)-lab project 

at Oslo and Akershus University College of Applied 

Sciences originates from the idea of constructivist-

oriented pedagogy established in a technology-enabled 

learning environment (TEAL) (Shieh, 2012). Scholars 

have shown that technology-enhanced constructivist 

pedagogy improves students’ non-test learning 

outcomes - e.g., interest in classes, labs and 

extracurricular science activities (Shieh, 2012). 

Consequently, student achievement (performance, 

higher learning outcomes) can provide motivation for 

teachers to change traditional teaching practices 

(structured lectures, note-taking) and teaching beliefs, 

allowing for the integration of new technology - i.e., 

state-of-the-art lectures with integrated educational 

technology. 

The AVR-lab project aims to encourage teachers to 

use new information and communication technology 

(ICT) pedagogical tools in teaching and learning. This 

article argues that several mechanisms including 

communication and awareness, peer collaboration, 

evidence of improved student performance, and support 

from experts may help teachers to transform traditional 

instruction methods (structured lectures, note-taking) 

and adopt state-of-the-art lectures that integrate ICT. 

This paper also relates to research on active learning 

methods such as the Flipped Classroom (FC), including 

methods to evaluate the study progress. Scholars have 

reported significant performance increase for students 

from the use of FC methods (Moravec et al., 2010, Day 

and Foley, 2006). 

In comparison with typical definitions of FC methods 

(Bishop and Verleger, 2013), this article focuses on 

interactive and augmented learning resources (eBooks, 

exercises, games) instead of passive sources, such as 

instructional videos (asynchronous video lectures). 

The AVR-lab aims to promote the practical 

application of active ICT-based pedagogy in teaching. 

Hence this article is dedicated to promoting ICT-

enhanced cooperative learning using the FC, problem-

based learning and meta-learning. Models of problem-

based learning suggest that students gain topic-specific 

knowledge and skills related to meta-learning by 

engaging in activities that simulate “real-world” 

contexts and challenges. Research refers to meta-

learning as an experiential process where students 

internalize norms, values and practices related to 

knowledge and skills acquisition (Rose et al., 2005). 

In traditional approaches to learning, educational 

institutions treat the student as an object in the teaching 

process - i.e., the student is only a recipient of 

knowledge and information without any active role 

(Rose et al., 2005). Some scholars have argued that 

meta-learning provides a basis for students’ to change 

their identity from recipients to creators of knowledge 

and understanding (Rose et al., 2005). As such, meta-

learning may promote “employability” by enhancing 

self-efficacy and resilience among students. In the 

context of the FC, the roles, identities and implicit 

norms, values and expectations of students and teachers 

may act to subvert the implementation of the FC 

approach (Hagerup, 2017). 

However, research has also shown that students 

experience barriers to education in curriculum design, 

teaching methods and learning resources (Coppola et al., 

2015, Nicholas et al., 2014, Boles and Whelan, 2016, 

Litzinger et al., 2011). 
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According to (Rose et al., 2005) the Universal Design 

for Learning (UDL) is a reference model that guides 

educational practices, and aims to identify and remove 

barriers in educational methods, curricula and teaching 

materials. Taking a cue from research carried out on 

brain activity and the adoption of education technology, 

the UDL model provides the following guidelines: 

• Representing the information in multiple formats 

and on different media. 

• Providing students with multiple paths. 

• Promoting many possibilities for expression and 

providing diversified ways to motivate students 

and arouse their interest. 

 

UDL also frames learning as a process that can be 

designed to be accessible and inclusive for all students. 

The three principles stated above are supported by ICT 

to improve the learning process as follows: 

• allow the manipulation and control of the learning 

environment. 

• offer multi-sensory alternatives for learning 

materials. 

• allow greater personal autonomy, especially for 

students with disabilities, such as attention and 

learning disabilities or sensory disabilities 

• provide meaningful access to learning for all 

students by enabling students to grasp abstract 

concepts more fully. 

 

This article argues that the combination of UDL and 

new ICT technologies in education can enable and 

empower students across the diversity of the human 

experience. 

2 Need for research 

Research shows that there is a need for continuous 

improvement in teaching, focusing on development of 

feedback culture and the use of new educational 

methods and tools (Deslauriers et al., 2011, Froyd et al., 

2012, Singer et al., 2012, Nicol, 2010). 

Currently, the textbooks and digital textbooks 

constitute the main source of learning materials 

(Vasileva et al., 2016, Hilton, 2016, Fan et al., 2013, 

Beetham and Sharpe, 2013). Nonetheless, research 

shows that students provided with only textbooks are 

less prepared for class than students provided with 

optional video lectures (de Grazia et al., 2012). 

Furthermore, students do not generally complete 

reading assignments (Sappington et al., 2002). 

Textbooks are a passive source of information, in 

particular abstract terms, relationships, concepts, 

principles and processes, that lack multimedia 

interactivity - i.e., animations, visualizations and active 

simulations. Furthermore, feedback mechanisms, which 

are essential for improving learning outcomes, are also 

missing. 

This article suggests updating pedagogical and 

curriculum approaches by transforming learning 

materials using state-of-the-art multimedia - e.g., using 

AVR, and Mixed Reality (MR). Student’s attention and 

motivation are key factors for academic performance 

(Savage et al., 2011, Panisoara et al., 2015, Harandi, 

2015, Law et al., 2010, Mendez and Gonzalez, 2011). 

Hence the aim is to encourage active learning by 

delivering interactivity into traditionally passive 

learning approaches and materials - e.g., lectures and 

textbooks. 

Gamification in engineering education has not been 

fully adopted in schools, although the benefits of 

gamification have been shown in other fields (Pedreira 

et al., 2015, Dubois and Tamburrelli, 2013, Vasilescu, 

2014, Hamari et al., 2014). Learning is best achieved 

through experiences - i.e., by using gamification to 

make tasks challenging and more engaging (Hamari et 

al., 2016, Ibáñez et al., 2014, Li et al., 2012, Barata et 

al., 2013b). Gamification supports peer-to-peer 

collaboration, social interaction and transcultural 

communication (Ducheneaut and Moore, 2004, Thorne, 

2008, Thorne et al., 2009). Scholars have presented an 

AR crossover gamified design for engineering 

education in high school (Salman and Riley, 2016). 

Research has also posed a framework for using MR in 

gamification to assist teaching and learning in ICT 

(Muñoz et al., 2016). Active engagement and game 

challenges lead to improved learning processes and 

student outcomes (Guillén-Nieto and Aleson-Carbonell, 

2012, Nicholson, 2015, Barata et al., 2013a, Domínguez 

et al., 2013, Clark et al., 2011). 

MR provides immersive and engaging experiences 

through creative problem solving (Gardner and Elliott, 

2014, Lindgren et al., 2016, Janßen et al., 2016, 

Thornhill-Miller and Dupont, 2016). MR has the 

potential to be a transformative technology in education 

- i.e., the ability to evoke empathy and the ability to trick 

the brain into experiencing another environment as real. 

Social media are not implemented in curriculum 

although they can play important role as a beneficial 

infrastructure in learning processes (Krokan, 2012). 

Sharing allows students to collaborate and compete on 

assignments. Furthermore, social media often supports 

intercultural adaptation (Sawyer, 2011, Kosinski et al., 

2015). 

MR allows users to perceive the real world while 

virtual elements are superimposed upon or composited 

with the real world in real-time. Therefore, this article 

proposes to implement MR technologies to enhance 

learning, which may be applicable as an educational 

technology in various engineering courses. 

The AVR-lab promotes the inclusion of new 

technology, teachers and all students - i.e., the target 

audience comprises students who experience barriers 

using traditional learning materials, students not 

engaged in engineering as a field of study, and students 
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with disabilities. Research has yet to examine the 

usability and accessibility of MR educational 

technologies for students with physical, sensory or 

cognitive disabilities. 

Demands for MR-competences are increasing in the 

labour market and industry in Norway (Urke, 2016, 

Armstrong, 2017). However, MR as a pedagogical tool 

has yet to fulfill these demands and has yet to be fully 

adopted in the Norwegian education system. One 

exception is the one year programme in AVR at 

Høgskolen i Innlandet (INN, 2017). Nevertheless, 

governmental and institutional support for using AVR 

in education has yet to fully emerge. The Norwegian 

technology sector and entrepreneurs have yet to fully 

embrace MR as an educational technology and a viable 

business venture. 

Regarding engineering education in higher education, 

a survey has been carried out at HiOA based on data 

from internal, external and student reports (Cibulka, 

2017). The survey reveals the following common 

problems: fixed learning style; non-inclusive education; 

lack of motivation and engagement; less graduates; 

infrastructure issues; high drop-out rate; lonely students; 

low competence prerequisites from high school; lack of 

teacher’s feedback; high students-to-faculty ratio; staff 

shortage; overworked staff; lack of research and 

development (R&D) activities; lack of student R&D 

extracurricular activities; lack of supervision; low 

attendance in lectures; labs and group classes; low levels 

of encouragement; equipment issues; lack of adoption 

of recent educational technology; lack of clarification of 

concepts and theories; poor results in exams (high 

failure-rate); lack of applicants, low recruitment, lack of 

attractiveness, lack of uniqueness; students have 

personal obligations; teachers missing tools (technology 

gap, training gap); teacher’s knowledge gap; decision-

makers missing knowledge; equipment cost; 

environmental load. 

Engineering in higher education also experiences a 

high drop-out rate in mathematics (58% at HiOA). 

Research shows the economic benefit for the Norwegian 

economy if fewer students drop-out – i.e., 

approximately 1 million NOK per student (Falch et al., 

2009, E24, 2013, Tunstad, 2013, Holstad, 2016). 

Furthermore, higher education institutions lose income 

for each student who fails a course and who drops out of 

a degree program. 

3 State-of-the-Art 

MR has been proven as efficient educational tool in 

many recent academic and magazine articles. A search 

in both popular and scientific literature has been 

conducted. Positive experiences with AVR in 

engineering education have shown that students self-

motivation and performance increases as well as an 

attractiveness of the new ICT-enhanced classes. 

Pearson, the leader in educational courseware, 

collaborate with Microsoft on MR learning content for 

colleges, universities and secondary schools (Overland, 

2016). (Kosowatz, 2017) summarized current 

engineering applications (civil eng., manufacturing, 

mining, maintenance, medical) of MR and its further 

potential. (Park, 2016)  presented MR platform Peer 

(internet-enabled sensors and headset) for middle school 

students allowing interaction with visualized abstract 

concepts and complex forces. 

(Wu et al., 2013) presented current AR technologies 

used in education as a productive concept for educators, 

researchers, and designers. Three categories of 

instructional AR approaches to help students in learning 

are presented: roles, tasks and locations. The solutions 

for AR-related challenges for educators and students are 

also proposed, i.e. technological (multiple devices), 

pedagogical and learning issues (cognitive overloading, 

complex tasks).  

(Kirner et al., 2012) presented a concept of AR 

multiple-point 3D artifacts allowing precise action point 

interactions and thus reduce the amount of markers. The 

empowered artifact with smart AR reactions is an 

authoring tool with use in education and cognitive 

rehabilitation. Tests shown its low cost, availability, 

user-friendly interfaces, multi-sensory, tangible 

interaction and non-demanding dexterity. 

(Gutiérrez  Martín and Meneses Fernández, 2014) 

presented a state-of-the-art review of AR in higher 

education in engineering, training and multimedia. This 

paper practically demonstrated its benefits in 

comparison with traditional instructional learning. AR 

effects enhances, motivates and stimulates the learning 

process by interacting on the augmented environments. 

 

This paper presents a state-of-the-art review of AVR in 

education of Science, Technology, Engineering and 

Mathematics (STEM). The use of MR-pedagogy in 

engineering education was explored, particularly in 

chemistry, physics, automation, electrical, civil and 

mechanical engineering. 

 

Ad electrical eng., (Martín-Gutiérrez et al., 2015) 

presented empirical study of 3 AR-Apps, incl. 

interactive learning scenarios. Tests were carried out 

with students of electrical engineering, specifically 

electrical machines course. Both autonomous studying 

and collaborative lab practices were evaluated 

positively (in usability and feedback surveys). The need 

for a teacher’s assistance was reduced. 

a) ElectARmanual 

Authors tested AR-manual as a solution for 

overcrowded lab for electric machines, incl. 3D models 

and animations, wiring diagrams and sounds (Martin-

Gutierrez et al., 2012). The App assists with sequential 

instructions to fulfill different tasks, e.g. installations 

and configurations of electrical machines. 
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b) ELECT3D 

This Android AR-App enhances reading and 

comprehension of circuit diagrams, drawings, electrical 

symbols (both complex and realistic) and images. The 

App is universal since it uses extended library of 

normalized standard symbols and objects. AR is 

performed “marker-less”, i.e. by means of cloud of 

points (normalized symbol). 

c) ElectAR_notes 

In order to explain abstract (invisible) and difficult 

topics, principles and concepts in electrical engineering 

(vectors, electromagnetism, ferromagnetism, electrical 

machines), the notes book (Basic Electrical Machines) 

were enhanced with AR content, e.g. images, 3D 

objects, 3D animations; audio, video and text 

explanations. Such upgraded and interactive notes led to 

better interlink between theoretical (abstract) and 

practical teaching. The AR-notes have double AR-mark, 

i.e. both marker-less image and fiducial 4x4 AR-mark. 

(Desai et al., 2013) included interactive features 

between multiple virtual electrical 3D components to 

complete and simulate simple circuits. Users 

appreciated understanding the causal relationship based 

on the changes made to the parameter of the 3D 

electrical components. (Souza and Kirner, 2012) 

presented AR-tool to practice simple circuits tasks 

related to electromagnetism. 

 

Ad automation, (Frank and Kapila, 2017) integrated 

MMR (tablet) to interact with motor test-bed in lab 

activities. Students demonstrated improvement in their 

knowledge of dynamic systems and control concept. 

 

Ad Physics, (Chi-Poot and Martin-Gonzalez, 2014) 

presented using AR in learning of Euclidean vectors 

properties. The system aids the user to understand 

physical concepts, such as magnitude and direction, 

along with operations like addition, subtraction and 

cross product of vectors. Kinect sensor was used to 

visualize virtual components merged in a user-

interaction (body interactive) environment. Users were 

able to virtually create vectors with different magnitudes 

and directions, and visualize their properties and 

operations. 

 

Ad Chemical engineering, (Andrade et al., 2014, Maier 

and Klinker, 2013b, Maier and Klinker, 2013a, Maier 

and Klinker, 2013c) demonstrated a haptic wireless 

hand held device, i.e. an AR cubic-marker tool, and the 

tracking software “Augmented Chemical Reactions”. 

This tool enables 3D molecules visualization, 

visualizing chemical properties, spatial relations and 

free direct manipulation with 3D interaction methods. 

The user immersion in chemistry learning had been 

improved, in comparison with a 2D representation in 

textbooks and molecular formula. The included 

chemical dynamics simulation helps to grasp the 

abstract internals of chemical reactions (dynamics of the 

atoms in and between molecules). This AR tool also 

helps researchers in prototyping, developing and 

understanding new chemical molecules. Gesture control 

(a self-tuning gesture recognition algorithm) allows 

prototyping with creating multiple bonds between two 

virtual molecules. 

(Cai et al., 2014) presented an empirical case study 

with interactive 3D AR-models to control and visualize 

abstract chemical structures, microstructures, 

composition of substances and concepts. Study also 

included set of inquiry-based AR learning tools. Data 

analysis has shown the AR tool improved cognitive 

performance and is effective for low-achieving students. 

 

Ad mechanical eng., Autodesk and Microsoft integrates 

CAD software Fusion 360 into collaborative MR-app 

“FreeForm” for HoloLens, (Gardiner, 2015). 

EON Reality, the worldwide leader in the field of 

interactive training (Cheben, 2017), and educational 

software (Singletary, 2017), presented AR Diesel 

Engine Training (Hio, 2016). 

(Martín-Gutiérrez, 2011, Gutiérrez  Martín and 

Meneses Fernández, 2014) introduced an augmented 

book for mechanical engineering course “L-Elira”. The 

virtual machine elements are represented by matching 

technical card containing information, e.g. use, rule 

number, standard element designation, graphic 

information, photorealistic images and an AR marker. 

AR fiducial marker allows visualization and animation 

of the 3D model. The authors reported in (Gutierrez and 

Fernandez, 2014) a better academic results and 

motivation of the first year mechanical engineering 

students. The exam results showed a significant 

statistical difference between academic performances of 

two groups (AR and classical notes), proving to be 

higher in the experimental group (AR); this group also 

showed a higher level of motivation than the control 

group (classical notes). 

(Martín-Gutiérrez et al., 2010, Gutiérrez  Martín and 

Meneses Fernández, 2014) introduced an augmented 

book AR-Dehaes for improving spatial abilities of 

mechanical engineering students by providing 3D 

virtual models and visualization tasks. A validation 

study of the remedial course confirmed positive impact 

on students’ spatial ability. 

(Rizov and Rizova, 2015) presented the benefits of 

using AR in higher education, by measuring outcomes 

(improved results) of the students which used AR as a 

teaching tool in the mechanical engineering course. 

 

Ad Civil eng., Microsoft, Trimble and University of 

Cambridge collaborate towards MR-apps for MS 

HoloLens (Scialom, 2017), e.g. SketchUp Viewer 

(Vardhan, 2016). 
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(Vassigh et al., 2016) presented AR-app AR-SKOPE 

for civil engineering education with integrated Building 

Information Modelling, showing the building’s 

mechanical system information overlaid on the real 

building. 

(Shirazi and Behzadan, 2015) presented a building 

structure model assembly using wooden blocks, 

equipped with AR-markers in order to teach abstract 

construction and civil engineering topics in a practical 

manner. This AR-based pedagogical tool led to a better 

performance, collaboration, communication and 

autonomous learning experience. Students in the test 

session worked in groups and received instructions from 

the virtual avatar, and scanned the tracking image 

attached to each building element to access information. 

(Kirner et al., 2012) presented AR Spatial Tutor, a 

tool for interaction with panels and mockups 

(Styrofoam) using AR, to expose AR-layer (dynamic 

content), 3D objects, annotations, sounds and 

animations. Interactive points have multiple information 

elements that allow the expansion of contents or the 

fulfilling of different types of users. 

 

As conclusion, the State-of-the-Art review revealed 

current trends in AR-Apps for engineering education. 

Good results from the exams and feedback surveys 

indicate beneficial use in engineering degrees. AR-

approach can be applied in different engineering courses 

due to similar didactics and software. However, 

complex dynamic simulations are still missing in current 

AR-apps. Simulations should be implemented since it is 

important to see and understand any system response. 

For example, to study electrical circuits it is vital to 

understand the effects of value adjustment or component 

configuration. The training framework including instant 

learning feedback of learning outcome is also missing. 

Current learning approaches does not reflect each 

individual student’s skills and learning style. The AR-

App should include feedback learning system with 

interactive examples and tasks. Such feedback is 

beneficial for student/teacher, allowing them to track the 

learning effectiveness and focus on difficult parts. 

Utilization of advances in Biofeedback and Artificial 

Intelligence (AI) is missing. 

4 Concept of AVR-lab “Mi-ity” 

We will utilize novel mobile MR solutions. We will 

focus on an engineer from the life-span perspective, i.e. 

all age scholar groups from kindergarten towards adult 

vocational training. We will establish hub “Mi-ity”, the 

mobile MR innovation hub for lifelong engineering 

education, at HiOA, together with our key industrial 

partners. The hub concept is illustrated in Figure 1. 

We will test both engineering and non-engineering 

students to reveal if MR has positive learning effect 

(high learning outcomes) regardless background and 

interest. Mi-ity targets 3 user groups in lifelong spectra: 

students, teachers and decision makers. Testing and 

validation of MR-apps will be conducted in the selected 

pilot courses. We will conduct experiments in 

cooperation with our research and user partners. 

4.1 Development of MR-education 

The learning modules with MR will be designed based 

on the didactic model presented by (Bjørndal and 

Lieberg, 1978). Didactic model is used to design all the 

learning modules in a course. 

Universal Design for Learning (Rose et al., 2005) is 

a reference model that will guide the development of 

educational MR-contents and practices, i.e. enables the 

learning process to be more accessible, universally 

Figure 1. Concept of Mi-ity: the mobile mixed-reality innovation hub for lifelong engineering education 
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designed and inclusive for all students, incl. with 

learning or sensory disabilities. 

MR platform comprises challenging tasks with 

gamification features. It covers engineering-related 

topics: mathematics, mechanical, electrical, control, 

biochemistry etc. 

4.2 MR tool “MixRALF” 

The new MR tool will cover virtual teaching contents, a 

multi-platform and interactive MR-Apps, learning 

feedback system, dynamic simulations, biofeedback and 

integration to social media. 

We will develop “MixRALF”, the mobile mixed-

reality system with the real-time autonomous learning 

feedback. MixRALF comprises MR, academic 

biosyncing (biometric wearables) and AI, see Figure 2. 

This unique combination has not been reported yet. 

MR educational and engineering-related content will 

be developed in multiplatform tools, e.g. EON Studio, 

Unity 3D and Unreal. The MR content is scalable in 

both platform compatibility (smartphone ↔ headset) 

and contents (kindergarten ↔ university). 

Microsoft HoloLens, a self-contained wearable 

holographic computer, will be used as mobile MR 

headset. We will also test wireless HTC Vive and 

smartphones. 

We will further enhance the immersive MR-

experience with an academic biosyncing. Academic 

biosyncing is a new concept of bio-mechanical 

symbiosis where scholar and machine are in a reactive, 

performance-augmenting loop, by means of 

biofeedback (biometric data, wearables) and AI, see 

Figure 2. Similarly to athletic biosyncing, it is expected 

that scholar change learning routines, i.e. enters into an 

automatic reactive state. 

We will use biometric wearables to measure focus 

level, engagement, excitement or stress. Selected 

biometric wearables: Insight by Emotiv (EEG headset 

for brain activity); wristband E4 by Empatica (galvanic 

skin response - electrodermal activity sensor, 

cardiovascular features - blood volume pulse, heart beat, 

heart rate variability, blood pressure etc.), see Figure 3. 

 

Figure 3: Emotiv Insight (EEG headset) and wristband 

Empatica E4 (electrodermal and cardiovascular activity) 

Voice (tone), gesture (controlled commands) and facial 

reaction recognition is already possible with HoloLens. 

Eye movement tracking is possible with HTC Vive 

(Durbin, 2017), and will be integrated in the next 

version of HoloLens as well (Walker, 2017). 

MixRALF system comprises “Big Data” problem to 

be solved by AI. Integrative AI, i.e. generative AI and 

MR, will provide awareness about cognitive state, focus 

level and mental preparedness, and thus improve 

educational experiences in combination with MR. AI 

can be in the form of virtual teacher, capable to 

recognize skills, learning style and mental state. He (AI) 

will customize the learning approach and contents 

accordingly, to fit each individual student, i.e. he will 

track and train focus, and track and improve educational 

experiences. 

For this mission we have selected IBM Watson 

(Bluemix developer platform) as the best AI technology. 

It is an advance AI cognitive system, already 

successfully proven in educational experiments (Goel et 

al., 2015, Goel, 2016). HiOA is the first “Watson-

University” in Norway. 

Figure 2. MixRALF - the mobile mixed-reality system with the real-time autonomous learning feedback 
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AI will also utilize digital footprints to recognize 

student’s personally traits and mental state by digital 

means, e.g. intelligence, basic emotions etc. (Lambiotte 

and Kosinski, 2014). Introverts tend to belong to fewer 

but larger and denser communities, while extroverts 

tend to act as bridges between more frequent, smaller, 

and overlapping communities. 

(Kosinski et al., 2016) presented methods to extract 

patterns and build predictive models using large data 

sets of digital footprints (mining big data). (Youyou et 

al., 2015) demonstrated that AI can predict personality, 

based on digital footprints, automatically and more 

accurately than human (friend), i.e. without involving 

human social-cognitive skills. AI and digital footprints 

will further help to state the learning ability and thus 

help to select the optimal MR tool for the best learning 

outcome. 

 

With the help of AI and biometrics the scholar will be 

able to respond to its learning environments and more 

fully realize its learning potential. Student become 

aware of its cognitive state, mental preparedness and 

focus level, and thus improve educational experiences. 

The whole-body wellness and overall activity will be 

tracked and better understood. AI will identify personal 

traits and mental states of a student. 

MixRALF will track and evaluate student’s 

performance with combination of qualitative 

(observation by AI) and quantitative data (score, time, 

task statistics, biometrics), and adjust the individual 

learning approach accordingly. For example, the system 

identifies if student is bored and thus offer him a more 

challenging tasks and engagement in his studies. It will 

also feature the dynamic difficulty, i.e. AI will adjust the 

difficulty of task instantaneously, based on the real-time 

feedback. Thus AI decrease the difficulty level for 

failing student in order to keep him engaged, motivated 

and prevent frustration, and vice versa, AI increases 

difficulty for prospering student. 

MixRALF will output self-contained results about 

student’s learning outcome and recommendation for 

improvement, i.e. includes feedback about scoring, 

time, interpretation of results and task statistics, e.g. 

design-related parameters such as cost, reliability, 

lifetime, stress strength etc. The feedback on learning 

progress will be available for students, teachers and 

decision makers, incl. comprehensive methodology to 

evaluate the study progress. The key performance 

indicators are learning outcomes, e.g. speed of learning. 

4.3 Expected benefits 

The potential for value creation is illustrated in Figure 

4. Mi-ity will train next-gen students and teachers in the 

use of MR in educational settings and real pedagogical 

practice, i.e. reduce gap between education and new 

ICT. 

Lab will provide rich, interactive, responsive and 

accessible learning experience. Real-time feedback and 

adjustment of learning scenario allows individual 

approach, i.e. for both students with disabilities and 

students with an over average mental capacity. 

Mi-ity will promote active participation in lifelong 

learning process. Mi-ity enable faster adoption of 

Problem-based Learning and Flipped Classrooms by 

using MR-tools in interactive learning activities and 

teaching practice. MixRALF will increase the learning 

outcomes, i.e. students recognize, identify and grasp the 

knowledge, especially abstract concepts, faster and 

more meaningfully. 

With AI training guidance the student will study 

independently and thus saves the teacher’s time. 

Figure 4. Mi-ity - Value Creation Potential 
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Teacher will have more time for creative work such as 

content development, class preparation, R&D, 

publishing etc. Teacher will be able to provide closer 

individual feedback to the student and encourage his 

critical thinking, reflection and creativity. 

Decision makers will get more and accurate 

information/knowledge to perform better decisions 

about programs, investments, quality and 

improvements. 

Mi-ity will reduce drop-out rate and thus reduce high 

expenses related to the failure-rate. The new educational 

system will increase the attractiveness of engineering 

curriculum and thus improve the recruitment of 

applicants. 

Students will become better engineers and meet the 

increasing demands for MR-competences in labour 

market and industry in Norway. MR-enhanced 

curriculum will result in faster and effective 

development of engineering competences, i.e. 

instrumental competences (analysis and synthesis skills, 

planning and organization skills, solving problems, 

managing information as well as taking decisions), 

personal competences (teamwork, workplace 

interpersonal relations skills, critical reasoning), 

systemic skills (autonomous learning, leadership, 

initiative, entrepreneur, motivation for quality) and 

spatial skills. Students become self-motivated, 

independent and competent professional, reducing the 

ad-hoc occupational training cost. 

Project promotes entrepreneurship in education 

technologies (release new MR apps) by collaboration of 

partners, HW- and SW-related students. 

MR replaces physical equipment and thus eliminate 

the safety risk, expenses and power. Training with 

virtual equipment decreases a fear for further real 

practice with e.g. electric circuits, soldering, welding 

etc. MR decrease demands and cost for physical 

infrastructure e.g. study rooms, labs, auditoriums. MR 

shifts physical learning space into a virtual learning 

environment, which also allows student’s remote 

participation. 

MR, gamification and social media will diminish the 

intercultural differences and support better cooperation 

and communication between peers with different 

cultural background. 

5 Conclusion 

The State-of-the-Art review revealed positive 

experiences with application of MR in engineering 

education. However, the recent solutions does not 

reflect advances in biofeedback wearables and AI, 

towards further improvement of learning feedback and 

outcome. Therefore we proposed a project concept of 

AVR-lab, where we will test the mobile MR in closed-

loop combination with biometrics and AI. We focus on 

improving student’s learning performance and teacher’s 

knowledge transfer in the lifelong perspective. The real-

time learning feedback will tailor the educational 

approach to fit each student individually. The new 

autonomous learning system will allow independent 

study and thus save the teacher’s time. Gamification of 

task challenges will create an attractive and motivational 

tool for the student. The new MR-enhanced curriculum 

will reflect the rapidly increasing competence demands 

for MR technology in the engineering industry and labor 

market in Norway. 
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Abstract
Heat is primarily important in the world’s total energy
consumption and especially, peak loads and seasonal vari-
ations result in problems which are difficult to efficiently
come up with electricity networks. Renewable energy
sources bring important new possibilities, especially for
the heat energy. This paper focuses on heat energy: com-
pact parametric models are essential in the smart integra-
tion of production in the district heating and efficient col-
lection of the solar thermal energy. Thermal masses of
the buildings are used in the peak load cutting as energy
storages. The physical parameters calculated from the
building information facilitate the use of different types of
buildings simultaneously in the calculations. Smart adap-
tive control solutions extend feasible operating periods in
collecting solar thermal energy. A combination of mul-
tiple control actions is essential in keeping the system in
control during strong fluctuations in cloudiness and energy
demand. Heat storages increase the collecting power and
extend the utilisation of the solar energy utilisation over
daily and seasonal periods.
Keywords: energy production, sustainable energy, district
heating, solar thermal power, smart adaptive systems

1 Introduction
Heat represents more than half of the world’s total energy
consumption and three-quarters of the fuels used to meet
this heat demand consist of fossil fuels (Eisentraut and
Brown, 2014). Peak load cutting is highly important in re-
ducing both production costs and environmental impacts
(Hietaharju and Ruusunen, 2016). Prediction of the future
energy demand and modelling the thermal behaviour of
the building, i.e. the indoor temperature, have been used
in (Hietaharju and Ruusunen, 2016) to cut peak loads and
optimise the heat consumption.

Future trends in global energy consumption and associ-
ated environmental issues are pushing for an increased use
of renewable energy sources, smaller-size power plants
and distributed generation. Consumers are increasingly
willing to take an active role. Storage capacities are es-
sential in optimisation, especially solar energy which has
daily and seasonal variation. Solar collector fields are
combined with storage tanks []. In district heating, build-
ing thermal mass can be utilised as short term heat storage
(Hietaharju and Ruusunen, 2015).

Building thermal mass and its use in peak load cutting
has also been discussed in (Braun, 2003; Henze et al.,

2007; Sun et al., 2013; Kensby et al., 2015; Hagentoft and
Kalagidis, 2015; Ståhl, 2009). High peak load reductions
and energy savings can be achieved (Sun et al., 2013) and
relatively large variations in district heating energy are tol-
erated in maintaining desired indoor temperature. How-
ever, the results depend highly on the thermal characteris-
tics of the buildings. (Hagentoft and Kalagidis, 2015) The
storage capacity of a building can be estimated by using
thermal effusivity, which is a function of thermal conduc-
tivity and heat capacity and represents the materials ability
to exchange thermal energy with its surroundings. Heavy
buildings have higher thermal effusivity and offer higher
energy storage capacity and more stable indoor tempera-
tures compared with light buildings. Models are typically
based either on physical principles or they are data driven
or a combination of both. (Zhao and Magoulès, 2012;
Kramer et al., 2012; Foucquier et al., 2013). A new para-
metric physical modelling approach to predict and control
the indoor temperature was proposed in (Hietaharju et al.,
2017).

Integration of smart grid ideas has mostly focused on
electricity where the integration requires fast adaption
since the storage problem is not solved for real practice.
The wind power is increasing fast but the production hours
are limited. The solar electricity has the same problems
and as whole this leads to very volatile production situ-
ations: there are periods of over production and periods
when the demand is high but hardly any electricity can
be produced with wind or solar power stations. This has
experienced in Finland on a winter day when it was very
calm. In Germany, there have been periods of negative
electricity prices when the wind and solar power produc-
tion has been on a very high level. This has made the
production windows of the condensing power plants diffi-
cult. Hydropower together with gas and multi-fuel power
plants help in balancing.

Solar power plants should be efficient in collecting any
available thermal energy in a usable form at the desired
temperature range. Seasonal and daily cyclic variations
as well as atmospheric conditions, such as cloud cover,
humidity, and air transparency, need to be taken into ac-
count to get a fast start-up and efficient operation in vary-
ing cloudy conditions. A solar collector field is a good
test platform for control methodologies (Camacho et al.,
1997; Juuso, 1999; Johansen and Storaa, 2002; Cirre et al.,
2007; Limon et al., 2008; Roca et al., 2011; Ayala et al.,
2011). The control strategies include basic feedforward
and PID schemes, adaptive control, model-based predic-
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tive control, frequency domain and robust optimal control
and fuzzy logic control.

Feedforward approaches based on the energy balance
use the measurements of solar irradiation and inlet temper-
ature (Camacho et al., 1992). Lumped parameter models
taking into account the sun position, the field geometry,
the mirror reflectivity, the solar irradiation and the inlet oil
temperature have been developed for a solar collector field
(Camacho et al., 1997). A feedforward controller has been
combined with different feedback controllers, even PID
controllers operate for this purpose (Valenzuela and Balsa,
1998). The classical internal model control (IMC) can op-
erate efficiently in varying time delay conditions (Farkas
and Vajk, 2002). Genetic algorithms have also been used
for multiobjective tuning (Bonilla et al., 2012).

Linguistic equations (LE) have been used in various in-
dustrial applications (Juuso, 1999, 2004). Modelling and
control activities with the LE methodology started by the
first controllers implemented in 1996 (Juuso et al., 1997)
and the first dynamic models developed in 1999 (Juuso
et al., 2000). The LE based dynamic simulator is an essen-
tial tool in fine–tuning of these controllers (Juuso, 2005).
The LE controllers use model-based adaptation and feed-
forward features, which are aimed for preventing over-
heating, and the controller presented in (Juuso and Valen-
zuela, 2003) already took care of the actual setpoints of
the temperature. The manual adjustment of the working
point limit has improved the operation considerably. Lin-
guistic equation (LE) control includes solutions also for
cloudy conditions and varying load situations (Juuso and
Yebra, 2013b). Model-based predictive control (MPC) has
been used for tuning the control of large setpoint changes
(Juuso, 2006). The main challenge is to handle harmful
situations efficiently to reach an unattended operation as a
part of a smart grid.

Heat should be strongly taken into account since it is the
primary way of using energy. This paper focuses on inte-
grating heat demands and variating operating conditions.
Approaches are compared at two levels: predictive model-
based approaches for optimization in the district heating
and fast intelligent control solutions in solar thermal en-
ergy collection.

2 Smart energy network
Smart adaptive systems provide solutions to this need: a
smart energy network indicates energy production, trans-
mission and distribution network based on a two-way
communication between suppliers and consumers. A real
time monitoring of the network condition, i.e. energy pro-
duction, consumption and distribution, is expected to al-
low for a more prominent position on the market of those
renewable energy resources characterised by a discontin-
uous and irregular generation.

The expected benefit of a decentralised energy system
can be described in terms of redistribution of peak loads
and the flattening of the overall power demand curve.

The negative aspects of the integrated decentralised en-
ergy production can be formulated in terms of control: the
decentralised energy production can be characterised by a
strong seasonal variation; each plant depends on the needs
and preferences of single users; some of the production
units can be subjected to weather and climate conditions.
Low carbon requirements have an effect on the trend of
the thermal power production. Industry requires a basic
high power source which is covered by the nuclear power
production.

In this paper, the energy system includes district heat-
ing, solar thermal collectors and storages (Figure 1).

2.1 District heating
Combined heat and power (CHP) production together with
district heating is a balancing solution. Peak loads and
variations in heat demand are caused by the fluctuation of
outdoor temperature. Cutting peak loads in district heating
network is one of such measures.

In district heating systems, the heating demand may ex-
ceeds the capacity of power plants, which means that re-
serve power plants needs to be started. This raises produc-
tion costs (and also environmental impact) for the energy
producer as more expensive oil is used for fuel instead
of wood, peat or coal. The peak loads are come up by
scheduling energy use. At the same time, more accurate
and stable indoor temperature control could be achieved
by implementing the optimization routines for energy con-
sumption.

2.2 Solar thermal energy
The usage of renewable energy sources is growing as a
consequence of global climate effect and enacted legisla-
tion (EED). Solar thermal energy offers considerable op-
portunities in this connection. The aim of solar thermal
power plants is to provide thermal energy for use in an in-
dustrial process electricity generation. With fast and well
damped controllers, unnecessary shutdowns and start-ups
can be avoided and the plant can be operated close to the
design limits (Juuso et al., 1998).

2.3 Storage
Heat storage is needed to cut peak loads and even the heat
demand out. The storage capacity of buildings together
with adaptive automation solutions offer practical solution
for this. Model-based optimization solutions developed
for district heating can also be applied to electric heating.
This reduces the need for electricity storage.

Geothermal energy is more flexible and can be used to-
gether with solar thermal energy to utilise solar energy
more efficiently.

3 Methods
Model-based control and optimization solutions with de-
mand predictions are efficient in the district heating. In
solar thermal applications, seasonal and daily variations
could be handled with theoretical models based on energy
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Figure 1. Optimisation of a energy system including district heating, solar thermal collectors and storages.

balances but these approaches do not provide sufficient
number of operating hours. Fast variations of the oper-
ating conditions require smart adaptive control.

3.1 Modelling
District heating Predicting the indoor temperature evo-
lution over time in the buildings is the key to optimizing
the use of district heating. The model structure is based
on Newton’s cooling law: the rate of heat loss of an object
is proportional to the temperature difference between the
object and its surroundings. The peak load concept was
introduced in (Hietaharju and Ruusunen, 2015), tested in
(Hietaharju and Ruusunen, 2016) and further developed
in (Hietaharju et al., 2017) to improve the efficiency of the
calculations:

∆Tin(t) =
∆t
C
[P(t− k)−U [Tin(t−1)−Tout(t−1)] (1)

Tin(t) = Tin(t−1)+∆Tin (2)

where the physical parameters are obtained for buildings:
C (JK−1) is the heat capacity and U the heat loss coeffi-
cient (WK−1): U = hA, where h is the heat transfer co-
efficient (Wm−2K−1) and A is the surface area through
which the heat is being transferred (m2). Inputs for the
model are the indoor temperature (Tin), outdoor tempera-
ture (Tout) and heating power P (W ) which can include a
lag of k hours. Time step ∆t for the model is one hour.
Model output is the hourly indoor temperature along the
defined prediction horizon.

The physical parameters C and U are calculated by us-
ing ground plans and elevation drawings. Some assump-
tions were made about the construction materials due to
insufficient information. This model was tested for two
building in (Hietaharju and Ruusunen, 2016) and for a
large number of buildings in (Hietaharju et al., 2017). The
characteristics of these buildings are presented in (Hieta-
harju et al., 2017). The modelling approach can be ef-
ficiently generalised: the measured data acquired from
five different types of buildings has been utilised in the
model performance analysis. Use of easily available mea-

surements and rough estimates for physical parameters are
other important features of the model.

Solar collector field The energy balance of the collec-
tor field can be represented by expression (Valenzuela and
Balsa, 1998):

Ie f f Ae f f = (1−ηp)FρcTdi f f , (3)

where Ie f f is effective irradiation (Wm−2), Ae f f effective
collector area (m2), ηp a general loss factor, F flow rate of
the oil (m3s−1), ρ oil density kgm−3, c specific heat of oil
(Jkg−1K−1) and Tdi f f temperature difference between the
inlet and the outlet (oC). The effective irradiation is the
direct irradiation modified by taking into account the solar
time, declination and azimuth. The density decreases and
the specific heat increases resulting a nonlinear increase
of the term ρc (Figure 2). In the start-up, the flow is lim-
ited by the high viscosity. The volumetric heat capacity
increases very fast in the start-up stage but later remains
almost constant because the normal operating temperature
range is fairly narrow.
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Figure 2. Oil properties (Santotherm 55) (Juuso et al., 1998).

Conventional mechanistic models do not work since
there are problems with oscillations and irradiation dis-
turbances. In dynamic LE models, the new temperature
difference T̃di f f (t +∆t) between the inlet and outlet de-
pends on the irradiation, oil flow and previous temperature
difference:

T̃di f f (t +∆t) = a1T̃di f f (t)+a2Ĩe f f (t)+a3F̃(t), (4)
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where coefficients a1, a2 and a3 depend on operating con-
ditions, i.e. each submodel has different coefficients. The
membership definition of the outlet temperature does not
depend on time. Model coefficients and the scaling func-
tions for Tdi f f , Ie f f and F are all model specific.

A fuzzy LE system with four operating areas is clearly
the best overall model (Juuso, 2003, 2009): the simula-
tor moves smoothly from the start-up mode via low mode
to normal mode and later visits shortly in the high mode
and low mode before returning to the low mode in the
afternoon. Even oscillatory conditions, including irradi-
ation disturbances, are handled correctly. The dynamic
LE simulator predicts the average behaviour well but re-
quires improvements for predicting the maximum temper-
ature since the process changes considerably during the
first hour. For handling special situations, additional fuzzy
models have been developed on the basis of the Fuzzy–
ROSA method (Juuso et al., 2000).

3.2 Smart adaptive control
The smart control system consists of a nonlinear LE con-
troller with predefined adaptation models, some smart fea-
tures for avoiding difficult operating conditions and a cas-
cade controller for obtaining smooth operation (Figure 3).

Data analysis The data analysis is based on the gener-
alised norms

||τ Mp
j ||p = (τ Mp

j )
1/p = [

1
N

N

∑
i=1

(x j)
p
i ]

1/p, (5)

where p 6= 0, is calculated from N values of a sample. Sev-
eral samples with length τ are used at each control step.

Figure 3. Smart adaptive LE control system.

Nonlinear LE control Feedback PI type controllers use
errors e j(k) and derivatives of the errors ∆e j(k) calculated
for the controlled variables j at each time step k. These
real values are mapped to the linguistic range [−2,2] by
nonlinear scaling with variable specific membership def-
initions ( fe) and f∆e), respectively. All these functions
consist of two second order polynomials and the corre-
sponding inverse functions consist of square root func-
tions. The scaled inputs, ẽ j(k) and ˜∆e j(k), are limited to

the range [−2,2] by using the functions only in the oper-
ating range: outside the scaled values are -2 and 2 for low
and high values, respectively. The operation is enhanced
with braking and asymmetry corrections.

Intelligent analysers Intelligent analyzers are used for
detecting changes in operating conditions to activate adap-
tation and model-based control and to provide indirect
measurements for the high-level control. Nonlinearities
between different operating points are handled with work-
ing point models which use scaled values.

Fluctuations are detected by calculating the difference
of the high and the low values of the variables as a differ-
ence of two moving generalised norms:

∆xF
j (k) = ||Ksτ Mph

j ||ph −||
Ksτ Mpl

j ||pl , (6)

where the orders ph ∈ℜ and pl ∈ℜ are large positive and
negative, respectively. The moments are calculated from
the latest Ks + 1 values, and an average of several latest
values of ∆xF

j (k) is used as an indicator of fluctuations.
(Juuso, 2012)

Additional indicators have been developed for high lev-
els and fast changes to detect anomalies and avoid over-
shoot (Juuso and Yebra, 2014).

Adaptive control Adaptive LE control uses correction
factors which are obtained from the working point value.
In the solar collector field, the working point model is

wp = Ĩe f f − T̃di f f , (7)

where Ĩe f f and T̃di f f are obtained by the nonlinear scal-
ing of variables: efficient irradiation Ie f f and temperature
difference between the inlet and outlet, Tdi f f = Tout −Tin.
The outlet temperature Tout is the maximum outlet tem-
perature of the loops. This model handles the nonlinear
effects: the volumetric heat capacity increases very fast in
the start-up stage and remains almost constant in the nor-
mal operating temperatures. The predictive braking and
asymmetrical actions are activated when needed. Intelli-
gent indicators introduce additional changes of control if
needed in special situations.

Model-based control Model-based control provide lim-
its for the acceptable range of the temperature setpoint by
setting a lower limit of the working point (7). The fluc-
tuation indicators are now used for modifying the lower
working point limit to react better to cloudiness and other
disturbances. This overrides the manual limits if the op-
eration conditions require that (Juuso and Yebra, 2013a,
2014). The model-based extension is an essential part in
moving towards reliable operation in cloudy conditions:
the control system should operate without manual inter-
ventions. The high-level control moves towards control
strategies for modifying intelligent analyzers and adapta-
tion procedures (Figure 3).
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4 Applications
Applications are active at two levels: predictive model-
based approaches for optimization in the district heating
and fast intelligent control solutions in solar thermal en-
ergy collection.

4.1 District heating network
A concept for peak load cutting has been presented in (Hi-
etaharju and Ruusunen, 2015) and tested with simulation:
first for two buildings in (Hietaharju and Ruusunen, 2016)
and later (Hietaharju et al., 2017) for a large number of
buildings categorised in five types.

The indoor temperature models (1) and (2) have been
utilised to optimise heating power in pilot buildings.
First tests considered different peak load cutting scenar-
ios based on 30%, 50%, and 70% reduction in the heat-
ing power in the morning hours between 7 and 10 am.
Load cuts were calculated from the actual measured dis-
trict heating power. During the simulations, maximum al-
lowed power was restricted accordingly during the peak
load hours. Cost function for peak load cutting minimised
the power consumption while keeping the indoor temper-
ature between the control limits. This was achieved by
penalizing the cost function value when the indoor tem-
perature exceeded the limits according to the model pre-
diction. Also the increase and decrease in the amount of
heating power was restricted to prevent too large hourly
power changes.

Recently, the parametric physical model has been used
together with a residual model to forecast heat demand of
individual buildings and the city-wide demand, aiming to
provide predictive information on the heat consumption.
District heating data from over 4000 different buildings
at a city level has been utilised in the validation of the
modelling procedure. (Hietaharju and Ruusunen, 2017)

4.2 Solar thermal energy
The LE control system has been tested in the solar power
plant where the error variable is the deviation of the outlet
temperature from the set point. The control is achieved by
means of varying the flow pumped through the pipes to
avoid hazardous situations, e.g. oil temperatures greater
than 300 oC. The goal is to reach the nominal operating
temperature 180−295 oC and keep it in changing operat-
ing conditions. The temperature increase in the field may
rise up to 110oC. (Juuso, 2011, 2012).

The intelligent indicators of the levels and fast changes
of the temperatures (inlet, outlet and difference) based on
intelligent indices which detect anomalies: the fast change
of the inlet temperature provides feedforward information.

Fast start-up, smooth operation and efficient energy col-
lection is achieved even in variable operating condition.
The state indicators react well to the changing operating
conditions and can be used in smart working point control
to further improve the operation. The working point can
be chosen in a way which improves the efficiency of the

energy collection. A trade-off of the temperature and the
flow is needed to achieve a good level for the collected
power. (Juuso, 2016)

5 Discussion
The peak load cutting in district heating can be done ef-
ficiently with the model-based optimisation. The collec-
tion of the solar thermal energy requires smart controllers
with nonlinear scaling, intelligent indicators together with
adaptive and model-based extensions. Parametric systems
are needed for the models and control: parameters mod-
ify the systems to different buildings and operating condi-
tions, respectively. The models used in the district heating
could be used in the solar power plant to optimise the col-
lection demand. The smart control used in the solar appli-
cation could control the heating of the buildings in varying
operating conditions.

Geothermal energy is an additional energy source for
district heating and individual houses. It can also enhance
the use of solar thermal energy by providing efficient stor-
ages for excess solar energy. New business models based
on decentralised energy production systems are arising
where the end-users can simultaneously be also energy
producers. This has various effects on the operation of
the energy systems.

In the future, smart-grid entities formed by energy pro-
duction and consumption are controlled by smart energy
systems. Energy storages and coordination between elec-
tricity and heat sources are essential. A feasible produc-
tion level depends on seasonal and weather condition and
the dynamics of different systems need to be taken into
account.

6 Conclusions
Parametric models are essential in the smart integration
of energy production. Large networks including various
types of buildings can controlled and optimised by using
same compact model structures where the physical param-
eters are calculated from the building information. This is
highly beneficial in the peak load cutting which can effi-
ciently utilise the thermal masses of the buildings as en-
ergy storages.

Varying operating conditions are unavoidable in col-
lecting solar thermal energy. Smart adaptive control so-
lutions extend feasible operating periods by nonlinear
scaling, intelligent analysers, predefined adaptation and
model-based cascade control. The combination of mul-
tiple control actions is essential in keeping the system in
control during strong fluctuations in cloudiness and energy
demand. Heat storages are needed to increase the collect-
ing power and extending the utilisation of the solar energy
utilisation over daily and seasonal periods.

The efficient control and optimisation of the heat pro-
duction and consumption can improve considerably the
overall energy systems by reducing the peak loads and
storage requirements of electricity.
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Abstract 
In the present study, vertically upward dilute phase 
pneumatic conveying flow was predicted using Euler-
Granular method. Three dimensional computational 
fluid dynamics simulations were carried out for an 8 m 
long and 30.5 mm diameter circular pipe. The density of 
conveyed materials was 1020 kg/m3. Simulations for 
different particle diameters; 200 µm and 500 µm were 
performed.  The air velocities ranged from 9 to 17 m/s 
and solid to air mass flow ratios ranged from 0.0 to 3.8. 
Pressure drop, air and particle velocity profiles and solid 
distribution profiles were studied and some of the results 
were compared with experimental data from existing 
literature. Predicted pressure drop and air velocity 
profiles are in good agreement with experimental 
results. 
Keywords:    Computational Fluid Dynamics, pneumatic 
conveying, pressure drop, velocity, solid distribution, 
experimental data  

1 Introduction 
Pneumatic conveying method is widely used for 
granular particles transport in cement, mining, 
petroleum and other industries. The materials are 
conveyed along horizontal and vertical distances; 
therefore the vertical upward flows can be expected in 
any industrial pneumatic conveying line. Vertical 
pneumatic flow is generally used in dilute phase 
pneumatic conveying systems (Haim et al, 2003). 
Particulate material transportation in suspension mode 
by employing gas which are at high velocities, is usually 
termed as dilute phase conveying (Ratnayake, 2005). In 
addition to the experimental studies, Computational 
Fluid Dynamics (CFD) modelling has been identified as 
a powerful and versatile tool for understanding the 
complex gas-solid interactions in a pneumatic 
conveying system (Ouyang et al, 2005). In general, 
there are two basic modelling approaches in use; 
Eulerian-Eulerian and Eulerian-Lagrangian. Euler-
Granular model is such an Eulerian-Eulerian model 
approach in where both gas and solid phases are treated 
as inter-penetrating continua (Ariyaratne et al, 2016a). 

Several modelling studies have been performed 
previously for vertical pneumatic conveyors (Manjula et 
al, 2017). Azizi et al (2012) studied dense to dilute gas-
solid flow behavior in a vertical pneumatic conveyor. 
The turbulence interaction between gas and solid 
particles were investigated by using Simonin’s and 
Ahmadi’s models. Ahamdi’s model predicted lower 
granular temperature and pressure drop compared to 
Simonin’s model. According to their predictions, the 
minimum voidage and the maximum particle velocity in 
dilute phase were found along the centerline of the 
vertical pipe. It was showed that the solid phase 
turbulence plays a significant role in numerical 
predictions of pneumatic conveying of 1.91 mm 
particles and the capability of those models depends on 
tuning of the parameters of slip-wall boundary 
condition. The combined “Computational Fluid 
Dynamics – Discrete Element Method (CFD-DEM)” 
developed by Kuang et al (2009) gives satisfactory 
predictions for vertical pneumatic conveying 
characteristics. The mechanisms underlying the relation 
between pressure drop and gas velocity were analysed 
for dilute and dense phases. The forces that govern the 
flow of particles were investigated and a new phase 
diagram was established for the particular conveying 
system. Bilirgen et al (1998) used FLOW3D to 
determine vertical pipe flow characteristics and the 
pressure drop and velocity profiles were compared with 
available experimental data.  Haim et al (2003) carried 
out a parametric study for dilute gas-particle flow in a 
vertical pipe using Eulerian-Lagrangian approach. It 
was concluded that the increase of Reynolds number, 
solid loading ratio, particle density and particle diameter 
increases the slip velocity and the acceleration length. 
Moreover, the pipe diameter has no significant effect on 
acceleration length and slip velocity as long as the 
particle mass flow rate and solid loading ratio are 
constant.  The effects of different turbulent modulation 
models in vertical pipe pneumatic conveying were 
investigated by El-Behery et al (2011) using Eulerian-
Lagrangian approach. The effects of solid loading ratio 
and particle size on boundary layer thickness and 
pressure drop results were analysed. It was also 
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identified that the concentration distribution is 
dependent on particle-particle collision, turbulence 
dispersion and lift force. Li et al (2013) carried out 
CFD-DEM simulations for a vertical pipe flow in order 
to investigate the effects of friction coefficient on 
pressure drop, solid concentration, the transition 
velocity from slug flow regime to dispersed flow regime 
and any reverse flow in the slug flow regime. In a 
previous study that was carried out by current authors, 
the sensitivity of a model parameter (specularity 
coefficient) on the predictions of pneumatic conveying 
characteristics in a vertical pipe was investigated 
(Ariyaratne et al, 2017). 

In the current work, the characteristics of dilute 
upward vertical pneumatic conveying flow are 
investigated. The pressure drop, mean air and solid 
velocity profiles, solid distribution over the pipe cross 
section are studied for conveying of 200 µm and 500 µm 
diameter particles. Some of the simulation results are 
validated by experimental data from existing literature 
(Tsuji et al, 1984). The commercial CFD software 
ANSYS Fluent, version 16.2, was used for modelling 
and simulation. Steady state three-dimensional 
simulations were carried out using Euler-Euler approach 
for granular flows (Euler-Granular model).  

2 Numerical Model 
Both gas and solid phases are considered as continuous 
phases in Euler-Granular approach. Since the volume of 
a phase cannot be occupied by the other phases, the sum 
of volume fractions is equal to one. The steady state 
mass and momentum equations are solved for both gas 
and solid phases. To model the turbulent viscosity in the 
gas phase, the standard k-epsilon model is used. The 
Gidaspow model is used for the calculation of gas-solid 
exchange coefficient. The aerodynamic lift and vorticity 
induced lift force are calculated using Saffman-Mei 
model. The solid-phase stresses are derived by making 
an analogy between the random particle motion arising 
from particle-particle collisions and the thermal motion 
of molecules in a gas (kinetic theory of granular flow). 
Constitutive model from Lun et al.  is used to calculate 
the solids pressure. The collisional and kinetic 
contributions are taken into account when modelling the 
solids shear viscosity. The bulk viscosity of solids is 
modeled through Lun et al.  The equations of the models 
are not presented here and more details can be found 
elsewhere (Ariyaratne et al, 2016b). 

3 Computational Domain, Boundary 
Conditions and Material Properties  

ANSYS DesignModeler 16.2 and ANSYS Meshing 
16.2 were used for the geometry drawing and mesh 
generation, respectively. The diameter of the vertical 
pipe is 30.5 mm which was selected based on the 
experimental setup used by Tsuji et al (1984).  The 

simulated pipe length is 8 m which is a good enough 
length to achieve a fully developed flow situation. The 
gas-solid mixture enters from bottom of the pipe and 
leaves from top of the pipe.  Figure 1 shows the mesh. 
The total number of elements in the mesh is 46080 and 
the maximum skewness is less than 0.39.  The 
computational time is around 4 hrs for a run when 2.4 
GHz Intel ® Xeon ® processor and 32 GB installed 
memory are used.    

 

 
Figure 1. The mesh. 

There are two types of boundary conditions, 
particularly for the gas phase and for the solid phase. Air 
and the solid particles enter to the pipe with similar and 
uniform velocities. The real velocities of air and 
particles and the solid volume fraction at the inlet 
defined for each case are shown in Table 1.  The 
turbulence intensity of the air at the inlet is assumed as 
10%.  Solid phase granular temperature at the inlet is 
calculated according to the formula mentioned by Patro 
and Dash (2014) and it is in the range of values between 
0.44-0.49  for all the cases. The outlet is treated as a 
pressure outlet. The pipe wall is considered as 
hydrodynamically smooth and no-slip for the gas phase. 
Johnson and Jackson (1987) wall boundary condition is 
used for the solid phase. According to the 
recommendation from a previous study, the specularity 
coefficients 0.0001 and 0.0004 were selected for 200 
µm and 500 µm diameter particles, respectively 
(Ariyaratne et al, 2017). Coefficient of restitution for 
particle-wall collisions used in the simulations is 0.95 
for all particle sizes.  

The conveying medium is air which is having 1.225 
kg/m3 density and 1.7894×10-5 kg/m/s viscosity. The 
particles are polystyrene particles which are having 
spherical shape and 200 µm and 500 µm diameters. The 
particle density is 1020 kg/m3.  

4 Case Definition 
Table 1 shows the cases simulated in the present study. 
The cases are in accordance with experimental cases 
carried out by Tsuji et al (1984). The real air and particle 
velocities at the inlet ranged from 9 to 17 m/s and the 
corresponding Reynolds numbers are 1.8 × 104 – 3.6 × 
104. The solid loading ratios are in the range of 0.0-3.8 
and the corresponding solid volume fractions at the inlet 
vary in between 0.0000 and 0.0045. Coefficient of 
restitution for particle collisions used in all simulation 
cases is 0.9. 
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Table 1. Details of Simulated Cases. 

 

5 Results and Discussion 
The predicted pressure drop profiles, particle and air 
velocity profiles and solid distribution profiles for two 
different particle sizes and for different solid loading 
ratios are presented for the vertical upward pneumatic 
conveying system. The pressure drop profiles do not 
include the hydrostatic pressure. The mean air and 
particle velocity profiles and the solid volume fraction 
profiles (Figure 4, Figure 5, Figure 6 (a) and Figure 7) 
are taken along a diameter of pipe cross section at 7.5 m 
height from the bottom of the pipe which ensures the 
fully developed profiles. Some of the profiles are 
compared with experimental results from Tsuji et al 
(1984).  

Figure 2 shows the simulated pressure profiles along 
the pipe axis for 500 µm diameter particles for a certain 
superficial air velocity but for different solid loading 
ratios. The pressure drop has been increased from 457 
Pa to 786 Pa in the entire pipe when the solid loading 
ratio is increased from 0.0 to 3.4. The total pressure drop 
can be considered as the summation of gas phase 
pressure drop and solid phase pressure drop (Ratnayake 
et al, 2007). When the solid loading ratio is increased by 
increasing the solid mass flow rate, the work that should 
be done by unit mass of air on particles is increased. In 
the same time, the higher solid mass flow rate increases 
the particle number density in the system which in turn 
increases the collisions between particle-particle and 
particle-wall hence the pressure drop. 

Figure 3 shows the pressure drop dependence of 500 
µm diameter particles on inlet air velocity for the solid 
mass flow rate of 0.03 kg/s. In contrast to the Figure 2, 
the pressure  drop  increases  when solid loading ratio is  

 
 

 
Figure  2. Axial static pressure variation for particle 
diameter 500 µm and Re = 2.2 × 104 (from Case-1.1 to 
Case-1.4). 
decreased (the solid loading ratio is decreased when 
increasing air velocity by keeping the solid mass flow 
rate constant). Similar to the explanation for Figure 2, 
the work that should be done by unit mass of air in order 
to move the particles ahead is decreased when the air 
velocity is increased; hence the pressure drop is 
decreased. Nevertheless, the pressure drop increases 
with increased air velocity due to increase of gas phase 
shear similar to a single phase flow (Azizi et al, 2012). 
The latter is dominant compared to former; hence the 
result is increase of pressure drop with increase of air 
velocity. 

The predicted results are compared with experimental 
data from Tsuji et al (1984) and it shows a good 
agreement. The difference between experimental and 
predicted results is in the range of 9-19%. It should be 
noted that the simulations are carried out with 
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Case  Particle 

diameter 

(mm)  

Real air 

velocity at 

the inlet 

(m/s) 

Real particle  

velocity at 

the inlet 

(m/s) 

Solid loading 

ratio (kg 

solids/kg air)  

Solid volume 

fraction at 

the inlet (-) 

Reynolds 

number of 

the flow (-) 

Case -1.1 0.5 10.5795 10.5795 3.4 0.00407 2.2 × 104 

Case -1.2 0.5 10.5731 10.5731 2.9 0.00347 2.2 × 104 

Case -1.3 0.5 10.5630 10.5630 1.3 0.00156 2.2 × 104 

Case -1.4 0.5 10.5529 10.5529 0.0 0.00000 2.2 × 104 

Case -2.1 0.5 8.9200 -

17.1800 

8.9200 -

17.1800 

2.0 - 3.8 0.00230 -

0.00450 

1.8 × 104 – 

3.6 × 104 

Case -3.1 0.2 11.0577 11.0577 3.2 0.00383 2.3 × 104 

Case -3.2 0.2 11.0405 11.0405 1.9 0.00228 2.3 × 104 

Case -3.3 0.2 11.0220 11.0220 0.5 0.00060 2.3 × 104 

Case -3.4 0.2 11.0154 11.0154 0.0 0.00000 2.3 × 104 
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specularity coefficient 0.0004 and the pressure drop 
prediction is significantly sensitive to this parameter 
(Ariyaratne et al, 2017). 

 
Figure 3. Comparison of simulated pressure drops with 
experimental data for particle diameter 500 µm and solid 
mass flow rate 0.03 kg/s (Case-2.1). 

In general, Patro and Dash (2014) who used Euler-
Granular method to predict vertical pipe pneumatic 
conveying have shown that the pressure drop depends 
on gas phase Reynolds number, solid loading ratio, 
particle diameter and density and on model collision 
coefficients such as specularity coefficient. 

The predicted real mean air velocity profiles along a 
diameter in a pipe cross section at fully developed 

region are shown in Figure 4 and Figure 5 for 200 µm 
and 500 µm diameter particles and for different solid 
loading ratios. The profiles are also compared with the 
experimental data (Tsuji et al, 1984). 

Since the Reynolds number of the flow is around 
22000, the single phase velocity profiles should show a 
turbulence behavior ((a) in both figures). Inclusion of 
solids into the system changes the air velocity profile 
remarkably for both particle sizes. In general, the air 
velocity gets reduced with increase of solid loading ratio 
because of the increased drag. Moreover, the air velocity 
profiles become more flattened with increased solid 
loading ratios (e.g. m=1.9 and m=3.2) for 200 µm 
diameter particles (Figure 4). Tsuji et al (1984) also 
have observed increase of turbulence intensity in core 
region of the pipe when the loading is increased from 
1.3 to 3.2 for 200 µm diameter particles. The effect of 
particles on air velocity profiles is more significant for 
larger particles (500 µm diameter), in where the profile 
becomes concave when increasing the solid loading 
ratio (Figure 5).  This is reasonable as the larger particles 
restrict the air flow more than that of the smaller 
particles. 

The agreement between experiments and predictions 
are significantly good for single phase flows. The 
deviation between experiments and predictions becomes 
larger when increasing the solid loading ratio for 200 
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Figure 4. Comparison of predicted and experimental mean real air velocity profiles along a diameter in a 
pipe cross section at fully developed region for  particle diameter 200 µm and Re = 2.3 × 104 (from Case-
3.1 to Case-3.4). 
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µm diameter particles (Figure 4). However, the 
agreement  between  experimental  and predicted  results  
is good for 500 µm diameter particles for the range of 
solid loading ratios studied (Figure 5). For the highest 
solid loading ratio (3.4), the maximum velocity 
predicted by the model is higher than that of the 
experiments and the experimental maximum is located 
at around 2r/D = 0.5 while the predicted maximum is 
located at around 2r/D = 0.6. In general, having lower 
velocities in core region compared to annulus region is 
better explained by solid distribution profiles (Figure 6 
(a)).  

The predicted solid volume fractions along a 
diameter in a pipe cross section at fully developed 
region for 500 µm diameter particles and for different 
solid loading ratios are shown in Figure 6 (a). It shows 
that the highest concentration of the solid particles is 
located in the central part of the pipe cross section. Due 
to roughness of the wall, the rebound angle of particles 
increases resulting in particle movement into core 
region of the pipe. The solid concentration in central 
region is further increased when increasing the solid 
mass flow rate (i.e. the solid loading ratio). This is the 
reason for having lower air velocities in the core region 
of the pipe (Figure 5). Nevertheless, the extremely low 
solid concentration nearby walls is peculiar.   

Figure 6 (b) shows the solid volume fraction variation 
along the central axis of the vertical pipe. At steady 
state, from inlet (z = 0 m) to the outlet (z = 8 m), the 
solid volume fractions have been increased for all solid 
loading ratios tested. The particles might tend to move 
to the core region of the pipe cross section when the 
particles move along the pipe. However, the reasons for 
the observation should be further investigated. 

Figure 7 shows the predicted particle velocity profiles 
corresponding to Case 1-1, Case 1-2 and Case 1-3. The 
air velocities corresponding to these cases are shown in 
Figure 5. The particle velocities are lower than the air 
velocities providing drag force to move the particles 
ahead. When solid loading ratio is increased by 
increasing solid mass flow rate, the particle velocity is 
reduced because the work that is done by unit volume of 
gas on unit mass of particles gets reduced. Moreover, the 
profiles become concave with increased solid input. The 
maximum velocities are located in the range of 2r/D = 
0.5-0.6 for the solid loading ratios, 2.9 and 3.4. The 
higher particle concentration in the core region of the 
pipe might restrict the flow of the particles resulting in 
lower particle velocity in the core region of the pipe 
cross section. 

(a) (b) 

(c) (d) 
Figure 5. Comparison of predicted and experimental mean real air velocity profiles along a diameter in a 
pipe cross section at fully developed region for  particle diameter 500 µm and Re = 2.2 × 104 (from Case-
1.1 to Case-1.4). 
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Figure 7. Mean real particle velocity profiles along a 
diameter in a pipe cross section at fully developed region 
for particle diameter 500 µm and Re = 2.2 × 104 (Case-1.1 
to Case-1.3). 

6 Conclusion 
Euler-Granular approach is used to study the pneumatic 
conveying characteristics of dilute phase vertical 
upward flow. Cases with different operating conditions 
and particle diameters are simulated and some of the 
results are compared with experimental data from the 
existing literature. The pressure drop profiles, air and 
particle velocity profiles and solid distribution profiles 
are analysed.  

The pressure drop results show good agreement with 
experimental data for 500 µm diameter particles and the 
deviation between experimental and predicted pressure 
drops is in the range of 9-19%. The prediction of air 
velocity profiles is also good; however the deviation is 
increased when the solid loading ratio is increased for 
200 µm particles. At the higher solid loading ratios 
tested, the air velocity profiles become concave for 500 
µm diameter particles. A higher solid concentration 
could be observed in the core region of the pipe cross 
section. However no experimental data is available to 

validate solid distribution. Finally, it should be noted 
that the specularity coefficient used in Johnson and 
Jackson particle-wall boundary conditions in the present 
model has significant effects on the predictions and the 
predictions made here is by using certain specularity 
coefficient values. 

Nomenclature 
D Pipe diameter, (m) 
m Solid loading ratio (solid mass flow rate/air  

mass flow rate), (-) 
Re Reynolds number of the flow, (-) 
r Horizontal distance from pipe vertical axis, (m) 
z Vertical distance from the pipe inlet, (m) 
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Abstract
Establishing enhancement methods to develop
cost-effective thermal energy storage technology requires
a detailed analysis. In this paper, a numerical
investigation of the concrete based thermal energy
storage system is carried out. The storage system consists
of a heat transfer fluid flowing inside the heat exchanger
tubes embedded in a cylindrical shape concrete
configuration. Three-dimensional multiphysics model of
the storage system is developed to investigate transient
conjugate heat transfer between the two mediums, the
heat transfer fluid, and the concrete. The model
comprehends the dynamics of storing thermal energy in
the storage at the temperature range of 350− 390 ◦C. To
evaluate the performance of the storage system using
finned heat exchanger tubes, thermal characteristics such
as charging/discharging time, energy, and exergy
efficiency are predicted. The developed model
satisfactorily demonstrates the dynamic behavior of the
concrete based thermal storage system and its
sub-processes, and thus offers a suitable framework for
future investigations leading to an easier and more
economical solution.
Keywords: Dynamic model, thermal energy storage
system, heat transfer enhancement, energy and exergy
efficiency

1 Introduction
Thermal energy storage (TES) technologies have been of
great merit in eliminating inconsistencies in the demand
and supply of energy. TES stores thermal energy
typically from renewable sources, waste heat or surplus
energy production by heating or cooling a storage
medium for later use in industrial processes mainly for
power generation, heating, and cooling in buildings, etc.
Moreover, TES minimizes fossil fuel consumption,
reduce CO2 emissions and lower the need for costly peak
power and heat production capacity. TES systems are
extensively categorized into three kinds, namely: sensible
heat storage, latent heat storage, and thermo-chemical
storage. Concrete thermal energy storage (CTES) is one
of the preferable sensible heat storage systems due to low
exergy loss, low cost and easy management of the
material.

Many research and development projects to
demonstrate high temperature TES for concentrated solar
power (CSP) have been reported. Solid media thermal
storage systems, each with a storage capacity of 350 kWh
and a maximum temperature of 390 ◦C, have been
developed by the German Aerospace Center (DLR) for
parabolic trough power plants (Tamme et al., 2004; Laing
et al., 2006, 2009; Feldhoff et al., 2012). Researchers
have also studied the application of TES systems for a
direct steam generation (DSG) (Laing et al., 2011; Seitz
et al., 2014). A detailed review of case studies on
high-temperature thermal energy storage for power
generation is reported by Gil et al. (2010) and Medrano
et al. (2010). From the reported research, it has become
clear that using the sensible heat of solid material to store
thermal energy is a promising technology for
concentrated solar power plants, however, for DSG,
feasible storage designs and heat transfer enhancement
techniques are needed to be studied.

Performance improvements are associated mainly with
thermo-physical properties of the storage material and
design parameters of tubular heat exchanger integrated
within that storage material. For a cost-effective TES, it
is necessary to select a viable mechanical design with a
higher thermodynamic efficiency of the processes
involved. Augmentation in heat transfer is one of the
enhancement techniques that are used to improve the
performance of energy storage systems. Heat transfer
augmentation can be achieved by increasing the thermal
conductivity of the storage material, by using finned
tubes and by dispersing highly conductive particles in the
heat transfer fluid (HTF), etc. An experimental study to
compare the heat transfer enhancement in a storage
system with phase change material (PCM) using
circularly and longitudinal finned concentric heat
exchanger is reported by Agyenim et al. (2009). They
analyzed the heat transfer characteristics using isotherm
plots and temperature curves and found that longitudinal
finned system performs the best during charging with an
insignificant sub-cooling during discharging.

Depending on the application type, CTES requires
proper designing to charge and discharge thermal energy
which is difficult to anticipate without any prior
knowledge of its physical behavior under certain
operating conditions. Numerical Heat transfer and fluid
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Figure 1. Thermal energy storage system and its sub-process

flow models, in most of the cases, help to understand the
critical factors that influence the performance such as
variations in spatial and temporal temperature and energy
flow, thereby, predict improvements in the system design.
Despite this advantage, limited work mainly focused on
charging process is available in the literature. Therefore,
the aim of this study is to analyze both charging and
discharging by developing a three-dimensional (3D)
numerical model of CTES to implement a heat transfer
enhancement technique for a cost-effective operation.
The model is utilized to analyze the influence of finned
tubes on storage characteristics during the charging and
discharging processes. Determination of the objective
variables can help develop a useful framework for future
multi-objective optimization of the storage system.

2 Concrete thermal energy storage
system: Design description

CTES is a sensible heat storage system which stores the
thermal energy in concrete as a storage medium. The
HTF flows through the tubes and transfers the thermal
energy to concrete where it is stored as sensible heat.
Figure 1 shows a schematic of a simple storage process
where three main sub-processes namely charging, storing
and discharging can be seen. The amount of the energy
stored in the storage is equal to the temperature rise and
the specific heat capacity of the concrete and is governed
by Eq.1 as:

Qs = m ·Cp ·∆T = ρ ·V ·Cp ·∆T (1)

where Qs is the amount of thermal energy stored, m is
the mass of the storage media, ρ is the density of the
storage material, Cp is the specific heat of the storage
material, V is the volume of storage media and ∆T is the
temperature difference.

The CTES system design investigated in this paper
typically consists of a cylindrical concrete unit with a
fixed number of embedded heat exchanger tubes.
Thermal oil is used as the HTF and the properties are
adopted from (Tamme et al., 2004). Figure 2 represents
the computational geometry of the CTES unit simulated
in the present study. The design can be employed for

Lc

Dc

Lt

dt

2dt

Figure 2. Computational model of the CTES system unit

higher storage capacities when the unit is connected in
series to compose a complete module. Longitudinal fins
have found to perform better than circular fins in thermal
response during charging and discharging (Agyenim
et al., 2009); therefore, longitudinal fins are chosen to
investigate the impact of finned tubes as shown in Fig.3.
The tubes with four longitudinal fins are arranged parallel
to the flow direction of HTF. Since the technical
feasibility depends upon the system design and excellent
thermo-mechanical material properties, high temperature
concrete with higher thermal conductivity is used. Table
1 shows the list of system design parameters and
thermo-physical properties of the materials used to
simulate the system are described in Table 2. The
physical processes such as conjugate heat transfer (heat
transfer by conduction and convection) and fluid flow in
the system are simulated with following assumptions:

• The inlet velocity profile of HTF is fully developed.

• The pressure loss through the tubes is neglected.

• Losses from the system are negligible.

• Concrete properties are isotropic.

• Non-adiabatic storage boundaries.
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dt

hf

Figure 3. Longitudinal finned tube

3 Model development
3.1 Governing equation and boundary

conditions
The dynamic behavior of the HTF flowing inside the heat
exchanger tubes is simulated using the continuity equation
and the Navier-Stokes equations as:

∂ρ f

∂ t
+∇ · (ρ f v) = 0 (2)

where ρ f is the density of the HTF and v is the velocity
vector.

ρ f
∂ρ f

∂ t
=−∇P+µ∇

2v (3)

where P is the pressure and µ is the dynamic viscosity of
the HTF.

During operation of CTES, convective heat transfer
takes place from the flowing HTF to the wall of the tube
which is governed by the energy equation as:

ρ fCp, f
∂T
∂ t

+ρ fCp, f v ·∇T = ∇ · (k f ∇T )+Q (4)

where Cp, f is the specific heat of HTF, k f is the thermal
conductivity of HTF, T is the temperature field in fluid
and Q is a source or sink term.

Governing equation for the Simultaneous conductive
heat transfer from the heat exchanger tubes to the

Table 1. Design parameters of the CTES system unit

Property Value

Length of the concrete unit, Lt 0.5 m
Diameter of the concrete unit, Dt 0.3 m
Diameter of the tube, dt 0.02 m
Length of the tube, Lt 0.5 m
Height of the fin, hf 0.01 m
Thickness of the fin, δf 0.001 m

Table 2. Thermo-physical properties of materials

Property Concrete Heat
transfer
fluid

Heat
exchanger
tube

Density (kg/m3) 2200 761 7850
Thermal Conductivity
(W/mK)

2.0 0.121 44.5

Heat capacity at constant
pressure (J/kgK)

1000 2800 475

Dynamic viscosity (Pas) – 0.02 –

Table 3. Boundary conditions used to solve the numerical model
for the charging mode

Property Value

Initial temperature during charging, Tc,0 350◦C
Inlet temperature of the HTF during charging, Tc,in 390◦C
Initial temperature during discharging, Td,0 390◦C
Inlet temperature of the HTF during discharging, Td,in 350◦C
Flow velocity of the HTF, v 0.25 m/s

concrete is expressed as:

ρcCpc
∂T
∂ t

= ∇ · (kc∇T )+Q′ (5)

where Cp,c is the specific heat of concrete, kc is the
thermal conductivity of concrete, T is the temperature
field in concrete and Q′ is a source or sink term.

3.2 Boundary conditions
At t = 0s, T = Tc,0 for the entire domain during the
charging process, while T = Td,0 is set for discharging
process. In order to simulate the charging and
discharging, the flow direction of the heat transfer fluid is
reversed so as the initial condition. CTES system is
analyzed for only 3600s for each case. The temperature
of HTF at the inlet of the tube is set T = Tc,in during
charging, and during discharging T = Td,in. No slip
boundary condition, v = 0 is applied to the tube wall.
External insulation of the storage module is usually
sufficiently thick to avoid the heat losses. All outer walls
of the cylindrical concrete module are simulated as
insulated walls by setting the boundary condition
n · k∇T = 0. Initial and boundary conditions used to
solve the model for both sub-processes of the storage unit
are given in Table 3.

3.3 Solution procedure
The governing equations (Eqs.2-5) are valid for both
charging and discharging process and are solved
numerically with the appropriate initial and boundary
conditions using a commercially available finite element
method (FEM) software COMSOL v. 5.2a (Multiphysics,
2017). Sufficiently fine grid with 993785 and 1074263
elements is used to obtain the grid independent solution.
Present model results are validated by the results
achieved by Tamme et al. (2004). Figure 4 shows a
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Figure 4. Comparison of storage temperature at distance 0.04m
from tube during charging

comparison between the average temperature at a
distance 0.04m in the storage predicted by the present
model and that of Tamme et al. (2004). Reasonably good
agreement between the results can be seen from the figure
which confirms the reliability of the developed model.

4 Results and discussion
4.1 Average temperature profile
Figures 5a and b show a change in average temperature
of the concrete storage unit with time during charging
and discharging process. During charging, the thermal
energy is stored as sensible heat which increases the
average storage temperature with time. It can be seen that
the system with finned tubes charges relatively faster than
the system without finned tubes. At t = 3600s, the
average temperature with bare tubes reaches 377◦C while
the temperature with finned tubes is observed 378◦C.
Discharging of the storage systems can be seen in Fig.5b
where the average temperature of the storage units
decrease with time. Like charging process, the storage
system with finned tubes tends to discharge relatively
faster than the system with bare tubes. Note that in the
present study, the system discharges from a fully charged
state, i.e. from T = 390 ◦C. For better visualization,
temperature distribution on a axial cross-sectional plane
of the storage, with and without finned tubes, at different
spans of time during the charging process is shown in
Fig. 6. The dark blue contour lines around the tubes
indicate the high temperature regions which spreads as
the charging time progresses. The cooler region can be
seen as green contour lines that exists close to the outer
walls of the storage.

4.2 Charging and discharging time
During charging, heat is transferred from a higher
temperature HTF to a lower temperature concrete storage
while the reverse takes place in discharging.
Implementation of fins on tubes increases the heat

transfer rate and thus decreases charging and discharging
period. Comparing time periods of the sub-processes
provide a rational way to test the effectiveness of an
enhancement method. It can be observed from Fig. 5a
that finned tubes can considerably reduce the charging
time. For instance, the storage system with finned tubes
takes approximately 200 s less charging time to attain the
average temperature of 366 ◦C than the system without
finned tubes. In other words, the charging time with
finned tubes is reduced by approximately 50%. The
reduction, however, decreases with the charging time. For
instance, to attain the average storage temperature of
377 ◦C, the charging time with finned tubes is reduced by
approximately 11%. Similar impact is observed in the
case of discharging (Fig. 5b). It is worth to note that for a
system to be cost-effective, the reduction in the charging
time has to be balanced by additional cost appended by
the fin material on the tubes that are used in the
enhancement. The TES system is considered
cost-effective if the cost of implementing finned tubes
instead of bare tubes increase the production capacity for
the application they are installed.

4.3 Energy and exergy analysis
Energy and exergy analysis is necessary to understand the
thermodynamic behavior and the performance of thermal
energy system. Energy based performance measures are
often misleading, and do not reflect the useful energy
correctly. Exergy analysis, on the other hand, helps to
overcome such shortcomings of the energy analysis
(Dincer and Rosen, 2002). In the present study, energy
and exergy input during charging, and energy and exergy
recovered during discharging are evaluated.

The amount of thermal energy stored or recovered in
CTES system can be calculated using Eq.(1) as:

E(t) = mCp
(
T (t)−T0

)
(6)

where T (t) and and T0 are the volume-averaged
temperatures of the concrete module at any instance of
time, t and at t = 0s, respectively. Note that losses from
the system are considered negligible, and therefore, are
not taken into account in the present study.

The exergy content at each time step of the simulation
can be calculated by monitoring the volume-averaged
temperature in the storage as (Dincer and Rosen, 2002):

ξ (t) = mCp

[(
T (t)−T0

)
−T0 ln

(T (t)
T0

)]
(7)

The impact of using finned tubes can be seen from the
rate of charging and discharging the thermal energy in
Figs.7a and b. The change energy input during charging
as a function of time can be seen in Fig. 7a. Within the
charging time of 3600s, 1.85MJ of thermal energy is
stored by the system with bare tubes, whilst, the amount
of energy stored by a system with finned tubes is 1.95MJ.
During the discharging, fully charged storage has 2.8MJ
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(a) Charging of CTES (b) Discharging of CTES

Figure 5. Variation of axial temperature of the concrete thermal energy storage system during sub-processes

(a) Tube without fin, t=10 s (b) Tube without fin,t=1000 s (c) Tube without fin,t=3600 s

(d) Tube with fin,t=10 s (e) Tube with fin,t=1000 s (f) Tube with fin,t=3600 s

Figure 6. Average temperature of the concrete thermal energy storage system with and without fins during charging

stored thermal energy which decreases with the
discharging time as the HTF recovers it. Furthermore, the
change in CTES exergy content during charging and
discharging can be seen in Fig.8a and b, respectively.

4.4 Energy and exergy efficiency

Charging period energy efficiency can be defined as the
ratio of energy accumulated in the CTES system to the
input thermal energy during the charging process which
can be mathematically expressed as (Dincer and Rosen,

2002):

ηc =
E(t)
E0

(8)

Exergy efficiency for charging period is defined as the
ratio of exergy accumulation in CTES to the exergy input
to CTES during the charging process and can be expressed
as:

ψc =
ξ (t)
ξ0

(9)

Furthermore, energy and exergy efficiencies for
discharging period is determined as the ratio of thermal
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(a) Charging of CTES (b) Discharging of CTES

Figure 7. Change in thermal energy of concrete thermal energy storage system during sub-processes

(a) Charging of CTES (b) Discharging of CTES

Figure 8. Change in exergy of the concrete thermal energy storage system during sub-processes

(a) Charging of CTES (b) Discharging of CTES

Figure 9. Energy and exergy efficiencies of the concrete thermal energy storage system during sub-processes
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energy or exergy recovered from CTES to the energy or
exergy input to CTES. Efficiencies for both sub-processes
are evaluated by monitoring the volume-averaged
temperature within the storage system at each time step.

Figures 9a and b show the variation of energy and
exergy efficiencies during charging and discharging of the
CTES unit with and without finned tubes. The charging
efficiency is zero at t = 0s which increases with time due
to the accumulation of thermal energy in the concrete. At
charging time t = 3600s, the energy efficiency of the
system without fins is observed 67.77%. For the system
with finned tubes, the charging energy efficiency is
68.90%, which is slightly higher than the system without
finned tubes. The efficiency can, however, be improved
with optimized design and operating parameters. Due to
negligible heat losses, the system would eventually attain
charging efficiency of 100% where the storage is said to
be fully charged. The exergy efficiency of the system is
found lower than energy efficiency which shows a more
meaningful value of the storage system performance that
could be further improved by enhancement methods. It is
apparent from Fig.9b that the thermal energy and exergy
are being recovered from the fully charged mode during
discharging period, therefore, both efficiencies decrease
with time. From the results, it can be concluded that
system with finned tubes has a relatively higher efficiency
than the storage system without finned tubes.

5 Conclusion
The numerical investigation on concrete based thermal
energy storage is carried out. Multiphysics model is
developed to couple the heat transfer with the fluid flow
in the storage system of heat exchanger tubes with and
without fins. From the simulation results, the potential of
finned tubes to enhance the heat transfer is determined in
terms of storage temperature distribution, energy, and
exergy efficiencies. For a given design of the storage
system, selection of finned tubes can decrease the
charging time by approximately 50− 11%. In addition,
energy and exergy analysis concludes a considerable
impact of finned heat exchanger tubes on energy and
exergy efficiencies. The developed model can be
employed as a framework to investigate the
time-dependent performance of the CTES system
integrated with a thermal power plant for steam
generation. Efficient and cost-effective energy storage
technology plays a key role in the grid integration of the
renewables. Based on the present model, optimization of
the design parameters such as number fins and tubes, heat
exchanger tubes diameter that could significantly lower
the investment cost for large scale storage capacity will
be the focus of future studies.
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Abstract
The design and analyis of a flexible combined heat and
power (CHP) system where the exhaust of two gas tur-
bines is utilized as the heat source for a steam Rankine
cycle is proposed in this paper. The case of study is the
Johan Castberg off-shore facility, located in the Barents
Sea, Norway. The steady-state design of the CHP sys-
tem is developed with a specialized software based on the
peak demand conditions of the platform, which account
for 58 MW of electric and shaft power, and 52 MW of
heat. A multi-objective optimization approach is followed
in order to attain optimal designs where high efficiency
is achieved while keeping reasonable weight to power ra-
tios. Once the power cycle design is selected, the detailed
dynamic modeling of the different components integrat-
ing the cycle is presented and implemented in Modelica
language. Steady-state design and off-design validation
of the thermal power plant model is carried out, and pre-
liminary results are presented to show the ability of the
dynamic model to provide reasonable information of the
steam bottoming cycle transient operation.
Keywords: dynamic process simulation, steam Rankine
cycle, waste heat recovery, multi-objective optimization,
offshore flexible operation, Modelica, genetic algorithm.

1 Introduction
The implementation of mitigation policies, like CO2 emis-
sion taxation (Ministry of Environment, 2012) and the
participation of Norway in the European Union emission
trading system (ETS), has motivated the improvement of
heat and power generation systems employed in offshore
oil and gas facilities. The petroleum sector is responsible
of 30% of the total CO2 emissions of Norway, with the
simple gas turbine cycles currently employed in the Nor-
wegian continental shelf being the source of more than
80% of the CO2 emissions generated by this sector (Nor-
wegian Ministry of Petroleum and Energy, 2017).

New power generation systems with better performance
and lower emissions are needed in order to mitigate the ef-
fects of the oil and gas facilities on the environment, and
make this industry more competitive from an economic
point of view. Combined cycles are regarded as a promis-
ing and feasible alternative to the traditional gas turbines
due to their higher efficiency and to their technology matu-

rity (Kloster, 1999). Low weight and operation flexibility
are also fundamental criteria in the design of combined cy-
cles. The cost of offshore facilities increases rapidly with
the weight while the operation as a stand-alone systems
requires that the fluctuations in power and heat demand
must be entirely matched by the power system. A trade-
off among compactness, flexibility and high efficiency
may be achieved, even during off-design conditions, if
the traditional heat recovery steam generator with several
pressures levels and steam drums is replaced by a once-
through steam generator (OTSG) for offshore applications
(Nord and Bolland, 2012, 2013). The low weight and flex-
ibility of this basic configuration allows the installation of
different tailor-made alternatives, which enhances the uti-
lization of combined cycles for waste heat recovery appli-
cations as different objectives may be achieved with dif-
ferent bottoming cycles (Pierobon et al., 2014a).

In addition to the design and off-design performance,
the analysis of unsteady operation is specially useful for
offshore combined cycles since they work in transient
mode due to the variations in heat and power demand
and fuel composition. Dynamic modeling and simula-
tion of these systems may predict possible imbalances be-
tween power generation and consumption, and may iden-
tify unstable scenarios where a reliable and optimum per-
formance cannot be guaranteed. Moreover, critical sce-
narios as the trip of a gas turbine may be analyzed, ensur-
ing the operation robustness and safety of the power plant
(Benato et al., 2014).

The utilization of dynamic models can also improve
the design of control systems and strategies (Montañés
et al., 2017). Traditional steady design procedures aim to
achieve the highest possible efficiency or the correct bal-
ance between efficiency and weight to power ratio. Un-
steady performance is not considered at this stage but it is
studied when the control strategy is being designed, lead-
ing to excessively aggressive control configurations where
the off-design operation is worsen as a result of the limi-
tations established by the dynamic operation. Evaluating
the unsteady performance of a certain power plant design
by means of a dynamic model may discard its implemen-
tation due to the violation of specific performance con-
straints, albeit its possible high efficiency or low weight
during nominal operation (Pierobon et al., 2014b). There-
fore, the integration of dynamic models in the selection
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criteria of a power cycle design can improve the overall
performance of the system. Dynamic response and effec-
tiveness of the control strategy of a thermodynamic cycle
for waste heat recovery applications may be tested under
certain off-design conditions if a dynamic model is devel-
oped for such purpose (Mazzi et al., 2015). A dynamic
model of a small-scale ORC was also employed to pro-
pose and compare three different control strategies, show-
ing that with the correct control strategy the efficiency re-
mains in reasonable levels even if the heat source condi-
tions are modified (Quoilin et al., 2011).

Dynamic models can also be utilized to analyze criti-
cal scenarios where extreme conditions for the equipment
may be expected and steady-state models do not provide
enough information. As a result, new start-up conditions
with higher thermal gradients but similar maximum tem-
peratures that allow to halve the time required to gener-
ate the maximum power may be achieved (Alobaid et al.,
2008). A reduction in the start-up time without increasing
the stress limits was also found by (Casella and Pretolani,
2006), who also proposed another strategy that reduces
the stress peak extending the lifetime without increasing
the start-up time.

This paper aims at developing dynamic models for
power plant components and testing their performance
during transient operation of a combined heat and power
plant. In addition, preliminary results of the operation
flexibility of the selected CHP design, i.e. the adaptabil-
ity to fast operation changes, are shown. The description
of the case study and the methodology followed to assess
the dynamic performance of the CHP plant are presented
in Section 2. The modeling approach utilized for the de-
velopment of the steady and dynamic model is covered in
Section 3. Results of the dynamic simulations are reported
and discussed in Section 4. Concluding remarks are given
in Section 5.

2 Case study and methodology
The case study is the power system needed in the Johan
Castberg field, located in the Barents sea. The heat and
power requirements have been assessed for its lifetime,
expecting heat demands between 32 MW and 52 MW, and
power demands ranging from 42 MW to 58 MW (Statoil
ASA, 2016).

A combined heat and power plant is proposed as an al-
ternative power generation system where heat from the ex-
haust gases of two gas turbines is utilized as a heat source
for a steam bottoming cycle. Figure 1 shows a simplified
layout of the CHP plant. Two GE LM2500+G4 gas tur-
bines produce the majority of the required power while
the energy contained in their exhaust gases is recovered
in a OTSG to produce the steam utilized in the bottoming
cycle. The design point specifications of this gas turbine
model are specified in Table 1. The high ratios between
the heat and power demand entail a challenge for the steam
Rankine cycle and a back-pressure steam turbine has to

Table 1. Design point specifications of the GE LM2500+G4 gas
turbine.

Variable Design point value

Net power output [MW] 32.50
Net efficiency [%] 36.50
Exhaust gas flow rate [kg/s] 89.90
Exhaust temperature [◦C] 552
Net heat rate [kJ/kWh] 9867
Gas turbine inlet ∆p [mbar] 10
Gas turbine exhaust ∆p [mbar] 10
Ambient temperature [◦C] 10
Ambient pressure [bar] 1.0 13
Air humidity [%] 60.00
Gas turbine fuel Production gas

be utilized. Thus, the superheated steam produced in the
OTSG is not totally expanded in order to have enough en-
ergy to produce the required process heat. A fraction of
this steam is sent to one of the condensers of the selected
parallel configuration where pressurized water at 150◦C is
produced to meet the heat demand. The remaining super-
heated steam is condensed in the second branch condenser
using sea water as cooling fluid.

The large variations in heat and power demand that may
be experienced in the offshore facility and the fact that the
power generation system operates as a stand-alone system
require that the CHP plant operates in a flexible manner.
Therefore, the dynamic operation of the proposed design
must be assessed in order to ensure the correct functioning
of the power plant under varying conditions. In addition,
as previously mentioned, low weight and compactness are
fundamental conditions in this kind of thermal power sys-
tems. Thus, a dynamic analysis of a preliminary design of
the CHP plant obtained from a multi-objective optimiza-
tion was carried out in order to verify that the combined
cycle performs correctly during unsteady operation.

2.1 Steady state design and multi-objective
optimization

The life-time assessment of the energy requirements ex-
pected for the offshore oil field shows that maximum de-
mands of heat and power may occur simultaneously (Sta-
toil ASA, 2016). Hence, the nominal operation point was
selected to correspond to peak demands of heat and power,
52 MW and 58 MW respectively, in order to ensure that
these conditions are met by the power generation system.

Once the design conditions of the CHP plant were de-
fined, the steady state modeling and design was carried
out utilizing the specialized software Thermoflex (Ther-
moflow Inc, 2016). The selection of this tool was based
on its reliability, as it has been extensively tested and val-
idated with industrial data. The thermodynamic states
were determined by means of mass and energy conser-
vation laws, and the boundary conditions imposed to the
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Figure 1. Simplified layout of the proposed power generation system for the offshore facility in Johan Castberg field.

model. From this data, the sizing of the components of
the steam Rankine cycle was carried out. Subsequently,
a constrained multi-objective optimization based on a ge-
netic algorithm included in the global optimization MAT-
LAB toolbox (MathWorks, 2017) was performed, where
the heat rate and the weight to power ratio were the objec-
tive functions to be minimized (Riboldi and Nord, 2017).
The selected decision variables during the optimization
procedure were the steam turbine inlet pressure, psteam,
and temperature, Tsteam, the pinch point difference in the
evaporating section of the OTSG, ∆Tpinch, and the gas tur-
bine load of one turbine, GT2,load , utilizing the other unit
to match the power demand. The bounds of the decision
variables are reported in Table 2. A population size of 150
was selected while a maximum of 15 generations were
allowed. Crossover and tolerance were set equal to 0,8
and 10−3 respectively. The stopping criterion utilized in
this optimization procedure was either the exceedance in
the maximum number of generations or having an aver-
age change in the spread of the Pareto front lower than the
tolerance selected. A two-dimensional Pareto front was
obtained as a result of this procedure. The solution that
provides the best balance for the requirements of the off-
shore facility was selected.

2.2 Dynamic model development and un-
steady performance assessment

A dynamic model of the preliminary CHP plant design
must be built in order to evaluate its operation under vary-
ing scenarios, e.g. load changes or unit trips. The dynamic
modeling language Modelica was utilized for the develop-
ment of such model, as its object-oriented nature and the
existence of specialized libraries ease the implementation

Table 2. Lower and upper bounds of the selected decision vari-
ables.

Decision variables Lower bound Upper bound

psteam [bar] 10 40
Tsteam [◦C] 400 515
∆Tpinch [◦C] 10 30
GT2,load [%] 75 94

of transient conservation laws, correlations and the com-
ponent dimensions calculated in the previous step. In this
work, the open-source library specialized in power plants
ThermoPower (Casella and Leva, 2003) was employed.

Open-loop simulations, i.e. without control, may be
carried out from this model in order to achieve a deeper
understanding of the intrinsic unsteady behavior of the
cycle. However, a suitable control strategy with appro-
priate tuning parameters was implemented in the dynamic
model in order to simulate real plant operation. The steam
turbine was operated in sliding pressure mode, while the
mass flow rate of steam through the primary condenser
was utilized to regulate the temperature of the pressurized
water employed as a process heat means. The water level
of this condenser was controlled in order to ensure a sta-
ble operation of the system, whereas the water level of
the secondary condenser was allowed to vary, absorbing
the fluctuations of the process heat section and acting as a
water buffer under off-design loads. In addition, the live
steam temperature was controlled by means of the mass
flow rate circulating in the Rankine cycle. PI controllers
were utilized in order to ensure a stable operation.

3
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3 Modeling Approach
3.1 Gas turbine model
Gas turbines’ dynamics were not considered as their tran-
sient operation is much faster than that of the steam Rank-
ine cycle. Instead, the gas turbines were modeled with
validated quasi-static models, and the exhaust gas stream
was utilized as boundary conditions to the dynamic pro-
cess model (Montañés et al., 2017). Off-design conditions
were obtained from the compressor and turbine maps of
the gas turbine validated by Thermoflex, and a variable
characteristic that simulates the fluctuating exhaust gas
conditions was implemented in the dynamic model.

3.2 OTSG model
The different sections of the OTSG were modeled as
three individual heat exchangers: an economizer, a once-
through boiler (OTB), and a superheater. The preheating
of the liquid fluid takes place in the economizer, where
sufficient difference between the boiling point and the out-
let temperature, i.e. an approach point, was left in order
to ensure that no evaporation occurred in this component
during off-design operation. The OTB mainly modeled
the vaporization of the working fluid, but it also included
the preheating of the water leaving the economizer until
saturation conditions and some superheating of the steam
during design operation. The final degree of superheat-
ing of the steam produced in the OTB is achieved in the
superheater.

Each of the heat exchangers was spatially discretized
in (N-1) cells, where mass and energy conservation laws,
and heat transfer correlations were applied (see Figure 2).
Momentum conservation law was not included as the iner-
tia of the fluid was neglected and the pressure drops were
modeled as lumped parameters at the outlet of each com-
ponent.

The mass and energy conservation laws were equally
modeled in the three heat exchangers and for both gas and
water/steam sides. The discretized mass conservation ex-
pression for a one-dimensional flow is:

N−1

∑
j=1

dM j

dt
= ṁin− ṁout (1)

where ṁin and ṁout are, respectively, the mass flow rates
at the inlet and outlet of each heat exchanger; and M j is
the mass of fluid in each cell, given by:

dM j

dt
=Vj ·

(
∂ρ

∂h

∣∣∣
j
·

dh′j
dt

+
∂ρ

∂ p

∣∣∣
j
· d p

dt

)
(2)

being Vj the volume of each cell, and with the average
partial derivatives of density respect to enthalpy and pres-

sure, ∂ρ

∂h

∣∣∣
j

and ∂ρ

∂ p

∣∣∣
j
, in the center of the cell calculated

from their nodes values.

∂ρ

∂h

∣∣∣
j
=

1
2

(
∂ρ

∂h

∣∣∣
j+1

+
∂ρ

∂h

∣∣∣
j

)
(3)

∂ρ

∂ p

∣∣∣
j
=

1
2

(
∂ρ

∂ p

∣∣∣
j+1

+
∂ρ

∂ p

∣∣∣
j

)
(4)

The one-dimensional spatially discretized energy conser-
vation law is:

Vj · ρ̄ j ·
dh′j
dt
− ¯̇m j · (h j+1−h j) = Q̇ j +Vj ·

d p
dt

(5)

where ρ̄ j is the average density of each discretization, h′j
is the enthalpy state variable at the center of the cell, h j
the fluid specific enthalpy evaluated at the nodes, Q̇ j the
heat flow from or to the wall, p is the pressure, and ¯̇m j the
mass flow rate in each cell, defined as:

¯̇m j = ṁin−
j−1

∑
j=1

dM j

dt
− 1

2
dM j

dt
(6)

The heat flows between the hot and cold fluids, sub-
index h and c respectively, and the metal tube were calcu-
lated in the center of each cell as:

Q̇ j,h = γh ·A j,h ·
(

Tj+1,h +Tj,h

2
−Twall, j,h

)
(7)

Q̇ j,c = γc ·A j,c ·
(

Tj+1,c +Tj,c

2
−Twall, j,c

)
(8)

being Tj+1 and Tj the temperatures at the nodes, Twall, j
the temperature of the wall in the outer or inner tube sur-
faces evaluated at the center of the cell, A j the heat transfer
surface for each fluid, and γ the convection heat transfer
coefficient. In the gas side this coefficient can be calcu-
lated with the relation (Incropera et al., 2007):

γ = γnom

(
ṁ

ṁnom

)0.6

(9)

where γnom is the convection heat transfer coefficient dur-
ing steady-state nominal operation utilized in Thermoflex.

In the water side of the economizer and superheater
constant heat transfer coefficients were employed since
they were calculated in the design stage and the main ther-
mal resistance was the heat transfer in the gas side. How-
ever, the value of this coefficient in the water side of the
OTB varies substantially due to the phase changes that oc-
cur, and an overall coefficient could not be utilized. Thus,
the Dittus-Boelter correlation with constant heat transfer
value consisting on the saturated boiling region heat trans-
fer coefficient was employed:

γ = 0.023
k

Dhyd
Re0.8Pr0.4 (10)
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Figure 2. Modeling paradigm of the once-through steam generator.

where k is the thermal conductivity of the fluid, Dhyd is
the hydraulic diameter, Re is the Reynolds number, and Pr
is the Prandtl number.

The heat capacity of the metal tubes that accounts for
the thermal inertia of the heat exchangers during dynamic
operation is included in the model as:

Vm ·ρm ·Cpm ·
dTm

dt
= Q̇h + Q̇c (11)

Here, Vm is the volume of metal, ρm is the metal density,
and Cpm is the metal heat capacity. Tm is the temperature
in between both sides of the metal tube, and Q̇h and Q̇c
are the heat flows coming from the hot and cold sides,
respectively.

The heat conduction through the metal tubes is defined
as:

Q̇h = Nt ·
λ

2πL
N−1 · (Twall,h−Tm)

log
(

2·rext
rext+rint

) (12)

Q̇c = Nt ·
λ

2πL
N−1 · (Twall,c−Tm)

log
(

rext+rint
2·rint

) (13)

where Nt is the number of tubes, L is the length of the
tubes, rext and rint are the external and internal radius, and
λ is the conduction coefficient of the tubes.

3.3 Steam turbine model
A quasy-static model of the steam turbine was utilized in
this work. The dynamics of this unit are faster than those
of the OTSG, and since frequency fluctuations were not
analyzed, the dynamic behavior of the steam turbine was

neglected. Therefore, the differential conservation equa-
tions are reduced to algebraic equations.

The steam turbine performance during off-design op-
eration was predicted by means of Stodola’s cone law
(Stodola, 1927):

ṁin = Kt

√√√√
ρin pin

√
1−
(

1
PR

)2

(14)

with Kt being the Stodola’s coefficient, ρin and pin the
density and pressure at the inlet of the steam turbine, and
PR the pressure ratio, defined as:

PR =
pin

pout
(15)

where pout is the pressure after the expansion.
The mechanical power, Pm, extracted by the steam tur-

bine from the steam is obtained by:

Pm = ηmech · ẇ · (hin−hout) (16)

where ηmech is the mechanical efficiency, w is the mass
flow rate along the turbine, and hout is obtained, assuming
constant isentropic efficiency ηiso, from:

ηiso =
hin−hout

hin−hiso
(17)
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3.4 Condenser model
The modeled condenser is a shell and tube heat exchanger
where the cooling fluid circulates within the tubes while
the condensing fluid flows through the tube bundle on the
shell side. The utilization of a back-pressure steam tur-
bine implies that the steam entering the condensers is su-
perheated. Thus, this feature must be taken into account
in the model of the component.

The modeling of the cooling flow on the tube side is
done similarly as in Section 3.2. Mass conservation is
given by Eq. (1), whereas Eq. (5) is utilized to describe
the energy balance. Heat transfer to the cooling fluid is
modeled by Eq. (8) where the heat transfer coefficient is
calculated by means of the Dittus-Boelter correlation (see
Eq. (10)). The thermal dynamics of the metal tubes of the
condenser are accounted by the utilization of Eqs. (11) and
(13).

Since the working fluid enters the condenser as super-
heated steam, the shell side is discretized in order to ac-
count for the change in temperature and fluid properties.
Saturated conditions at the outlet of the shell side and con-
stant volume of the shell, Vshell , are set as constraints of the
model. The division of this volume into sub-units, Vshell, j,
is done gradually in order to obtain more accuracy at the
outlet of the shell, where the density changes of the two-
phase mixture are abrupt and a lot of detail is required.
Hence, the volume of each discretization is defined as:

Vshell, j =
Vshell

2 j (18)

The mass of working fluid in each volume, Mshell, j, and
the energy it contains, Eshell, j, are calculated using the av-
erage of the density, ρ j, and the specific enthalpy, h j, at
both nodes of the cell:

Mshell, j =Vshell, j ·
ρ j+1 +ρ j

2
(19)

Eshell, j = Mshell, j ·
h j+1 +h j

2
− p ·Vshell, j (20)

Dynamic mass and energy conservation are employed
to model the flow in the shell side:

dMshell, j

dt
= ṁ j− ṁ j+1 (21)

dEshell, j

dt
= ṁ j ·h j− ṁ j+1 ·h j+1− Q̇ j (22)

where dMshell, j/dt and dEshell, j/dt are the time rate of
mass and energy change in the center of the cell, ṁ j and
ṁ j+1 the mass flow rates evaluated at the nodes of the cell,
and Q̇ j is the heat flow from the discretized volume, which
is calculated from Eq. (7).

The modeling of the hotwell was done in order to ac-
count for the increase in the outlet pressure, pout , due to

the static pressure of the water column and the time rate
of mass change, dMhotwell

dt . Hence:

pout = pin−hhotwell ·g · ρ̄hotwell (23)

dMhotwell

dt
= ṁin− ṁout (24)

being hhotwell the level of water, pin the inlet pressure,
and ρ̄hotwell the average density of the water contained in
the hotwell.

In addition, the change in the outlet mass flow rate due
to the accumulation of water and the increase in static
pressure was modeled based on:

ṁout =
√

2ghhotwell ·Aduct · ρ̄hotwell (25)

with Aduct being the area of the duct leaving the hotwell.

3.5 Pump model
A variable speed pump model was employed in this work,
i.e. the mass flow rate is adapted by modifying the rotation
speed. A third-order polynomial equation was utilized to
describe the curves relating the mass flow to the head since
the map of performance of the pump was not available.
This equation was generated as a regression curve from
the set of data generated by Thermofex in order to smooth
the transient behavior of the pump model. The enthalpy
increase through the unit was given by an energy balance.
Constant efficiency during off-design conditions was as-
sumed.

4 Results and discussion
4.1 CHP plant static design
The Pareto front of solutions of the preliminary design of
the CHP plant obtained from the multi-objective optimiza-
tion are shown in Figure 3. From this set of results, the
most suitable alternative for the off-shore facility was cho-
sen. Table 3 displays the main design characteristics of the
selected solution.

Table 3. Nominal characteristics of the preliminary plant design.

Variable Nominal value

Gas turbine 1 load [%] 72.38
Gas turbine 2 load [%] 85.19
Steam turbine inlet pressure [bar] 33.79
Steam turbine inlet temperature [◦C] 444.20
Steam turbine outlet pressure [bar] 4.76
OTB temperature difference [◦C] 20.30
Efficiency [%] 40.81
Weight [kg] 207068
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Figure 3. Pareto front of optimum solutions for the preliminary
design of the CHP plant. The selected design configuration is
marked in red.

4.2 Dynamic model validation
A thorough validation of the dynamic model was per-
formed in order to ensure that results generated by the
dynamic simulations are reliable. Dynamic data was not
available, neither experimental nor generated by Ther-
moflex, and hence only a validation of the dynamic pro-
cess model under steady-state operating conditions was
carried out.

Several operation points including both design and off-
design gas turbine loads were simulated, being the results
produced by the dynamic model in satisfactory agreement
with the validation data. For brevity, only design valida-
tion results for the heat transferred in the OTSG sections
and the primary condenser, the shaft power produced in
the steam turbine, and the steam live pressure and temper-
ature are shown (see Table 4). Extensive validation data
during both design and off-design steady-state operation
may be found in the literature (Rúa, 2017). Absolute er-
rors between results generated by Dymola and Thermoflex
were calculated as:

Error
∣∣∣
u
=
|uDymola−uT hermo f lex|

uT hermo f lex
(26)

where u may be any variable included in Table 4.

4.3 Dynamic simulation
The ability of the developed combined heat and power
plant model to simulate operation under transient condi-
tions was assessed by a dynamic simulation where the load
of both gas turbines was decreased from nominal opera-
tion point, i.e. 72.38% and 85.19%, to 60%. This was
equivalent to a reduction of 20% in the power demand of
the entire thermal power plant. In addition, the modifi-
cation of the gas turbines load means an increase of the

Table 4. Validation results during nominal operation.

Dymola Thermoflex Error

Q̇economizer [MW] 10.403 10.343 0.580%
Q̇evaporator [MW] 40.497 40.582 0.209%
Q̇superheater [MW] 9.729 9.652 0.798%
Pm [MW] 8.348 8.601 2.942%
Q̇condenser,1 [MW] 52.015 52.050 0.067%
Tsteam [◦C] 442.220 442.600 0.086%
psteam [bar] 33.809 33.730 0.234%

exhaust gas temperature of more than 20 ◦C. Therefore,
two step changes, one decreasing the exhaust gas mass
flow rate and the other increasing its temperature (see Fig-
ure 4), were implemented simultaneously in order to test
ability of the steam cycle to handle a disturbance in the
gas turbine load.

The variation of the relevant temperature variables, i.e.
the steam live temperature and the process heat stream
temperature, was analyzed under both open-loop condi-
tions and with a control strategy implemented. The be-
havior of these two variables is represented in Figure 5.
The former covers the live steam temperature while the
latter shows the temperature of the process heat produced
in the primary condenser. As it may be observed, both
variables return to their set-point when the control strat-
egy is applied, albeit the large change in operation con-
ditions. However, the requirements of the offshore facil-
ity are unfulfilled when the plant is operated in open-loop
conditions. A more restrictive control, i.e. with a larger
controller gain, was designed for the process heat temper-
ature in order to ensure that big fluctuations from the set
point did not occur, as the pressurized high-temperature
water stream is employed in the treatment of the products
produced in the offshore facility and large deviations from
the defined operating temperature may damage such prod-
ucts.

The dynamics of the controlled temperatures are slower
than their open-loop counterparts. This phenomena may
also be observed in Figure 6a, where the live steam pres-
sure reaches faster a new steady-state operation point
when no control is applied. This behavior is because of
variation of the working fluid mass flow rate, which is the
variable manipulated to control the steam live tempera-
ture, is also slow (see Figure 6b).

The water level fluctuation of both condensers is shown
in Figure 7. The level of the primary condenser was con-
trolled in order to ensure a stable operation. The con-
trol strategy applied to the primary water level responded
properly to the changes experienced in the mass flow. The
step changes in both exhaust gas mass flow and temper-
ature produced, after an initial increase, a deep decrease
in the steam live temperature that originated a decrease
in the mass flow circulating in the bottoming cycle (see
Figure 5a and Figure 6b). Thus, the water levels in the
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Figure 4. Dynamic model boundary conditions.
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(b) Process heat temperature variation.

Figure 5. Variation of the controlled temperatures.
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(b) Working fluid mass flow variation.

Figure 6. Variation of the working fluid mass flow and the steam live pressure.
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Figure 7. Water level in both condenser hotwells.
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(b) Working fluid mass flow in the secondary condenser.

Figure 8. Working fluid mass flow in both condensers.

hotwells were firstly reduced and then increased as a con-
sequence of the variations in the mass flows entering and
leaving both condensers. Steady-state values of the water
levels showed that the secondary condenser absorbed the
fluctuations in the operating conditions originated by the
reduction of the working fluid’s mass flow rate.

The mass flow rate of the steam entering and the water
leaving these components is represented in Figure 8. Sim-
ilar trends among the water levels and mass flows in the
condenser may be observed between Figure 7a and Fig-
ure 8a, and Figure 7b and Figure 8b, where both variables
present the same pattern but the water level response is
slightly shifted in time.

It is worth noting the buffering effect that the hotwell of
the condensers has in the cycle, as it smears out the fluc-
tuations (see Figure 8). This effect is specially observable
in the primary condenser as the water level is larger and
hence the static pressure changes are smoothed, reducing

the variation in the mass flow rate of water leaving the
hotwell.

5 Conclusions
The dynamic modeling of the components integrating an
offshore combined heat and power plant was presented in
this work. Preliminary results on disturbance rejection
show that the developed models produce reasonable re-
sults on the transient behaviour of the studied system.

The offshore platform in Johan Castberg field was se-
lected as case study to test the validity of the models de-
veloped. A steady-state design procedure accounting for
the need of high efficiency while keeping a reduced weight
was briefly presented, pointing out the demanding restric-
tions in offshore facilities. A dynamic model of the se-
lected design was developed under the Modelica environ-
ment, utilizing the ThermoPower library to develop the
models of the components integrating the steam Rankine
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cycle. A discretized condenser was programmed in or-
der to accurately calculate the superheating conditions that
were expected at the outlet of the back-pressure turbine.

The dynamic model of the combined heat and power
plant was validated for steady-state design and off-design
conditions obtained by the software Thermoflex. A pre-
liminary evaluation of the developed models’ capability
to produce reasonable results under transient conditions
was carried out by means of a reduction in the power de-
mand of the combined heat and power plant, which was
implemented by simultaneous step changes in the exhaust
gas mass flow rate and temperature. The dynamic per-
formance of relevant variables during the dynamic opera-
tion was shown and analyzed, showing that these models
could be utilized for assessing that, with a suitable control
strategy, the CHP plant would be able to produce the de-
manded heat at the required temperature even if changes
to the nominal operation conditions of the power plant oc-
curred. In addition, it was verified that limiting conditions,
e.g. maximum temperature in the steam turbine, are not
reached during unsteady performance, which is a valuable
information for the operator of the plant.

The proposed assessment methodology has been ap-
plied for an offshore facility where restrictions are harder
than in on-shore power plants. However, it is readily ap-
plicable to any waste heat recovery application where per-
formance under transient conditions needs to be analyzed.
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Abstract 
The increasing concern on environment problems has 

led to the development of renewable energy sources, 

being the geothermal energy one of the most promising 

ones in terms of power generation. Due to the low heat 

source temperatures this energy provides, the use of 

Organic Rankine Cycles is necessary to guarantee a 

good performance of the system. In this paper, the 

optimization of an Organic Rankine Cycle has been 

carried out to determine the most suitable working fluid. 

Different cycle layouts and configurations for 39 

different working fluids were simulated by means of a 

Gradient Based Optimization Algorithm implemented 

in MATLAB and linked to REFPROP property library. 

The heat source was hot water from a geothermal 

reservoir with an inlet temperature of 120ºC and an 

outlet temperature limit of 75ºC. For each working fluid, 

an optimal configuration was obtained, based on the 

optimization of the second law efficiency. In addition, a 

sensitivity analysis for the polytropic efficiencies of the 

pump and turbine was carried out. Results show that 

those working fluids with a critical temperature close to 

the maximum temperature of the cycle give the highest 

plant efficiencies (being propylene and R1234yf the best 

ones). Using a recuperator increases the plant efficiency 

in all cases with exception of wet working fluids. The 

cycles experiencing the highest sensitivity on the pump 

performance are those using working fluids with low 

critical temperatures. Increasing the number of stages of 

the turbine increases the overall plant efficiency for all 

working fluids, but some fluids are more sensitive to the 

turbine efficiency than others.  

Keywords: Process modelling, process simulation, 

working fluid selection, parametric optimization, 

second law efficiency. 

1 Introduction 

Historically, the preferred methods for power generation 

have been related to Brayton or Rankine power cycles, 

fueled by natural gas or other fossil fuels (Macchi and 

Astolfi, 2017). However, during the last years, the 

increasing concern of the greenhouse effect and climate 

change has led to an increase of renewable energy, such 

as wind and solar power. In addition to these listed 

renewable energies, there is an energy source that shows 

a promising future due to the advantages it provides 

when compared to other renewable energies. This 

developing energy is geothermal energy, and its 

advantages are related to its availability (Macchi and 

Astolfi, 2017): it does not depend on the ambient 

conditions, it is stable, and it offers the possibility of 

renewable energy base load operation. One of the 

challenges of geothermal energy is that it does not 

provide very high temperatures, and this fact has made 

researches and engineers to focus their studies on how 

to obtain high thermodynamic efficiencies at low- and 

medium-temperature heat sources. One of the solutions 

for this problem are Organic Rankine Cycles (ORCs), 

which present a simple structure with a high reliability, 

an easy maintenance and, most importantly, a high 

potential to produce power from low source 

temperatures when compared to other power generation 

cycles (Saleh et al, 2007).  

The design of the ORC requires a thorough analysis, 

since there are many parameters affecting its 

performance, and any change of these parameters will 

have a major impact on the efficiency of the cycle. With 

this aim, many different studies have been carried out. 

(Saleh et al, 2007) analyze the performance of 31 

different working fluids, finding that those working 

fluids with the highest boiling temperatures are giving 

the highest efficiencies, being cyclopentane the best one 

for the given conditions and assumptions. (Roy et al, 

2011), by means of a parametric ORC optimization, 

found that R123 is the best working fluid due to its high 

efficiency and high power production. (Hung et al, 

2010) studied the efficiency of an ORC where benzene, 

ammonia, R11, R12, R1234a and R113, are used as the 

working fluids, differencing between wet, dry and 

isentropic working fluids and concluding that isentropic 
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fluids are preferred for ORC systems, since they are 

giving the best efficiencies. (Shu et al, 2014) studied the 

thermal efficiency and exergy losses in an ORC, using 

pure hydrocarbons and mixtures; zeotropic mixtures 

seem to present a better thermodynamic performance 

than pure working fluids. These conclusions were also 

found by (Haberle et al, 2012), who use a mixture of i-

butane and i-pentane for studying the second law 

efficiency. 

Even though many studies have been carried out, 

none of them shows the same results regarding which is 

the best working fluid for an ORC with low heat source 

temperature, and all of them agree on the fact that the 

thermodynamic boundaries of the cycle, the working 

fluid selection, the constraints, and choice of the degrees 

of freedom are key parameters for analyzing and 

designing the cycle. In this work, a thermodynamic 

analysis has been carried out, focused on the 

optimization of the cycle (being the second law 

efficiency the objective function), analyzing more than 

35 different pure working fluids from different classes, 

and investigating the pump and expander efficiencies 

impact on the cycle performance. 

2 Organic Rankine Cycle 

2.1 Cycle design 

The ORC is the main technology used to transform low 

temperature thermal energy into electrical power. The 

heat is transferred to the working fluid in an evaporator 

(or primary heat exchanger), which evaporates and may 

superheat. Then, the working fluid reaches the expander, 

normally a turbine, in which it is expanded and 

experiences an enthalpy drop between the inlet and 

outlet, transforming the energy from the fluid into 

mechanical work. This mechanical work is transformed 

into electrical energy in a generator. After the expander, 

the working fluid reaches the condenser, where it rejects 

the surplus heat and changes its phase again. Once all 

the vapour has been condensed, the remaining liquid is 

pumped back to the evaporator. This is the simplest 

ORC, which can be seen in Figure 1, together with a 

typical T-s diagram for the same cycle layout.  

This simple configuration can be modified to obtain 

higher efficiencies (by adding more pressure levels, 

different types of regeneration, reheating, etc). Multiple 

pressure levels are normally used when the available 

heat to be absorbed from the heat source is high; 

otherwise, the expensive and complex cycle layout 

would not be justified. The reheating unit is installed in 

the cycle when the amount of liquid that is formed 

during the expansion process is so high that it could 

damage the turbine (Macchi and Astolfi, 2017; 

Agromayor, 2017). For the case study of this work, the 

heat source does not provide a high temperature; 

therefore, multiple pressure levels and reheating 

configuration were not considered. 

Regeneration is a common practice in ORC layouts. 

It is beneficial from a thermodynamic point of view 

when the fluid at the outlet of the expander is 

superheated vapour and there exists a limitation for the 

lower temperature of the heat source (Agromayor, 

2017). Figure 2 shows the regenerative cycle layout. The 

regeneration allows to preheat the liquid that enters the 

primary heat exchanger, and, at the same time, to cool 

the superheated vapour coming out of the turbine. This 

results into lower cooling loads and smaller condensers. 

Both cycle layouts (the simple and the regenerated one) 

allow to work in different cycle configurations: 

saturated, superheated and transcritical. For this project, 

all the configurations were considered for each working 

fluid, to determine which one gives the best results in 

terms of efficiency. 

2.2 Working fluid selection 

The fluid selection for an ORC is the key parameter to 

design the cycle, meaning that it is the most important 

degree of freedom during its analysis. The complexity 

of the process is not just a consequence of the large 

amount of working fluids that can be found in the 

market, but also of the infinite number of mixtures that 

Figure 1. Simple ORC layout and typical T-s diagram for a random pure working fluid  

DOI: 10.3384/ecp17138251 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

252



can be obtained from these pure substances. Taking a 

decision when choosing the working fluid for the ORC 

has a major impact on the cost, the components and 

cycle performance and on the safety requirements 

(Macchi and Astolfi, 2017).  

(Feng et al, 2015) propose the use of mixtures in the 

ORC, due to the non-isothermal change of phase in the 

evaporator, which allows to obtain better gliding 

temperature matches between the heat source and the 

working fluid. However, the analysis reflects that 

mixtures are not always giving better cycle 

performances than pure working fluids. Due to the high 

complexity that this problem has, the study of different 

mixtures was not included in this work.  

The uncertainty fluid properties can influence the 

reliability of the optimized cycles, and, for this reason J. 

Frutiger et al. propose in (Frutiger et al, 2016) an 

analysis of the impact of uncertainty of the fluid 

properties in the behavior of the ORC, including the 

Molecular Weight (MW), critical temperature, critical 

pressure and acentric factor. This gives an idea of how 

important the working fluid properties are when 

choosing the working fluid. There are different factors 

or properties to consider when taking this decision, and 

we can find, among others (Macchi and Astolfi, 2017): 

• The molecular complexity. It influences the T-s 

diagram shape (differencing between dry, isentropic 

and wet fluids) which is essential for the 

performance of the turbine, since it determines the 

amount of liquid that may be formed during the 

expansion. (Zhai et al, 2014) demonstrate that 

complex molecules that include double bonds or 

cycle bonds are much more efficient than molecules 

with only single bonds, with a lower molecular 

complexity 

• The molecular mass. This parameter has a major 

influence on the design of the turbine. When the 

molecular weight increases, the enthalpy drop in the 

turbine is lower, and this is translated into a need of 

less stages for the expansion, lower peripheral 

velocities and mechanical stresses, although the heat 

transfer coefficient diminishes and heat exchangers 

with larger heat transfer areas are needed (higher 

costs). 

• The critical temperature. It is recommended to use 

working fluids with critical temperatures as closest 

as possible to the highest temperature of the cycle, 

since they guarantee an efficient heat exchange 

process. 

The impact of the working fluid on the environment 

is important. Fluids with a high Ozone Depletion 

Potential (ODP) are undesirable, while organic 

fluorinated fluids (HFCs) are to be avoided because of 

their high Global Warming Potential (GWP). From 

(Zhai et al, 2014) it was found that the GWP is not only 

important for the environment concern, but also for the 

efficiency of the cycle (results show that those working 

fluids with a GWP lower than 1500 can absorb more 

energy from the heat source, improving the cycle 

efficiency).   

The most common working fluid for conventional 

Rankine cycles is H2O. However, when the heat source 

temperature is low, H2O shows poor performances. As 

H2O is a wet working fluid, it condensates during the 

expansion, and this may damage the turbine. To solve 

this problem, H2O requires a too high degree of 

superheating and a low enthalpy drop across the 

expander, meaning that the power produced is low (low 

plant efficiencies). It was found to be of interest to 

investigate how H2O behaves in our case of study even 

if the performance was expected to be poor. 

3 Methodology 

The Rankine cycle model was implemented in 

MATLAB and optimized with a Gradient Based 

Algorithm (Sequential Quadratic Programming, SQP). 

The advantage of Gradient Based Algorithms against 

the popular direct search algorithms, such as the Genetic 

Algorithm, is that the former has a faster convergence 

rate. The code can simulate and optimize both the simple 

Figure 2. Recuperated ORC layout and typical T-s diagram for a random pure working fluid  
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and the recuperated Rankine cycles and it computes all 

the thermodynamic states of the cycle, using the 

REFPROP library.  

3.1 Fluid screening selection 

Most of the manufacturers opt to work with organic 

fluids that have already been tried, to reduce the 

uncertainty and simplify the fluid selection process. 

However, this does not necessarily mean that they are 

the best choice. In fact, (Colonna et al, 2015) insist on 

the need of carrying out research on new substances. In 

this work, some of the most used working fluids were 

analyzed, although others fluids that are not so well 

known were also included. After a literature search, we 

found that the most commonly used organic working 

fluids for ORC applications are: R134a, R245fa, n-

pentane, octamethultrisiloxane, toluene (Maraver et al, 

2014), and, among the hydrocarbons (HCs), butane 

(R600), iso-butane (R600a), pentane (R601), iso-

pentane (R601a) and hexane (Liu et al, 2013). 

To select the working fluid, we took as a starting 

point a list of more than 130 different pure substances. 

Since not all of these pure substances were suitable for 

the given conditions, a first screening selection based on 

the need of meeting four main requirements was carried 

out to discard unsuitable working fluids. The 

requirements were: 

1. The ODP had to be zero or close to zero 

2. The GWP must be lower than 2000 

3. The fluid critical temperature needed to be higher 

than the ambient temperature to make condensation 

possible 

4. The saturation pressure at ambient temperature had 

to be higher than 1 kPa to limit vacuum in the 

condenser 

From these requirements, a revised list of 44 working 

fluids was obtained. 39 working fluids were simulated 

and optimized by means of the Gradient Based 

Algorithm in MATLAB.  

3.2 Assumptions and boundary conditions 

The main assumptions and boundary conditions can be 

found in Table 1. Some data such as the pump and 

turbine efficiencies were assumed based on the 

information found during the literature review process, 

although the impact of these parameters was studied by 

means of a sensitivity analysis.  

Values for the pump polytropic efficiency between 

10% and 100% were simulated for the most optimal 

working fluids under subcritical and transcritical 

conditions. For the expander, the correlation from 

(Astolfi and Macchi, 2015) for axial turbines of one, 

two, and three stages to compute the polytropic 

efficiency as a function of the volume ratio and the size 

parameter was also analyzed for some of the best 

working fluids. This correlation states: 

𝜂𝑡𝑢𝑟𝑏 = 𝑓(𝑉𝑟, 𝑆𝑃)  (1) 

 

𝑉𝑟 =
𝜌𝑖𝑛

𝜌𝑜𝑢𝑡
  (2) 

 

𝑆𝑃 =
(𝑚̇𝑜𝑢𝑡/𝜌𝑜𝑢𝑡,𝑠)1/2

(Δℎ𝑠)1/4   (3) 

 

Table 1. Assumptions and boundary conditions. 

 

Regarding the minimum outlet temperature of the hot 

source, the limitation was given to allow for use of the 

remaining heat in a low-temperature district heating 

system (this system is not considered in this work). 

3.3 Objective function 

Defining the objective function is crucial when it comes 

to optimizing the cycle. For this work, the variable to be 

optimized was the second law efficiency of the plant. A 

natural choice would have been optimizing the net 

power output or the first law efficiency (these three 

objective functions would give the same 

thermodynamic optimum), but optimizing the second 

law efficiency gives insight about how much potential 

for improvement is left.  

The parameter to be optimized was the second law 

efficiency of the whole power plant, considering the 

recovery efficiency in the main heat exchanger. This is 

because not all the heat which was available from the 

heat source could be used (due to the limitation of the 

Hot source   

𝑇ℎ,𝑖𝑛 [ºC] 120 

𝑇ℎ𝑚𝑖𝑛,𝑜𝑢𝑡 

𝑇ℎ𝑚𝑎𝑥,𝑜𝑢𝑡  

[ºC] 

[ºC] 

75 

85 

𝑚̇  [kg/s] 13.23 

𝑃𝑜𝑢𝑡 [bar] 3 

Working fluid [-] H2O 

Cold source   

𝑇𝑖𝑛 [ºC] 10 

Working fluid [-] H2O 

∆𝑇𝑐,𝑚𝑎𝑥  [ºC]     10 

∆𝑇𝑐,𝑚𝑖𝑛  [ºC] 5 

Ambient conditions 

𝑃𝑎𝑚𝑏    
𝑇𝑎𝑚𝑏    

 

[bar] 

[ºC] 

 

1.013 

15 

Pinch points 

∆𝑇𝑚𝑎𝑥  

 

[ºC] 

 

8 

∆𝑇𝑚𝑖𝑛  [ºC] 5 

Pressure drops   

∆𝑃 (evap,cond,rec) [bar] 0.01·𝑃𝑖𝑛 

Pump   

Polytropic efficiency [%] 70 

Turbine   

Polytropic efficiency [%] 80 
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hot source outlet temperature). The plant second law 

efficiency, cycle second law efficiency and recovery 

second law efficiency are related according to 

Equations. 4-5-6. 

𝜂𝐼𝐼.𝑐𝑦𝑐𝑙𝑒 =
𝑊̇𝑛𝑒𝑡

𝐸̇𝑖𝑛
  (4) 

 

𝜂𝐼𝐼.𝑟𝑒𝑐 =
𝐸̇𝑖𝑛

𝐸̇𝑚𝑎𝑥
  (5) 

 

𝜂𝐼𝐼.𝑝𝑙𝑎𝑛𝑡 =
𝑊̇𝑛𝑒𝑡

𝐸̇𝑚𝑎𝑥
= 𝜂𝐼𝐼.𝑐𝑦𝑐𝑙𝑒 · 𝜂𝐼𝐼.𝑟𝑒𝑐  (6) 

 

 

 
  Table 2. List of studied and simulated working fluids 

Where 𝐸̇𝑚𝑎𝑥 is the maximum exergy flow rate that 

can be extracted from the hot source (if the hot source 

stream is cooled down to ambient conditions, T0=15 ºC 

and p0=1.013 bar). All these equations were applied to 

the list of working fluids which have been studied (see 

Table 2).  

The first law efficiency can be defined as: 

 

𝜂𝐼.𝑝𝑙𝑎𝑛𝑡 =
𝑊̇𝑛𝑒𝑡

𝑄̇𝑖𝑛,𝑚𝑎𝑥
  (7) 

 

Where 𝑄̇𝑖𝑛,𝑚𝑎𝑥 is the maximum heat flow rate that can 

be extracted from the hot source 

  

 Chemical name Alternative name Class Tcrit/Thot,in 

1 Methyl alcohol Methanol Alcohol 1.3038 

2 Ethyl alcohol Ethanol Alcohol 1.3092 

3 Ethane R170 Alkane 0.7766 

4 Propane R290 Alkane 0.9408 

5 2-Methylpropane Isobutane – R600a Alkane 1.0373 

6 Butane R600 Alkane 1.0813 

7 2,2-Dimethylpropane Neopentane Alkane 1.1032 

8 2-Methylbutane Isopentane – R601a Alkane 1.1709 

9 Pentane R601 Alkane 1.1947 

10 2-Metylpentane Isohexane Alkane 1.2659 

11 Hexane - Alkane 1.2917 

12 Heptane - Alkane 1.3739 

13 Propene Propylene – R1270 Alkene 0.9283 

14 2-Methyl-1-propene Isobutene Alkene 1.0634 

15 Ethylethylene 1-Butene Alkene 1.0665 

16 Cis-2-butene Cis-butene Alkene 1.1084 

17 Propyne - Alkyne 1.0235 

18 Benzene Benzol Aromatic 1.4295 

19 Methylbenzene Toluene Aromatic 1.5052 

20 Dimethyl carbonate DMC Carbonate ester 1.4168 

21 Cyclopropane - Cycloalkane 1.0131 

22 Cyclopentane - Cycloalkane 1.3016 

23 Cyclohexane - Cycloalkane 1.4081 

24 Dimethylether DME Ether 1.0184 

25 Fluoromethane R41 HFC 0.8070 

26 Difluoromethane R32 HFC 0.8934 

27 1,1,1,2-Tetrafluoroethane R134a HFC 0.9518 

28 Fluoroethane R161 HFC 0.9545 

29 1,1-Difluoroethane R152a HFC 0.9829 

30 1,1,1,3,3-Pentafluoropropane R245fa HFC 1.0865 

31 1,1,2,2,3-Pentafluoropropane R245ca HFC 1.1384 

32 1,1,1,3,3-Pentafluorobutane R365mfc HFC 1.1700 

33 2,3,3,3-Tetrafluoroprop-1-ene R1234yf HFO 0.9356 

34 Trans-1,3,3,3-tetrafluoropropene R1234ze HFO 0.9729 

35 Propanone Acetone Ketone 1.2924 

36 Hexamethyldisiloxane MM Linear Siloxane 1.3193 

37 Carbon Dioxide  CO2 – R744 Inorganic 0.7736 

38 Ammonia R717 Inorganic 1.0312 

39 H2O  R718 Inorganic 1.6459 
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3.4 Degrees of freedom and constraints 

When it comes to optimize an ORC, choosing the 

constraints and defining the degrees of freedom is of 

special importance. For this work, the simple cycle had 

6 degrees of freedom, while the recuperated one had 7. 

These degrees of freedom were defined as 

dimensionless parameters related to the cycle variables 

which have maximum and minimum values, and take 

values between 0 and 1. 

𝑥1 Heat source outlet temperature 

𝑥2 Condenser temperature jump 

𝑥3 Pressure at the inlet of the turbine 

𝑥4 Pressure at the outlet of the turbine 

𝑥5 Enthalpy at the inlet of the turbine 

𝑥6 Enthalpy at the inlet of the primary heat 

exchanger 

𝑥7 Enthalpy at the outlet of the condenser (only for 

the recuperated cycle 

Regarding the constraints, they are the same for the 

simple and the recuperated cycles. These are: 

𝑐1 The working fluid has to be subcooled at the inlet 

of the pump to avoid cavitation 

𝑐2 If the pressure is subcritical, the working fluid 

has to be subcooled at the inlet of the evaporator 

to avoid the phase change in the recuperator 

𝑐3 If the pressure is subcritical, the working fluid 

has to be saturated or superheated at the outlet of 

the evaporator (avoid trilateral and partial 

evaporation cycles) 

𝑐4 The working fluid has to be saturated or 

superheated at the outlet of the expander (avoid 

vapour qualities lower than 1) 

𝑐5 The pinch point in the evaporator has to be 

higher than the minimum temperature difference 

specified to avoid temperature crossing 

𝑐6 The pinch point in the condenser has to be higher 

than the minimum temperature difference 

specified to avoid temperature crossing 

𝑐7 The pinch point in the recuperator has to be 

higher than the minimum temperature difference 

specified to avoid temperature crossing 

4 Results and discussion 

4.1 Thermodynamic analysis 

Some of the obtained results can be found in Table 3, 

which includes the working fluid mass flow, turbine and 

pump powers, net power output and first and second law 

efficiencies for the plant. The best obtained results for 

each different working fluid family have been included. 

Figure 3 shows the results of the thermodynamic 

optimization as a function of the ratio of the critical 

temperature to the highest temperature of the cycle (hot 

source inlet temperature). Results show that those cycles 

with Tcrit/Thot,in between 0.93 and 1.02 are giving the best 

plant second law efficiencies (between 31.33% and 

33.46%). For values of Tcrit/Thot,in lower than 0.9, the 

second law efficiency considerably drops, reaching 

values down to 21%, which correspond to fluids such as 

R41, CO2 or ethane, whose best cycle configuration is 

the transcritical one. The reason for this is that, when the 

Thot,in is above the critical temperature, the best match 

between the hot source and the working fluid in the 

primary heat exchanger is found when the working fluid 

operates above its critical pressure. This is consistent 

with the conclusions from (Hærvig, 2016; Xu and Liu, 

2013). The rest of the working fluids show their best 

performance at subcritical conditions, except for 

propylene and R1234yf.  For Tcrit/Thot,in values higher 

than 1.02, the performance of the cycle is slightly worse 

than the one found for the most optimal working fluids, 

although the difference found for the second law 

efficiency is not large. The working fluids showing the 

worst performance for the analyzed range were 

ammonia (recuperated) and methanol. The reason for 

this is that they are wet fluids and, in case of the 

ammonia, it has no potential for heat recovery (what is 

more, the recuperator would decrease the temperature at 

the inlet of the evaporator and the cycle efficiency). For 

the rest of the working fluids, the efficiencies are all 

above 31%, showing a better performance when the 

recuperator unit is installed.  

 

Figure 3. Influence of the relationship between the 

working fluid critical temperature and the highest 

cycle temperature on the plant second law efficiency 

 

As it happens when the H2O is used as the working 

fluid, some wet fluids require superheating to prevent 

condensation during the expansion (Bao and Zhao, 

2013). For example, ammonia, H2O, and ethanol (wet 
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fluids) require a high degree of superheating, while 

some isentropic fluids such as the R245fa or R365mfc 

require a low one. Most of the dry working fluids such 

as the butane heptane or n-pentane are operating at 

saturated conditions due to the positive slope of their 

diagram, which avoids the need of superheating the 

working fluid before its expansion.  

As Figure 3 and Table 3 show, the working fluids 

giving the highest potential of improvement are alkanes, 

followed by the HFOs and HFCs, while the 

cycloalkanes do not show an appreciable efficiency 

increase when installing a recuperator unit. Even though 

ethane is the working fluid showing the highest potential 

of improvement when installing a recuperator unit, its 

performance  is  still  one  of  the  worst  among  all  the  

analyzed working fluids. The highest efficiency gains 

are observed for the dry working fluids, because they 

have higher recuperation potentials than wet working 

fluids (ethanol and methanol experience an efficiency 

drop of 0.22% and 0.32% respectively when a 

regenerator unit is used). For the simple cycle layout, 

propylene shows the best results, operating at 

transcritical conditions and reaching an efficiency of 

32.69%. For the recuperated cycle, R1234yf becomes 

the best working fluid, reaching a second law plant 

efficiency of 33.46%. It can also be seen that, while for 

the simple cycle layout many fluids are working at 

saturated conditions, for the recuperated configuration 

they show a better performance operating at superheated 

conditions. The reason is that a higher power production 

can be achieved when superheating, but this makes the 

cooling load to be higher (Bao and Zhao, 2013) unless a 

recuperator is used to decrease the cooling load and 

avoid wasted heat. 

Regarding inorganic working fluids, the results for 

ammonia deviate from the tendency of Figure 3, while 

the H2O is giving the worst performance. For both H2O 

and ammonia, the recuperator is cooling down the 

working fluid at the inlet of the evaporator. Also, H2O 

is giving the lowest power output. This is a consequence 

of the too low enthalpy drop taking place across the 

turbine for avoiding wet expansion. Regarding CO2, it is 

also giving a low second law efficiency that improves 

with the use of a recuperator but it is still lower than the 

one for the rest of organic fluids. The results of this work 

indicate that the studied inorganic working fluids are not 

recommended for power generation in Rankine Cycles 

with low-heat source temperatures and low power 

capacities. 

The Backwork Ratio (BWR) was plotted as a 

function of Tcrit in Figure 4. It can be seen that those 

working fluids with the lowest critical temperatures 

(from 0ºC to 92ºC) are giving the highest BWRs. For 

subcritical cycles with a critical temperature between 

100ºC and 160ºC, the simple cycles have higher BWRs 

than the recuperated cycles, due to the lower power 

production and higher power consumption they have. 

For those working fluids with critical temperatures 

higher than 160ºC, the BWRs of the recuperated and 

simple cycles are very similar, since they can operate at 

lower pressures, guaranteeing a low pump power that 

does not appreciably change when moving from one 

cycle layout to another.  

Finally, for toluene, the working fluid with the 

highest critical temperature, the maximum pressure to 

guarantee an efficient heat transfer process is the lowest 

one (0.33 bar), and this results into the lowest power 

consumption among all the results (only 0.39 kW), 

giving the lowest BWR. 

The choice of the working fluid depends on the 

application at hand. If the target is power generation, the 

working fluids giving the highest second law 

efficiencies (those ones with a critical temperature close 

to the highest temperature of the cycle) should be 

chosen. Among these fluids, an economic analysis 

should be carried out to determine whether the use of a 

recuperator is justified or not. For those working fluids 

with a low second law efficiency, the power production 

is lower when comparing to the rest, and, since the 

amount of heat into the cycle is fixed, the heat rejected 

in the condenser is higher. This means that those 

working fluids with a low second law efficiency may 

have a promising potential for co-generation if the 

rejected heat in the condenser is used. For example, the 

ethane, with a second law efficiency of 21.15% rejects 

2326.23 kW in the condenser at an inlet temperature of 

almost 56 ºC, while the recuperated propylene rejects 

2225.36 kW with a plant efficiency of 33.42% and an 

inlet condenser temperature lower than 32 ºC.  

 

Figure 4. Influence of the critical temperature on the 

BWR for all the simulated working fluids 

 

[ºC] 
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   Table 3. Main obtained results 

           

 

 

 

 

 

 

 

 

Fluid Cycle layout Cycle 

configuration 
𝑚̇𝑤.𝑓 𝑊̇𝑡𝑢𝑟𝑏 𝑊̇𝑝𝑢𝑚𝑝 𝑊̇𝑛𝑒𝑡  𝜂𝐼.𝑝𝑙𝑎𝑛𝑡 𝜂𝐼𝐼.𝑝𝑙𝑎𝑛𝑡 

[-] [-] [-] [kg/s] [kW] [kW] [kW] [%] [%] 

Acetone Simple Subcritical 3.83 274.76 1.23 273.53 4.69 31.69 

Ammonia Simple Subcritical 1.91 276.88 11.80 265.08 4.55 30.71 

Benzene Simple Subcritical 4.64 271.89 0.71 271.17 4.66 31.41 

Butane Simple Subcritical 5.64 282.08 11.84 270.24 4.64 31.31 

Cis-butene Simple Subcritical 5.36 279.29 9.06 270.23 4.64 31.30 

CO2 Simple Transcritical 12.00 375.77 192.37 183.40 3.15 21.25 

Cyclopropane Simple Subcritical 4.87 293.58 19.95 273.62 4.70 31.70 

DMC Simple Subcritical 4.73 270.10 0.50 269.60 4.63 31.23 

DME Simple Subcritical 4.87 291.00 17.36 273.65 4.70 31.70 

Ethanol Simple Subcritical 2.38 272.65 0.47 272.18 4.67 31.54 

i-Hexane Simple Subcritical 5.64 271.14 2.14 269.00 4.62 31.16 

MM Simple Subcritical 7.75 263.19 0.97 262.22 4.50 30.38 

Propane Simple Subcritical 5.91 322.06 48.05 274.00 4.70 31.74 

Propylene Simple Transcritical 6.15 344.63 62.44 282.19 4.84 32.69 

Propyne Simple Subcritical 4.27 291.07 15.85 275.22 4.72 31.88 

R134a Simple Subcritical 10.75 305.29 30.1 275.19 4.72 31.88 

R152a Simple Subcritical 7.05 297.40 20.50 276.91 4.75 32.08 

R161 Simple Subcritical 5.91 308.65 30.38 278.27 4.78 32.24 

R1234yf Simple Transcritical 13 324.11 48.09 276.02 4.74 31.98 

R1234ze Simple Subcritical 12.16 299.04 28.62 270.42 4.64 31.33 

Toluene Simple Subcritical 0.96 269.53 0.40 269.13 4.62 31.18 

Water Simple Subcritical 0.96 155.44 0.18 155.26 2.67 17.99 

Acetone Recuperated Subcritical 4.13 276.81 1.19 275.63 4.72 31.86 

Ammonia Recuperated Subcritical 1.89 273.08 11.91 261.18 4.47 30.19 

Benzene Recuperated Subcritical 5.09 273.85 0.68 273.17 4.68 31.57 

Butane Recuperated Subcritical 6.01 286.31 11.27 275.03 4.71 31.79 

CO2 Recuperated Transcritical 12.59 343.64 150.12 193.53 3.32 22.37 

Cyclohexane Recuperated Subcritical 5.75 272.76 0.90 271.86 4.66 31.43 

DMC Recuperated Subcritical 5.26 271.96 0.47 271.49 4.65 31.38 

DME Recuperated Subcritical 5.43 296.11 16.51 279.61 4.79 32.32 

Heptane Recuperated Subcritical 5.98 276.23 0.72 275.51 4.72 31.85 

i-Hexane Recuperated Subcritical 6.48 278.96 2.08 276.88 4.74 32.01 

i-butane Recuperated Subcritical 6.58 293.03 16.97 276.06 4.73 31.91 

Methanol Recuperated Subcritical 1.91 256.80 0.52 256.27 4.39 29.62 

MM Recuperated Subcritical 9.40 279.85 0.94 278.91 4.78 32.24 

n-Pentane Recuperated Subcritical 7.40 288.55 10.00 278.55 4.77 32.20 

Propane Recuperated Subcritical 6.34 324.08 39.52 284.56 4.87 32.89 

Propylene Recuperated Subcritical 6.31 345.57 56.41 289.17 4.95 33.42 

Propylene Recuperated Transcritical 6.31 346.72 64.43 282.29 4.84 32.63 

Propyne Recuperated Subcritical 4.68 294.02 15.17 278.85 4.78 32.23 

R134a Recuperated Subcritical 13.16 308.82 26.31 282.50 4.84 32.66 

R152a Recuperated Subcritical 7.74 303.48 19.53 283.96 4.86 32.82 

R161 Recuperated Subcritical 6.34 314.20 29.34 284.86 4.88 32.93 

R245fa Recuperated Subcritical 11.42 284.94 7.63 277.31 4.75 32.05 

R1234yf Recuperated Transcritical 14.41 337.61 53.89 283.73 4.88 32.92 

R1234yf Recuperated Subcritical 14.48 337.26 47.84 289.42 4.96 33.46 

R1234ze Recuperated Subcritical 13.90 303.39 23.24 280.16 4.80 32.38 

Toluene Recuperated Subcritical 5.35 271.63 0.38 271.25 4.65 31.36 

H2O Recuperated Subcritical 0.96 154.92 0.18 154.74 2.65 17.90 
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4.2 Pump sensitivity analysis 

Geothermal energy allows to work at part-load 

conditions when desired. (Landelle et al, 2017) stated 

efficiency losses of more than a 50% when operating 

below the nominal power plant conditions, and this, 

joint to the fact that each working fluid has a single and 

limited operating range in which it is optimal (Hærvig, 

2016) has led to the conclusion that a pump sensitivity 

analysis should be carried out in this work. In this 

sensitivity analysis, one of the goals is to determine 

which working fluid is the optimal and for which range 

of pump polytropic efficiency, setting the nominal pump 

efficiency as 70% based on the literature review 

(Brosukiewicz-Gozdur, 2013). The analysis was then 

performed for 5 different working fluids. These were: 

• Toluene: Working fluid operating under subcritical 

conditions with the lowest power consumption  

• R161: Working fluid operating under subcritical 

conditions with the highest power consumption 

• R1234yf: Working fluid operating under 

transcritical conditions with the lowest power 

consumption 

• CO2: Working fluid operating under transcritical 

conditions with the highest power consumption 

• Propylene: Best working fluid for the non-

recuperated layout. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Effect of the pump polytropic efficiency on 

the overall plant second law efficiency for different 

working fluids 

 

Efficiencies from 10% to 100% were analyzed for all 

these fluids. Results for the second law plant efficiency 

can be found in Figure 5. It can be seen that the second 

law efficiency suffers a great variation for all the fluids 

except for toluene. CO2 shows the greatest variation, 

because it is the working fluid that requires the highest 

power consumption in the pump (high operating 

pressures), and any small change in the pump polytropic 

efficiency leads to important changes on the net power 

output and plant efficiency. For pump efficiencies 

reduced below 30%, the efficiency of the plant turns out 

to be negative (the power consumption is higher than the 

power produced in the expander). Even at a 100% pump 

efficiency, the CO2 would still be the worst working 

fluid because of other irreversibilities in the cycle. The 

pump efficiency determines which working fluid is the 

best one at each operating point. Toluene is found to be 

the working fluid giving the second worst efficiency for 

efficiencies higher than a 70%, but, for pump 

efficiencies lower than 50%, it becomes the best choice. 

The reason for this is that the BWR for this fluid is low, 

and this means that any change of the pump polytropic 

efficiency has a minor impact on the efficiency. 

Propylene, which was the working fluid giving the best 

efficiency for the base case is still giving the best results 

for efficiencies higher than 70%. However, when the 

pump efficiency drops below this value, it is the second 

worst working fluid. This gives insight about how 

important the pump efficiency is for the performance of 

the cycle. Despite transcritical cycles might appear as 

the most sensible to pump efficiency changes, some 

subcritical cycles can be more sensitive. The BWR can 

be used as a good indicator of the sensitivity of the cycle 

to the pump efficiency. At the same time, the BWR is a 

strong function of the critical temperature of the 

working fluid. Figure 5 also shows that R1234yf and 

propylene need to move from transcritical to subcritical 

conditions to reach the optimal performance when the 

pump efficiency is below 30%, due to the high power 

consumption that operating at transcritical conditions 

with a low pump efficiency implies. 

When comparing the obtained results with the 

literature, it was found that similar results were obtained 

in (Brosukiewicz-Gozdur, 2013). Even though this work 

includes the simulation of working fluids that were not 

considered by (Brosukiewicz-Gozdur, 2013), the same 

tendencies were obtained for the same studied working 

fluids, meaning that propylene is the working fluid with 

the highest specific power consumption, followed by the 

propane, while toluene presents the lowest one. 

4.3 Turbine stages analysis 

Since the specific work produced in the turbine is lower 

in the ORC than for gas and steam turbines, the 

expansion process can be handled in few stages. 

Assuming a fixed efficiency for the turbine 

(independent of factors such as the working fluid) leads 

to unrealistic results (Astolfi and Macchi, 2015). In this 

work, 1, 2 and 3 stage axial turbines have been studied 

in order to determine how this may affect the 

[%] 

  
[%

] 
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performance of the whole plant when different working 

fluids are used. To do so, the turbine efficiency was 

studied as a function of the Volume Ratio (which 

accounts for compressibility effects (Macchi, 2013)) 

and the Size Parameter (which accounts for the 

dimensions of the expander). Each pair of SP and VR 

gives a specific turbine efficiency, which increases with 

lower VR and higher SP (Astolfi and Macchi, 2015). For 

the low density at the outlet of the turbine results into a 

high SP, which benefits the turbine efficiency. shows 

how the expander efficiency influences the overall 

power plant second law efficiency. Three different 

efficiencies were obtained for each studied working 

fluid, corresponding to a 1-, 2- or 3-stage expansion. 

Results from Figure 6 show that increasing the 

number of stages leads to an increase of the expander 

efficiency for all the simulated working fluids, 

although some of them are more sensitive to this 

change than others. The best and worst working fluids 

are still the same (propylene and CO2 respectively) 

when moving from 1 to 3 expansion stages. Regarding 

the rest of the working fluids, some as acetone, butane, 

and MM are experiencing the greater improvements 

when increasing the turbine number of stages, while 

the R32 and the propyne are experiencing the lowest 

ones. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. Influence of the expander efficiency on the 

second law efficiency of the whole power plant for 

different working fluids 

 

Increasing the number of expansion stages for MM 

results into an increase of the turbine efficiency close to 

a 5%, which implies a second law efficiency 

improvement of 1.76%. Acetone also shows a great 

turbine efficiency improvement when increasing the 

number of stages, a 3.63%, which results into a second 

law efficiency rise of 1.29%.  

Fluids such as R32 experience only an improvement 

of 1.83% on the turbine efficiency when moving from 1 

to 3 stages of expansion, and this means a plant 

efficiency increase of only 0.65%. On the other side, for 

CO2, even though the turbine efficiency experiences one 

of the highest improvements (3.72%), the second law 

efficiency does not experience a great change (only 1%). 

Figure 7 shows how the SP and 𝑉𝑅  influence the 

efficiency of the turbine with only one stage for the 

different simulated working fluids. Working fluids with 

the highest efficiencies are the H2O, methanol, acetone 

and toluene, while those ones with the lowest turbine 

efficiencies are CO2, ammonia and propylene. For the 

low density at the outlet of the turbine results into a high 

SP, which benefits the turbine efficiency. 

 

Figure 7. Volume ratio and Size Parameter influence 

on the expander efficiency with one stage of 

expansion and for the different simulated working 

fluids. 

5 Conclusions 

After having carried out an analysis of the ORC for 39 

different working fluids and under different cycle 

layouts and configurations, some conclusions have been 

reached: 

1. Those working fluids with a critical temperature 

and maximum temperature of the cycle 

relationship between 0.93 and 1.02 (such as 

propylene and R1234yf) are showing the best 

results. Fluids with too low critical temperatures 

are giving the lowest efficiencies. 
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2. Regarding the use of a recuperator, the dry and 

isentropic fluids are experiencing the highest 

efficiency improvements, while some wet fluids 

do not have potential to operate under this cycle 

layout (the second law efficiency for the whole 

power plant drops). 

3. Fluids with a low critical temperature are much 

more dependent on the pump performance than 

those ones with a high critical temperature, due to 

the high Backwork Ratios of the former. 

4. Increasing the number of stages for the turbine 

results into an efficiency improvement for all the 

studied cases. The degree of improvement is a 

function of the variation of the 𝑉𝑅  and SP. 

5. It was demonstrated that H2O and CO2 are not 

suitable working fluids for an ORC with a low-

temperature heat source for low-capacity power 

plants. In case of co-generation for the cycle or 

higher power productions, their potential may 

increase, but this should be studied. 
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Abstract
The past modelling of electrical powers systems used to
be a the domain of a few major power system modelling
tools.

Commercial tools1 like DIgSILENT PowerFactory [3],
POWERSYS EMTP-RV [17], PSCADTM [14], Siemens
PSS/E R⃝ [20] are just some examples. All of them very
powerful but with their own proprietary format for the
models created makes it hard to exchange validated mod-
els of power systems.

In order to disconnect the dependency of the power sys-
tem model from the power system tool a project funded
by the European Commission was started called “iTesla
– Innovative Tools for Electrical System Security within
Large Areas” [7]. One of the results of the project was
the creation of a open-source modelling library called
iPSL [24].

The library was created using the open-source Modelica
modelling language which in turn allows to be used with
several different Modelica modelling tools. The strong
focus during the project was the validation of the mod-
els contained in the library. Most components stem from
other tools (e.g., PSAT [15], PSS/E R⃝ [20]).

But the iPSL is by far not the first open-source power
system library written in Modelica. Other libraries

which have been around before are: SPOT [1],
ObjectStab [11] and PowerSystems [6] (an updated
subset of SPOT). In addition the iPSL library has been
“forked” as OpenIPSL [21] by SmartTS Lab which is one
partners of the original “iTesla” project.

This paper is going to investigate the differences of
the different available power system libraries. Point out
their specific strength and weaknesses with respect to user-
friendliness, robustness, physical representation and vali-
dation.
Keywords: electrical power systems, modelling, simula-
tion, modelica, open-source, libraries

1Listed in alphabetical order.

1 The Libraries
1.1 SPOT

The “Modelica Power Systems Library SPOT” [25] is one
of the first Modelica libraries to model power systems both
in transient and steady-state mode. As a note, the cap-
italised spelling was changed to Spot in the Modelica
package in order to follow Modelica naming conventions.

1.1.1 History

The theory behind the library was first presented at the
Modelica Workshop 2000 in “Advanced Modeling of Elec-
tromagnetic Transients in Power Systems” [1].

1.1.2 Concept

The SPOT library can be described as a general purpose
library suitable to model and simulate power systems in
DC and AC. Due to the special role of 3-phase AC sys-
tems it received a special role in the library. AC systems
are periodically driven systems. An inherent limitation for
efficient integration of such systems is the necessary small
step size

Traditionally, power systems have always been treated
differently depending on the size. Whilst smaller systems
can be investigated using general transient methods, larger
systems are normally restricted to the “power-flow” ap-
proximation. Normally different simulation tools are used
in order to serve the different methods.

The SPOT library treats both cases within one com-
mon framework and brings the power-flow approximation
closer to the general case. This is achieved by use of
a transformed representation of the electrical equations.
The transformed equations contain a steady-state or power-
flow limit, obtained by choosing a synchronously rotating
reference system and omitting the time-derivative. That
implementation leads to a considerable increase of sim-
ulation speed for linear or linearised symmetric systems,
compared to the direct representation. The increase in
simulation speed is only available for linear systems or
as long as when sources do not contain harmonics. As
the electric equations are valid in reference systems with
arbitrary angular orientation, the standard cases ’inertial’
(non-rotating) and ’synchronous’ (rotating with electrical
frequency) system can simply be obtained by an appropri-
ate parameter choice. The same goes for the choice of
Frequency, where 50Hz and 60Hz is an option.
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1.1.3 Library Structure

The structure of the SPOT library is a bit special since it
is shipped as two packages. One containing the library
and its components itself, see Figure 1, and an additional
examples package.

Figure 1. Structure of the SPOT library

The library tries to sort the main application areas into:

• 1-phase and DC applications

• 3-phase periodic signals, i.e., “abc”

• 3-phase transformed, i.e., “dq0”

Components that are common to all the main applica-
tion areas only appear once. For others one has to decide
which system sub-package to choose from in order to cre-
ate the appropriate simulation model. This split into sev-
eral sub-packages of identical components but with differ-
ent equation systems is one of the short-comings from the
usability point of view. Something that has been improved
in derivatives of the SPOT library.

1.1.4 Licence

The SPOT library has been released under the “Modelica
License 1.1” [22], a licence similar to the BSD license.

1.1.5 State of Development
The last official feature release “v0.706” dates back to the
11th September 2007 and was compatible with the Model-
ica 2 language specification. Some years later the library
was cleaned up and upgraded to Modelica 3 language spec-
ification and using the Modelica Standard Library 3.2.1.
This version was called “v0.706.1” and did not contain
any additional functional changes.

The original Author, Hans Jürg Wiesmann, died in 2015
and the SPOT library is no longer officially developed.
However some successors using parts of or all of the SPOT
library are available and are described later on.

1.2 ObjectStab
The ObjectStab library [12] is a Modelica Library
for Power Systems Voltage and Transient stability simu-
lations.

1.2.1 History
This library was just like the theory behind SPOT pre-
sented at the Modelica Workshop 2000 in “ObjectStab Li-
brary – A Modelica Library for Power System Stability
Studies” [11].

1.2.2 Concept
Where the SPOT library was more a general purpose
power systems library, the ObjectStab library concen-
trates mainly on electrical transmission and generation
systems. Standard assumptions for multi-machine tran-
sient stability simulations are made. For example gener-
ator stator and network time constants are neglected and
voltages and currents are assumed to be sinusoidal and
symmetrical. Most components are modelled according
to the guidelines form the book given in “Power System
Dynamics and Stability” [13].

1.2.3 Library Structure
The structure of the ObjectStab library is shown in Fig-
ure 2.

It contains:

• Generators with constant frequency and voltage as
slack or PV nodes, or using 3rd or 6th order dq-
models with excitation and prime mover control sys-
tems.

• Transmission lines in π-link or series impedance rep-
resentation.

• Reactive power compensation devices; shunt reac-
tors, shunt capacitances and series capacitances ac-
cording to [13].

• Fixed ratio transformers.

• On-load tap changing transformers (OLTC) mod-
elled as detailed discrete models or using their
corresponding continuous approximations according
to [19].
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Figure 2. Structure of the ObjectStab library

• Static and dynamic loads, including induction motor
according to [13] and generic exponential recovery
loads according to [9].

• Busses.

• Faulted lines and busses including fault impedance.

1.2.4 Licence

The ObjectStab library has been released under the
“Modelica License 1.1” [22], a licence similar to the BSD
license.

1.2.5 State of Development

The last official feature release “v1.0c” dates back to
the 25th September 2002 and was compatible with
the Modelica 1 language specification. That release
is still using the Modelica Standard Library 1.6 and
ModelicaAdditions 1.5, something that makes it
hard to use with current Modelica tools.

In 2014 and 2015 some effort was made to upgrade the
ObjectStab library to current Modelica, i.e., make it
work with Modelica Standard Library 3.2.1. This work
was executed by Dietmar Winkler and with some help of
the late Hans Jürg Wiesmann. However due to the depen-
dencies of Petrinet models that are no longer available in
the current Modelica Standard Library and the lack of any
correct and Modelica standard conform state machine suc-
cessor, some models will not work fully in standard Mod-
elica tools.

There have been some non-official updated versions of
the ObjectStab library distributed to individuals to by
the original Author but those have never been published
officially and contained changes were not documented.

The current state of the development version can be ob-
tained from [12].

1.3 PowerSystems

The PowerSystems library [26] is intended for the mod-
elling of electrical power systems at different levels of de-
tail both in transient and steady-state mode.

1.3.1 History

Given that latest version of ObjectStab was published
in 2002 and the the SPOT library has not been further de-
veloped since 2007 a new attempt to revive power sys-
tem modelling using Modelica was presented at the 10th

International Modelica Conference in the paper “Flexi-
ble modeling of electrical power systems – the Model-
ica PowerSystems library” [6]. That paper presented the
PowerSystems library which could be called a slim-
lined successor to the SPOT library. Interesting is that the
original developer of SPOT was helping developing this
new PowerSystems library.

1.3.2 Concept

The SPOT library was offering nice features like use of
per-unit systems or SI-unit system depending on choice.
At the same time the multiplication of components for
the different phase-systems was creating a lot of code-
duplications.

The PowerSystems library introduces a nice replace-
able phase-system which allows to have one instance of a
component but with different equation systems activated.
This makes the library more compact and user-friendly. It
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can be used to calculate simple power balances but also
allows for usage of quasi-static models up to the treatment
of detailed transient effects. The main focus are electric
power network applications, something that lead to only
using only part of the SPOT library

1.3.3 Library Structure

The structure is shown in Figure 3 and if compared with
Figure 1 the heritage is quite obvious.

Figure 3. Structure of the PowerSystems library

One can see that the PowerSystems library got rid
of unnecessary duplications of sub-packages (by use of the
phase-systems feature). Also the Examples sub-package
is now part of the library as is much more common in Mod-
elica library, rather than having them as external package.

1.3.4 Licence

The PowerSystems library has been released under the
“Modelica License 2” [23].

1.3.5 State of Development

The last official feature release “v0.6.0” is from the
18th January 2017 and is under active development on

GitHub [26] by Rüdiger Franke and contributors. The
progress and issues can be followed publicly.

1.4 iPSL

The iPSL stands for ”iTesla Power System Library” [8]
and is a Modelica library developed as part of the iTesla
project [7].

1.4.1 History

Developed as part of the “iTesla – Innovative Tools for
Electrical System Security within Large Areas” - project
(supported by the European Commission under the 7th
Framework Programme). The original project ran from
2012 to 2016.

1.4.2 Concept

The library contains a set of power system component
models for phasor time domain simulations especially.
The goal was to build a model library that allows to
use different tools to compare results in order to vali-
date power system models. Hence instead of building up
models using generic electrical equations to describe the
physical behaviour, reference models that are used other
existing power system tools are implemented (e.g., EU-
ROSTAG [4], PSAT [15], PSS/E R⃝ [20]). That way the
results can first be compared to the different tools they
originate from and then also with each other.

1.4.3 Library Structure

The structure of the iPSL is shown in Figure 4.
The structure demonstrates that instead of having one

model for a specific machine, e.g., generator, there are
several models based on the originating implementation
reference.

This is quite a special way to build up a modelling li-
brary and brings some caveats which will be discussed
later.

1.4.4 Licence

The iPSL has been released under the “Mozilla Public
License Version 2.0” [5].

1.4.5 State of Development

The last official feature release “v1.1.1” is from the 9th

June 2017 and is under active development on GitHub [8].
The development progress and issues can be followed pub-
licly.

1.5 OpenIPSL

The OpenIPSL stands for Open-Instance Power System
Library and is a fork of of the iTesla Power System Li-
brary - iPSL, currently developed and maintained by the
SmarTS Lab research group, collaborators and friends.

1.5.1 History

When the original iTesla project was completed on 31st

March 2016, part of iTesla consortium continued the de-
velopment of the iTesla Power System Tool [18] which
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Figure 4. Structure of the iPSL

utilises the iPSL. Hence the iPSL continued to be devel-
oped in such a way to fulfil the needs of the iTesla Power
System Tool which not necessarily fits the needs of gen-
eral power system researcher and teachers.

The developers attached to the SmartTS Lab de-
cided therefor to fork the iPSL under the new name
OpenIPSL. Approximately 75% of the original iPSL de-
velopers continue the development of OpenIPSL.

1.5.2 Concept

In principle, the concept of OpenIPSL is of course the
same as the iPSL. But in contrast its to be used as a
research library with maximum compatibility with Open-
Modelica [2] (to provide a free/libre and cost-free alterna-
tive for power system dynamic simulation)and to provide
as many as possible typical "test networks" for use in re-
search and teaching. Not having to serve a certain tool
interface, it is now also free to adapt the models to a more
object-oriented coding style.

1.5.3 Library Structure

The structure of the OpenIPSL is shown in Figure 5.
Due to the recent split from the iPSL the general struc-

ture is still very similar. The difference is mainly some
better usage of Modelica language features and cleaner di-
agram representation. In addition the SMART Lab group
removed all sub-packages that are based on models from
tools where they do not have access to and/or are lacking
any documentation on the implementation background.

1.5.4 Licence

The OpenIPSL has been released under the “Mozilla
Public License Version 2.0” [5].

1.5.5 State of Development

The last official feature release “v1.0.0” is from the
16th December 2016 and is under active development on
GitHub [oipsl-lib]. The development progress and issues
can be followed publicly.

2 Example Application
In order to demonstrate how the libraries appear visually
when modelling an example power system was chosen.
The following figures show the “Example 13.2” from [10]
which is used to analyse the transient stability of a power
system which experiences a three-phase to ground fault at
one of the busses.

Figure 6 shows the OpenIPSL version, Figure 7 shows
the PowerSystems version and Figure 8 shows the
ObjectStab version.

The representation from the iPSL would be very much
alike the OpenIPSL though lately also dynamic dis-
plays of the dynamic power-flow values were added to
the OpenIPSL on the diagram. Similarly the model
from SPOT would have looked identically to that of the
PowerSystems library, since the graphic properties
have not been changed much.
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Figure 5. Structure of the OpenIPSL

3 Usability
3.1 User-friendliness
One thing that becomes very apparent when working with
the different power system libraries is the different focus
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Figure 6. Kundur, example 13.2 with OpenIPSL
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Figure 7. Kundur, example 13.2 with PowerSystems library
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Figure 8. Kundur, example 13.2 with ObjectStab library

on usability vs. compliance with other tools. Both the
SPOT and PowerSystems library on the one end of
the scale providing models of lines and machines with
standard parameter sets as seen in real live. For the
PowerSystems library even providing ready to use pa-
rameter for different standard line types. One can enter the
length in Km and the material and will get the reactance
and resistance values accordingly.

The three other candidates (ObjectStab, iPSL,
OpenIPSL) are on the other end of the scale. Here needs
to provides parameters like reactance and resistance di-
rectly. Also one needs to take care of possible per-unit
conversion due to different system or machine base one-
self.

Both methods have their benefits and drawbacks.
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E.g., implementing a text book example with given per-
unit values would be easier more straight forward in
ObjectStab, iPSL, OpenIPSL. The same goes for
models taken from other power system simulation tools
like PSS/E, where the parameter set is normally given in
per-unit values and not physical dimensions.

Implementing a practical problem on the other hand
would be easier using the PowerSystems library (and
SPOT for that matter).

3.2 Use of Modelica features
When looking at the level usage of Modelica features then
basically the SPOT and PowerSystems library are the
winner. Here the full power of switched models (e.g.,
phase-system) and inheritance and library structure are
fully put into use.

The ObjectStab library is simply too old to make
use of features that have been implemented in later ver-
sions of the Modelica language. iPSL and OpenIPSL
had the challenge to stay as close to the original reference
models, which often meant system-flow oriented mod-
elling and not making use of the power of equations.

3.3 Documentation
Unfortunately only the PowerSystems and SPOT li-
brary contain extensive and usable documentation of the
models and a user’s guide as part of the library.

The other library basically point either to the original
presentation paper (ObjectStab) or to the reference
tools where the models were taken from.

3.4 Robustness
The SPOT and PowerSystems library were developed
as generic multi-purpose libraries (the latter less so). Un-
fortunately this leads to a certain amount of complexity
which in turn again leads to a series of parameters that
can/must be set. Not knowing the correct fitting parame-
ters can easily lead to a non-solvable equation system and
can be frustrating to the user.

The ObjectStab, iPSL and OpenIPSLhave a re-
stricted set of parameters available (when compared with
the other two) and therefor tend to lead to more robust
simulation models with less numerical issues.

All of the libraries on the other hand depend on initial
conditions that are in the proximity of a stable power sys-
tem. Basically that meant one needs steady-state power
flow calculations before hand to parameterise the systems.
One can get lucky to be able to get the model running and
converging towards a stable power flow but often this is
not the case.

4 Validations
The PowerSystems and SPOT library do not name spe-
cific validation cased. The only reference for them are
basically some real-life applications that were published.

The ObjectStab library notes that the component li-
brary has been validated using comparative simulations

with EUROSTAG.
The iPSL and OpenIPSL basically only contain vali-

dated modes using software-to-software comparison. This
was the original reason to build the iPSL in the first
place. They contain models validated against CGMES2,
Simulink, EUROSTAG (iPSL only), PSAT and PSS/E.

5 Other options
Despite the open-source libraries presented
here so far, the Modelica Standard Library it-
self contains the quasi-static library package
“Modelica.Electrical.Quasitationary”
that could potentially also be used for power systems
modelling.

Another library that needs to be mentioned in this
context is another successor of the SPOT library, the
“ElectricPower library” [16]. It is a commercial prod-
uct of Modelon and therefor not part of the comparison.

6 Outlook
When looking at the future of the presented library options,
from my perspective both, the iPSL and the OpenIPSL,
will continue to be actively developed. It will be interest-
ing to see to what degree the iPSL’s dependency of the
iTesla Power Tool will restrict the “clean up” of the struc-
ture. This is something that the OpenIPSL might be able
to use to its advantage of a more flexible development fu-
ture.

As for the PowerSystems library, it is actively devel-
oped, has better documentation and is more user-friendly.
Something that might push its application further espe-
cially for new-comers.

The ObjectStab library is most likely deprecated by
iPSL and OpenIPSL alike.

The SPOT library has already two active projects carry-
ing on. In a reduced form as PowerSystems library and
in the commercial ElectricPower library,
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Abstract
The two degrees of freedom (2-DOF) helicopter is an
openloop unstable multi-variable process. Various control
strategies can be applied to stabilize the system for track-
ing and regulation problems but not all control methods
show equal capabilities for stabilizing the system. This
paper compares the implementation of a classical PID
controller, a linear quadratic regulator with integral ac-
tion (LQR+I) and a model predictive controller (MPC) for
stabilizing the system. It has been hypothesized that for
such an unstable MIMO (multi input multi output) pro-
cess showing cross coupling behavior, the model based
controllers produces smoother control inputs than the clas-
sical controller. The paper also discusses the necessity of
including the derivative part of the PID controller for sta-
bilization and its influence to the measurement noises. A
Kalman filter used for estimating unmeasured states may
produce bias due to model mismatch. The implementa-
tion and comparison is based on a 2-DOF experimental
helicopter prototype.
Keywords: 2-DOF helicopter, MPC, LQR, PID, Kalman
filter, qpOASES

1 Introduction
In many publications where various control strategies are
implemented and compared, there is a lack of verifica-
tion of the implementation and experimentation with a real
process. Most of the studies are simply based on simula-
tion results and there are no experimental data to back-up
their results. In this paper, we have tried to bridge the gap
between simulation results and the real world implemen-
tation.

This paper is based on a 2-DOF helicopter unit. Various
studies about this process can be found in literature with
respect to tracking and regulation problem, see (Su et al.,
2002; Lopez-Martinez et al., 2004; Yu, 2007; M. et al.,
2010; Barbosa et al., 2016; Neto et al., 2016). The results
of these studies look very promising, however, many of
these studies are solely based on simulation results. At
the university college of Southeast Norway (USN), a pro-
totype of a two degrees of freedom helicopter model has
been built from the scratch. All the control and estimation
strategies discussed in this paper are actually implemented
to the real unit.

Figure 1 shows the schematic of a 2 DOF helicopter unit
at USN with the side view and the top view. It consists of

two propellers (pitch and yaw) driven by motors.
The unit has two inputs: (a) voltage to the front or pitch

motor/propeller system, and (b) voltage to the back or yaw
motor/propeller system. When voltage is applied to the
pitch motor, the pitch propeller rotates and it generates
thrust, and the helicopter lifts up. Thus voltage to the pitch
motor/propeller control the elevation (or pitch) of the heli-
copter nose about the pitch axis. When voltage is applied
to the yaw motor, the yaw propeller rotates and it gener-
ates torque in anti-clockwise direction, and the helicopter
rotates about the yaw axis. The angle between the pitch
axis and the helicopter body axis is called the pitch angle.
The angle between the yaw axis and the helicopter body
axis is called the yaw angle. The pitch and the yaw angles
are measured by using the angle sensors as shown in Fig-
ure 1. Thus, these are the two outputs of the system which
are measurable.

When designing a controller for this process, the goal
is to stabilize the system and keep track of the pitch angle
and the yaw angle. Initially this task seems straight for-
ward and simple. In reality, it is not so due to the presence
of the cross coupling nature and the dead band feature in
the process making the control task very challenging.

In this paper, three different control strategies are im-
plemented for stabilizing the system. The response shown
by the real unit for these control strategies are compared
and discussed in detail. The paper is organized as follows:
In section 2, a brief description of the mathematical model
of the process is given. Section 3 describes the implemen-
tation of the three control strategies. Experimental results
are presented in section 4. A detailed discussion on the
experimental results and their comparison is provided in
section 5. Finally, conclusion are drawn in section 6.

2 Model of the 2-DOF helicopter unit
Let us define that Vmp := voltage applied to the pitch mo-
tor, Vmy := voltage applied to the yaw motor, θ := pitch
angle and ψ := yaw angle.

The process is a cross-coupled MIMO system. When
sufficient voltage is applied to the front motor, the heli-
copter not only pitches up but it also starts to rotate at the
same time i.e. the input Vmp affects both outputs θ and ψ .
Similarly, when sufficient voltage is applied to the back
motor, the helicopter rotates in the anti-clockwise direc-
tion and at the same time, it also changes its pitch a little
i.e. the input Vmy affects both outputs θ and ψ . The ef-
fect of Vmp on ψ is very strong denoted by strong cross-
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Figure 1. 2-DOF helicopter unit at USN (side view and top view)

coupling in Figure 1, while the effect of Vmy on θ is weak
denoted by weak cross-coupling.

The system can be described with four states: θ , ψ ,
pitch angular velocity (ωθ ) and yaw angular velocity
(ωψ ). The dynamics of the 2-DOF helicopter unit is mod-
elled using Newton′s laws of motion and Euler-Lagrange
equations of energy. The model is described by a set of
four ordinary differential equations (ODEs) developed by
Quansar Inc. (Qunasar Inc., 2011).

dθ

dt
= ωθ , (1)

dψ

dt
= ωψ , (2)

dωθ

dt
=

KppVmp

Jeq,p +mhelil2
cm
−

KpyVmy

Jeq,p +mhelil2
cm

−
mheliω

2
ψ sin(θ)l2

cmcos(θ)+mheligcos(θ)lcm

Jeq,p +mhelil2
cm

−
Bpωθ

Jeq,p +mhelil2
cm

,

(3)

dωψ

dt
=

KypVmp

Jeq,y +mhelicos2(θ)l2
cm
−

KyyVmy

Jeq,y +mhelicos2(θ)l2
cm

−
2mheliωψ sin(θ)l2

cmcos(θ)ωθ

Jeq,y +mhelicos2(θ)l2
cm

−
Byωψ

Jeq,y +mhelicos2(θ)l2
cm

.

(4)

The parameters of the system with the description is listed
in Table 1.

2.1 Dead band
The real process features dead band dynamics. There ex-
ists a minimum positive voltage on the pitch motor that is
required to just lift up the helicopter, here defined as V dead

mp .
Application of pitch voltage lower than V dead

mp produces no
effect on the unit. Similarly, there exists a range of positive
voltages to the yaw motor for which the system does not
react at all (including the case when Vmp > V dead

mp ). This
voltage range, here defined as V dead

my is the minimum volt-
age on the yaw motor required to just rotate the helicopter.
In the helicopter units at USN, V dead

my is not a constant pa-
rameter but varies slightly with how much Vmp is being
applied to the system. However, V dead

my which is found ex-
perimentally is assumed to be constant in this paper.

To incorporate the effect of dead band, the process
model should be adjusted. If the yaw voltage is less
than V dead

my , then Vmy = 0 in Equations 3 and 4, i.e. for
0≤Vmy ≤V dead

my , Vmy = 0. Further more, if the pitch volt-
age is less than V dead

mp , then it has no effect on the yaw
angle ψ . Thus, the first term of Equation 4 is set to zero,
i.e. for 0≤Vmp ≤V dead

mp ,

dωψ

dt
=−

KyyVmy

Jeq,y +mhelicos2(θ)l2
cm

−
2mheliωψ sin(θ)l2

cmcos(θ)ωθ

Jeq,y +mhelicos2(θ)l2
cm

−
Byωψ

Jeq,y +mhelicos2(θ)l2
cm

.

(5)

2.2 Linear Model
To implement a linear MPC and LQR, a linearized ver-
sion of the nonlinear model was developed. Lineariza-
tion was carried out as the truncated Taylor series expan-
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Table 1. Parameters of the system.

Parameter Description Value

lcm Distance between the pivot point and the center of mass of helicopter 0.015 [m]
mheli Total moving mass of the helicopter 0.479 [kg]
Jeq,p Moment of inertia about the pitch axis 0.0172 [kg−m2]
Jeq,y Moment of inertia about the yaw axis 0.0210 [kg−m2]
g Acceleration due to gravity on planet earth 9.81 [m− s2]
Kpp Torque constant on pitch axis from pitch motor/propeller 0.0556 [Nm/V ]
Kyy Torque constant on yaw axis from yaw motor/propeller 0.21084 [Nm/V ]
Kpy Torque constant on pitch axis from yaw motor/propeller 0.005 [Nm/V ]
Kyp Torque constant on yaw axis from pitch motor/propeller 0.15 [Nm/V ]
Bp Damping friction factor about pitch axis 0.01 [N/V ]
By Damping friction factor about yaw axis 0.08 [N/V ]

sion and the details have not been shown in this paper.
Let x = [θ ,ψ,ωθ ,ωψ ]

T represent the states of the system,
u = [Vmp,Vmy]

T are the control inputs to the system and
y = [θ ,ψ]T are the measured outputs from the system. If
xop,uop and yop denotes the operating points for the states,
control inputs and outputs, and dt = 0.1 is the sampling
time, then the linearized model in the deviation form in
discrete time domain is written as,

δxk+1 = Aδxk +Bδuk (6)
δyk =Cδxk (7)

Here, A,B,C and D are the system matrices such that
A ∈ Rnx×nx B ∈ Rnx×nu and C ∈ Rny×nx with nx = 4 is the
number of states, nu = 2 is the number of control inputs
and ny = 2 is the number of outputs. δxk = xk− xop is the
deviation of the states from the operating point. Similarly,
δuk = uk−uop and δyk = yk− yop.

3 Control of the process
The primary use of controllers for this process is to sta-
bilize the helicopter such that the pitch angle (θ ) and the
yaw angle (ψ) are kept at their given setpoints. The volt-
ages to the pitch and yaw motors are the control inputs.
Although in real life, a helicopter remains horizontal dur-
ing normal flight i.e with a setpoint of θSP = 00, for this
helicopter unit at USN, the performance of the controller
will be studied for different setpoint changes for both an-
gles. Three control structures are utilized to control the
process. Each of them will be discussed briefly in this
section.

3.1 PID controller
The classical PID control algorithm is described by,

u(t) = Kp

(
e(t)+

1
Ti

∫ t

0
e(τ)dτ +Td

de(t)
dt

)
(8)

where e is the control error given by e = yre f −y with yre f
being the reference variable or the setpoint. Kp is the pro-

portional gain, Ti is the integral time and Td is the deriva-
tive time; the three parameters of the control algorithm.
The PID controller was implemented in Simulink along
with the anti-windup feature.

Two independent PID controllers were used: one to
control the pitch angle by manipulating the pitch voltage,
and the other to control the yaw angle by manipulating the
yaw voltage. The parameters of the PID controllers were
obtained by using the auto tuning feature (which utilizes
the model of the process) available in the simulink PID
block. The values of the PID parameters obtained from
the auto tuning was manually refined slightly. For this
particular process, it is worth mentioning that manual tun-
ing of the PID parameters is not trivial and can be difficult
even with an expert knowledge on both the process and
the controller.

3.2 LQR with integral action
The linear quadratic regulator is a well established model
based control algorithm. The theory behind LQR is not
the aim of the paper and hence is not included here. Inter-
ested readers can refer to Bertsekas (2017) for theoretical
details. Due to the presence of dead band and large uncer-
tainty in the model parameters, it is necessary to add inte-
grators to the two controlled outputs (the pitch angle and
the yaw angle) for obtaining the integral action for zero
steady state offset. The four states of the system denoted
by x are,

x =
[
θ ,ψ,ωθ ,ωψ ]

T (9)

For the unmeasured states(ωθ and ωψ ), a standard Kalman
filter is used to estimate them. Let x̃ denote the estimated
states. With an infinite horizon cost function defined as

min J =
∫

∞

0

(
x̃T Qx̃+uT Ru

)
dt, (10)

the feedback control law is given by,

u =−K
(
x̃− x̃SP

)
+uop (11)

Here, K is the state feedback gain and is calculated using
MATLAB function lqr. Q and R are the weighting matri-
ces for the outputs and the inputs respectively. The control
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signal produced by the output integrators are added to u to
generate the control signal applied to the actual process,

uapp = u+Ki

∫ (
y− ySP

)
dt (12)

Here, y are the controlled outputs (pitch and yaw angles)
with their setpoints ySP and Ki are the output integrators
gain vector. The estimates of the states are obtained as,

δ x̃k+1 = Aδ x̃k +Bδuk +L(δyk−δ ỹk) (13)

x̃k = δ x̃k + xop (14)

Here, L is the Kalman filter gain and is calculated using
the MATLAB function kalman for appropriately chosen
covariance matrices for states and measurements.

3.3 MPC with integral action
MPC is an advanced model based control where process
constraints can be systematically included in the optimal
control problem formulation. Details about the theory of
MPC is discarded in this paper as it is not the main aim.
Interested readers can refer to Rawlings and Mayne (2009)
for theoretical details. To achieve offset-free performance
and disturbance rejection, the system state is augmented
with integrating constant nonzero disturbance model as,[

δxk+1
dk+1

]
︸ ︷︷ ︸

δ x̃k+1

=

[
A Bd
0 I

]
︸ ︷︷ ︸

Ã

[
δxk
dk

]
︸ ︷︷ ︸

δ x̃k

+

[
B
0

]
︸︷︷︸

B̃

δuk (15)

δyk =
[
C Cd

]︸ ︷︷ ︸
C̃

[
δxk
dk

]
︸ ︷︷ ︸

x̃k

(16)

where, dk ∈ Rnd with nd = ny being the number of un-
measured disturbance variables and equal to the number of
measurements. The matrices Bd ∈Rnx×nd and Cd ∈Rny×nd

are chosen appropriately such that the following condi-
tion holds true for detectability (Pannocchia and Rawl-
ings, 2003).

rank
[

I−A −Bd
C Cd

]
= nx +ny (17)

With a prediction horizon of N, the MPC problem is for-
mulated as a tracking problem with the disturbance aug-
mented model as,

min J =
1
2

N

∑
k=1

δeT
k Qδek +δuT

k−1Pδuk−1

subject to,

δ x̃k+1 = Ãδ x̃k + B̃δuk, with δ x̃0 known

δyk = C̃δ x̃k

δek = δ rk−δyk

uL ≤ uk ≤ uH

(18)

Here, δ rk is the reference, Q ∈ Rny×ny and P ∈ Rnu×nu

are the weighting matrices, uL = 0[V ] and uH = 3[V ] are
the lower and the upper values of the voltage applied to
the motors and δ x̃0 is the known initial values of the aug-
mented state. Let the choice of the vector of unknowns be
zT =

[
δuT ,δxT ,δeT ,δyT ] with nz number of variables.

The MPC problem of Equation 18 is formulated as a stan-
dard quadratic programming (QP) problem as,

min
z

1
2

zT Hz+ cT z

subject to,
bε,L ≤ Aε z = bε,H

zL ≤ z≤ zH

(19)

Without going into details of the problem formulation,
only the final matrices and vectors are listed here.

H =


IN⊗P 0 0 0

0 IN⊗0nx 0 0
0 0 IN⊗Q 0
0 0 0 IN⊗0ny

 (20)

c = 0nz×1 (21)

Aε =

−IN⊗ B̃ INnx − (IN,−1⊗ Ã) 0Nnx×Nny 0Nnx×Nny

0Nny×Nnu −IN⊗C̃ 0Nny×Nny INny

0Nny×Nnu 0Nny×Nnx INny INny


(22)

Here,⊗ denotes the Kronecker product. For this particular
problem there are no inequality constraints other than the
bounds on the decision variables. So we have,

bε,L = bε,H =



Ãδ x̃0
0(N−1)nx×1

0Nny×1
δ r1

...
δ rN


(23)

The optimal control problem given by Equation 19
is implemented in Simulink and an opensource solver
qpOASES (Ferreau et al., 2014; Potschka and Kirches,
2007–2017) is used to solved the QP problems. Out of
Nnu number of optimal values of the control inputs, only
the first nu control signals are applied to the process and
the process is repeated at each sampling time (receeding
horizon strategy).

The unmeasured states ωθ and ωψ and the unknown
disturbances dk are estimated using a standard Kalman fil-
ter algorithm. The details about Kalman filter algorithm
can be found at Simon (2006).
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Figure 2. Step changes in θ with PID

4 Experimental results

4.1 Tracking: step changes

In this section, the performance of the three control strate-
gies for tracking the setpoint is compared. For easy com-
parison, the setpoints for the pitch angles and the yaw an-
gles are changed separately for all three controllers. Fig-
ures 2, 3 and 4 show the results from the PID, LQR+I
and MPC controllers respectively for tracking the pitch
angle of the 2-DOF experimental helicopter unit with step
changes.

Similarly, Figures 5, 6 and 7 show the results from the
PID, LQR+I and MPC controllers respectively for track-
ing the yaw angle of the experimental helicopter unit with
step changes.

4.2 Tracking: Ramping setpoint

In reality, the helicopters do not change angles (both pitch
and yaw angles) in sharp steps. To turn the helicopter, the
yaw angle setpoints should be instead ramped up and/or
down. Similarly, to change the altitude of flight, the pitch
angle setpoints should be ramped up and/or down. To
illustrate the capability of controlling the helicopter unit
when the setpoints are ramped up and down, the model
predictive controller is used with ramped setpoint changes.
For the sake of brevity and to save space, the other two
controllers are not discussed. Figure 8 shows the results
of ramping both the pitch angle and the yaw angle with
MPC.
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Figure 7. Step changes in ψ with MPC
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Figure 9. Disturbance rejection with PID

4.3 Disturbance rejection
In real case scenarios, several disturbances can influence
the flight path of a helicopter. A strong gust of wind, sud-
den drop in air pressure and density can all affect the pitch
and the yaw angle of the helicopter. Such disturbances
should be compensated by the controllers in order to sta-
bilize the system. For the helicopter prototype at USN, to
supply an external disturbance, the body of the helicopter
was moved by applying force manually by hand. In other
words, to mimic the presence of disturbance, external per-
turbation on the pitch and yaw angles were provided man-
ually by the user. Figures 9, 10 and 11 show the perfor-
mance of PID, LQR+I and MPC controller respectively
under the presence of disturbances.

5 Discussion
5.1 Tracking performance
All the three control strategies could satisfactorily stabi-
lize the system for different setpoint changes of both the
pitch and the yaw angles. With the PID controller, the
derivative term (D) is utmost important and should be used
for stabilizing the system. A pure proportional and inte-
gral (PI) controller was not able to stabilize the system.
However, the inclusion of D term was strongly influenced
by the measurement noises and the resulting control in-
puts became noisy. There was chattering of the voltages
applied to the motors. In the experimental helicopter unit,
the chattering of the voltages resulted in unpleasant vibra-
tional sounds from the propellers and mechanical vibra-
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Figure 10. Disturbance rejection with LQR
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tions of the whole rotor propeller system. On the other
hand, the model based controllers (LQR+I and MPC) pro-
duced relatively cleaner control inputs without any chat-
tering. In addition, proper tuning of the PID controllers
was not straight forward owing to the cross coupling na-
ture of the process. It is highly recommended that the
model of the process should be used for tuning of the PID
controllers. In contrast, it was relatively easier to tune the
model based controllers.

When the setpoints on the pitch angles (yaw angles)
were changed, all the three controllers could achieve the
new setpoints while at the same time keeping hold or with-
out losing control of the yaw angles (pitch angles), despite
the presence of a strong cross coupling effect between the
inputs and the outputs.

As has also been described before, in real life the pitch
angle and the yaw angles are not changed in steps but are
instead ramped. The model predictive controller showed
a good response to the ramped setpoints. One benefit of
ramping the helicopter angles is that the control inputs
(voltages to the motors) are not suddenly changed by a
large amount but instead they are changed gradually. This
in practice may/will generate smoother response.

5.2 Disturbance rejection performance
Disturbances were applied manually by the user. Big dis-
turbances (more than ±500 deviations) were applied to
both the pitch and the yaw angles. All three controllers
showed relatively equal and satisfactory performance in
compensating the disturbances.

5.3 Comments on state estimation
The presence of dead band and the mismatch between the
mathematical model and the real process makes it inter-
esting for state estimation. A standard Kalman filter was
applied to estimate the unmeasured states and the distur-
bances for the model based controllers (LQR+I) and MPC.
In Figures 3, 6 and 10 (for the LQR+I controller), it can
be seen that there is a small offset between the estimated
angles (θ : est and ψ : est) and the angles measured by
the sensors (θ : real and ψ : real). However, in Figures
4, 7 and 11 (for the MPC controller), it can be seen that
there is no offset between the estimated angles (θ : est and
ψ : est) and the angles measured by the sensors (θ : real
and ψ : real).

With the MPC, the system states are augmented by a
disturbance model (see Equation 15) and the disturbances
are estimated using a Kalman filter. The estimated dis-
turbances accounts for the dead band and the model mis-
match and hence compensates for any offsets, thus pro-
ducing zero offset between the estimated and the mea-
sured values. On the other hand, with the LQR+I con-
troller, the system states are not augmented with any kind
of disturbance model. The presence of dead band and
model mismatch are hence not compensated, thus produc-
ing small offset between the estimated and the measured
values. This clearly indicates the fact that due to model

mismatch, such offset can be expected as an output from
a Kalman filter algorithm. The important thing is to judge
whether such offsets are important for the control/estima-
tion purpose at hand. If they are not important, and the
closed loop response is stable and correct, such offsets
may simply be discarded.

6 Conclusion
This paper has shown experimental results obtained from
applying different control structures to a real process. The
control structures used in this paper are standard algo-
rithms. They are relatively easier to understand and to
implement. To solve the QP optimal control problems,
open source solver which supports code generation is cho-
sen. This allows us to implement the model based control
structures to a real process using Simulink. The built-in
QP solvers in MATLAB/Simulink does not support code
generation and hence cannot be used for real time con-
trol of processes with fast dynamics such as the helicopter
unit.

For this particular process at USN, the classical PID
controllers show relatively as good performance as the ad-
vanced model based control structures. However, the con-
trol inputs generated by PIDs are noisy. Chattered input
signals applied to the motor cause vibrations and can in-
duce mechanical damage to the unit with time. In addi-
tion, model based control such as the MPC has the added
advantage of including process constraints directly into
the optimization problem. With the PID and LQR+I, con-
straints on the inputs were implemented as ad-hoc if-else
conditions. Finally, the paper also justifies that such ex-
perimental units can be built from the scratch and can be
used for pedagogic purpose with both the classical and the
advanced control algorithms.
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Abstract 
New developments in sensor technology and control 

actuators make it viable to monitor and regulate more 

process variables, providing an opportunity to apply 

advanced multivariable control techniques. Although 

modern control techniques allows the implementation of 

true multiple inputs – multiple output controllers, there 

has been a big gap between theoretical developments 

and real life applications.  At the University of Southeast 

Norway, we proposed a bachelor level course aimed to 

students who have had a previous introductory course to 

classic control, to teach them the fundamentals of 

modern multivariable control techniques, including 

state feedback, LQR and linear MPC. The use of 

Simulink is integrated with the course, to analyze and 

design modern controllers for two real multivariable 

experimental processes. We advocate the use of 

advanced simulation and data acquisition tools to help 

to cover the existing gap between the development of 

modern control algorithms, and their implementation 

with real processes. The experimental testing and final 

tuning of the controllers are an important part of the 

course. 

Keywords: Control Education, Control Design, Control 

Simulation, Multivariable control,  Simulink. 

1 Introduction 

Several authors have pointed to the big gap existing 

between theory and application of advanced 

multivariable control techniques.  One popular claim is 

that most industrial regulatory control needs can be 

satisfied by using several single PID control loops, 

combined in different configurations (cascade, 

feedforward, ratio control, etc.), so modern techniques 

for advances multivariable control are not required. 

    

A fundamental advantage of using PID control is that 

it does not require an explicit, accurate model of the 

process. Simple models can be fitted by using “bump” 

tests, or the controllers can be tuned by using closed 

loop “in situ” techniques like the classic ultimate gain 

method or several of its variations. In addition, several 

PID systems offer now the possibility of auto-tuning 

options, by automatically running a short test on the 

system to find appropriate controller parameters. It can 

also be argued that processes are designed having in 

mind traditional PID systems, and that more efficient 

processes could be designed if modern control 

techniques were considered from the design stage 

(Bernstein, 1999). 

 

On the other hand, academia focus on the formal 

teaching of classic control techniques using Laplace 

transform, poles and zeros location, and frequency 

domain analysis, and modern control techniques using 

state space representations. All of these methods require 

an explicit model, which can be obtained from first 

principles modelling, or from carefully designed 

experiments and using system identification techniques 

(or a combination of both). These models can be 

nonlinear and require linearization, and the analysis and 

modern control design techniques are laborious and 

more suitable to handle using appropriate control 

software tools. Implementation on the real process 

requires the use of data acquisition hardware, and it is 

communally done using software tools different than the 

ones used for the system analysis  and controller design.  

 

The final tuning of the controllers requires a trail and 

error testing procedure. The common approach in 

academia is to demonstrate the controllers using 

simulation tools, and seldom actually testing them on 

real multivariable processes. While the theory is sound 

and mature, the design process is laborious, and most 

industrial control systems do not facilitate the direct 

application of the resulting algorithms. This situation 

explains why there are very few reported applications of 

multivariable control in real experimental or industrial 

processes.   

2 Experimental systems in academia 

For many years instructors in academia have used 

experimental single input – single output control 

systems, like level control of a single tank, temperature 

control for air or water heaters, and different kinds of 

flow control systems. While these systems are 

extremely valuable to teach the fundamentals of classic 

control and practice different methods for tuning PID, 

they are not multivariable, nor challenging enough to 

justify the use of modern control techniques.  
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In recent years, two true multivariable systems have 

become popular to use for teaching and research in 

academia: a helicopter prototype with two degrees of 

freedom (Neto, 2016), and a quadruple tank system for 

level control (Johansson, 2000; Pfeiffer, 2011). 

Both systems present different challenges: the 

helicopter is an open loop unstable system, highly 

nonlinear with strongly coupled input-output variables, 

and it requires very fast sampling times. The four tanks 

system is moderately nonlinear, but can be operated in 
different configurations to show challenging behaviors 

like inverse control and different degree of coupling 

among the input and output variables. Both of these 

systems are good candidates to demonstrate the use of 

modern control multivariable techniques. At the 

University College of Southeast Norway (USN), we 

have developed a prototype for the two degrees of 

freedom helicopter system (Figure 1), and pilot size 

prototype for a four tank model is under construction 

(Figure 2), to be used with the course.  

2.1 Experimental system models 

 

Helicopter system: the goal for the helicopter system 

prototype is to control both the pitch 𝜃 and yaw  

Ψ angles, by modifying the input voltage to the front and 

rear motors,  𝑉𝑚𝑝 and 𝑉𝑚𝑦. 

The model for the two degrees of freedom prototype is 

shown in Figure 3 (Qunasar Inc, 2011), with the 

corresponding parameters description in Table 1. 

 
𝑑𝜃

𝑑𝑥
= 𝜔𝜃                                                                         

𝑑Ψ

𝑑𝑡
= 𝜔Ψ                                                                        

𝑑𝜔𝜃

𝑑𝑡
=

𝐾𝑝𝑝𝑉𝑚𝑝−𝐾𝑝𝑦𝑉𝑚𝑦−𝐵𝑝𝜔𝜃

𝐽𝑒𝑞,𝑝+𝑚ℎ𝑙𝑐𝑚
2 −

             
𝑚ℎ𝜔𝜓

2 sin(𝜃)𝑙𝑐𝑚
2 cos(𝜃)+𝑚ℎ𝑔 cos(𝜃)𝑙𝑐𝑚

𝐽𝑒𝑞,𝑝+𝑚ℎ𝑙𝑐𝑚
2      

          

𝑑𝜔𝜓

𝑑𝑡
=

𝐾𝑦𝑝𝑉𝑚𝑝−𝐾𝑦𝑦𝑉𝑚𝑦−𝐵𝑦𝜔𝜓

𝐽𝑒𝑞,𝑦+𝑚ℎ𝑙𝑐𝑚
2 −

             
2 𝑚ℎ𝜔𝜓 sin(𝜃)𝑙𝑐𝑚

2 cos(𝜃) 𝜔𝜃

𝐽𝑒𝑞,𝑦+𝑚ℎ𝑙𝑐𝑚
2   

Figure 3. Two degrees of freedom helicopter’s model. 

Figure 1: Two degrees of freedom helicopter prototype. 

 

Figure 2: Pilot scale four tanks system. 
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Table 1. Parameters for the helicopter model. 

Parameter Description Units 

𝑙𝑐𝑚 Distance between the pivot point 

and the center of mass of the 

helicopter 

m 

𝑚ℎ Total moving mass of the helicopter kg 

𝐽𝑒𝑞,𝑝 Moment of inertia about the pitch 
axis 

kg m2 

𝐽𝑒𝑞,𝑦 Moment of inertia about the yaw 

axis 

kg m2 

𝑔 Earth gravity constant m/s2 

𝐾𝑝𝑝 Torque constant on pitch axis from 

pitch motor/propeller 

Nm/V 

𝐾𝑦𝑦 Torque constant on yaw axis from 
yaw motor/propeller 

Nm/V 

𝐾𝑝𝑦 Torque constant on pitch axis from 

yaw motor/propeller 

Nm/V 

𝐾𝑦𝑝 Torque constant on yaw axis from 

pitch motor/propeller 

Nm/V 

𝐵𝑝 Damping friction factor about pitch 

axis 

N/V 

𝐵𝑦 Damping friction factor about yaw 
axis 

N/V 

 
Four tanks system: the systems has two control inputs, 

𝑉1 and 𝑉2, representing control voltage inputs to two 

variable speeds pumps controlling the input flows. The 

flow from each pump is split using a three-way valve, 

with the splitting fraction defined by γ1 and γ2 for the 

flows from pump 1 and pump 2 respectively. The system 

outputs are the tanks levels given by ℎ1,ℎ2,ℎ3 and ℎ4 

The system diagram is given in Figure 4. 

  

 

Figure 4. Four tanks control system. 

 

The model for the four tanks system, assuming the 

pumps dynamics is much faster than the tanks dynamics, 

is included in Figure 5 (Pfeiffer, 2011), with the 

corresponding parameters description provided in Table 

2. 

 

𝑑ℎ1

𝑑𝑡
=

𝑐3√2𝑔ℎ3−𝑐1√2𝑔ℎ1+𝛾1𝑘1𝑉1

𝐴1
  

𝑑ℎ2

𝑑𝑡
=

𝑐4√2𝑔ℎ4−𝑐2√2𝑔ℎ2+𝛾2𝑘2𝑉2

𝐴2
  

𝑑ℎ3

𝑑𝑡
=

−𝑐3√2𝑔ℎ3+(1−𝛾2)𝑘1𝑉1

𝐴1
  

𝑑ℎ4

𝑑𝑡
=

−𝑐4√2𝑔ℎ4+(1−𝛾1)𝑘1𝑉1

𝐴1
  

Figure 5. Four tanks system model 

 

Table 2. Parameters for four tanks model. 

Parameter Description Units 

𝑐1, 𝑐2, 𝑐3, 𝑐4 Constants depending on the areas of 

the exit orifices.  

m2 

𝛾1, 𝛾2 Flows split fractions. ---- 

𝑘1, 𝑘2 Pumps gains. m3/v 

𝑔 Earth gravity constant m/s2 

𝐴1, 𝐴2, 𝐴3, 𝐴4 Torque constant on pitch axis from 

pitch motor/propeller 

m2 

 

3 Course Description 

3.1 Course requirements               

The course “Simulation and Control of Dynamic 

Systems” has been designed for bachelor students who 

have had a previous introductory course in process 

control. 

 Additionally, the course requires calculus and 

fundamentals of programing. Most of the programing is 

done in MATLAB/Simulink, which uses a graphical and 

highly intuitive programming style.  

3.2 Topics               

The course topics are presented sequentially from 

modelling, simulation, analysis, design of multivariable 

controllers, testing in simulation, and testing with the 

real systems. Both the helicopter prototype and the four 

tanks system are used from the beginning of the course 

to demonstrate the different control concepts and 

techniques. The modelling requires using ordinary 

differential equations, linearization using Taylor series 

and model parameter fitting using least squares 

techniques. These operations are handled using 

MATLAB.  The course follows with the representation 

of MIMO systems using transfer functions matrices and 

state space realizations. The concepts of controllability, 

observability and stability analysis using state space 

realizations are explored and analyzed using 

MATLAB.The effect of dead-time on closed loop 

stability is discused and simulated using Simulink. 

Common non-linear characteristics in real processes are 

also discussed and simulated, including saturation, 

hysteresis, dead-band and backlash.  

 

The analysis and simulation of systems with inverse 

response is discussed using the four tanks systems as an 

example. The course follows with an introduction to 
state space representation, controllability, observability 
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and stability analysis using state space realizations, 

observers, state feedback and the Kalman filter.  

 

The course finishes with a hands on presentation of 

Linear Quadratic Regulator control and Model 

Predictive Control techniques, with the students 

simulating the controllers in Simulink and testing them 

on the real processes by using data acquisition modules 

with Simulink to connect to the processes interfaces.  

 

An example diagram of the final implementation of 

MPC in Simulink to control the helicopter prototype is 

shown in Figure 6. Experimental results comparing 

different control methods for the 2-dof helicopter 

systems are provided in (Sharma and Pfeiffer, 2017).  

 

4 Conclusions 

An advanced bachelor level control course has been 

proposed to teach students at USN modern control 

techniques for multivariable processes. The course 

covers modeling, simulation, analysis, control design 

and implementation using MATLAB/Simulik with the 

control and data acquisition toolboxes as an integrated 

platform. All the topics are demonstrated using two real 

multivariable process: a two degrees helicopter system, 

and a four tanks level control system. The use of 
MATLAB/Simulink as an integrated platform facilitates 

the steps from the system analysis to the controller 

implementation and final tuning refinement, helping to 

reduce the gap between the advanced modern control 

theory and real world applications.  
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Figure 6: Simulink real time helicopter control system. 
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Abstract

In this paper we make a physiological based dynamic
model of a laboratory scale industrial tank process con-
figured with an inlet pump and an outlet valve. Thus, the
pump and valve characteristics, and also the functional ex-
pression for the hydrostatic pressure, are fitted to enzy-
matic mechanisms and saturable signaling kinetics. The
model is verified against process data and shows good
compliance. Based on the model, we tune and apply a
physiological inspired control structure to control the wa-
ter level in the presence of disturbances in the inlet pump
speed. This control structure is further compared to an I-
controller, and we show that one of the main properties of
physiological control is that the steady state level of the
controlled variable may deviate from the setpoint value.
We continue by showing how to lump this deviation and
the setpoint into a variable setpoint controller. The main
benefit of such a controller is reduced variation in the con-
trol signal (calculated as total variation, TV). Based on
these results, we finally suggest an industrial control struc-
ture where the control signal participates in the continuous
calculation of a variable setpoint.

Keywords: physiological control, integral control, tank

process, variable setpoint

1 Introduction

1.1 Physiological and Industrial Control

Systems biology includes the study of how bio-
chemical species in cells and organisms interact
to create control structures. These control struc-
tures are often functionally compared to well known
man-made industrial control systems such as PID-
controller (Watson et al., 2011; Ang et al., 2010),
feedforward structures (Savageau and Jacknow, 1979;
Sontag, 2010; LeDuc et al., 2011), fuzzy control (Ding,
2000), positive feedback (Cloutier and Wang, 2011),
robust control (Goulian, 2004), and adaptive con-
trol (Javaherian et al., 2009). Thus, some of the
biochemical species are considered controlled variables,
while other function as manipulated variables. The
interaction between the species is termed signalling or
signal transduction (Han et al., 2007), and compared to
industrial processes these signalling events represents
the measurement function and the connection between

the controller output and the actuator. Along this path
of research, we have in a series of publications inves-
tigated biochemical mechanisms and kinetic properties
behind integral feedback in physiology (Ni et al., 2009;
Drengstig et al., 2012).

In this paper we take an opposite approach and apply
physiological inspired control to a laboratory scale indus-
trial tank process, illustrated in Figure 1a. The work is
an extension of the bachelor’s thesis of the first two au-
thors (Stokka and Jakobsen, 2017). Our aim is here to ex-
plore the differences between physiological and industrial
control, and to identify properties and functions of physi-
ological control that might be useful in an industrial con-
text.

In the literature, there are not many reports show-
ing physiologically inspired control structures applied to
industrial processes. One example, however, is found
in (Pérez-Correa et al., 2015) where a repressor Hill func-
tion representing the proportional part, together with stan-
dard integrative part, are applied to control the level of a
conic tank.

1.2 Controller Motifs

A biochemical network with regulatory properties must
in its simplest form include at least two components or
state variables, i.e. one controlled component and one con-
troller component. The controller component acts on the
controlled component in a way that it compensates for
external disturbances, and thereby represents a negative
feedback. We have earlier presented a collection of sim-
ple two-component regulatory networks (Drengstig et al.,
2012), and we have used the name controller motifs to de-
scribe them. These motifs consist of two chemical species,
A and E, both of them being formed and turned over. A

may represent an intracellular compound which is subject
to disturbances in the form of e.g. uncontrolled diffusive
transport of A in and out of the cell, and E may represent a
membrane bound compound such as a transporter protein.
This is illustrated in Figures 1b and 1c.

So far, we have identified the eight different controller
motifs shown in Figure 2. Based on the controller action,
i.e. whether the E mediated compensatory flow is located
upstream or downstream of A, these controller motifs are
further classified as either inflow or outflow controllers
with activating or inhibiting control actions (Figure 2).
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Figure 1. Panel a: Illustration of the laboratory scale industrial
tank process used in this work. The level in the tank is main-
tained by the level controller manipulating the outlet valve in
the presence of disturbances v (pump speed). Panels b and c: Il-
lustration of a cell with a compound A being under homeostatic
control by an inflow controller (panel b) or an outflow controller
(panel c). Panel b: An inflow controller compensate for out-
flow perturbations, ko

p (thick green line), in A by adding more A

through an E-mediated inflow (red line). Panel c: An outflow
controller compensate for inflow perturbations, ki

p (thick green
line), in A by removing excess of A through an E-mediated out-
flow (blue line).

2 Modeling

Applying the mass balance to the tank process in Figure 1a

give the following differential equation describing the dy-
namics of the water level h:

ḣ =
1

Atank

(

fP1(v)−β · fV 1(u)·
√

h
)

(1)

where Atank is the area of the tank, fP1(v) and fV 1(u) are

the pump and valve characteristics,
√

h is the influence
of the hydrostatic pressure on the outlet flow, and β is a
constant comprising density ρ , gravity g, valve flow co-
efficient Kv, and unit conversion factors. In order to rep-
resent the tank model in Eq. (1) as one of the motifs in
Figure 2, we note first that the tank process is configured
as an outflow controller. Thus, there are four possible can-
didates, i.e. outflow controller 5 to 8. Since the valve V1 is
normally closed, there is a direct relationship between the
control signal and the valve opening, which corresponds
to activating kinetics1. The pump P1 is at rest when the
disturbance signal v is zero, and hence, this also repre-
sents activating kinetics. The tank process can therefore
be described as an outflow controller 5 motif.

Based on the non-linearity of the functions fP1(v),

fV 1(u), and
√

h, all shown as solid lines in Figure 3,
we express them as general Hill kinetic expressions in
the physiological model. Thus, the physiological model

1Thus, a normally open valve correspond to inhibiting kinetics.

A

E
k

S
E V

max 
E , K

M 
E

V
max 

Aext

Aext

K
 

E
a 

A

E

1

5

A

E

A

E
k

S
E

2

_

K
 

E
I

A

E

k
p
i

A

E

6

A

E

A

E

3 4

8

In
fl
ow

 c
on

tr
ol

le
rs

O
u
tf

lo
w

 c
on

tr
ol

le
rs

V
max 

E , K
M 
E

+

V
max 

Aext

Aext

K
 

A
a 

+

+

K
 

A
a 

_

K
 

E
I

Aext

K
 

A
I

_

+Aext

K
 

E
a 

_

K
 

A
I

+

+

V
max 

A

K
 

A
a K

 

E
a 

K
 

A
I

_

K
 

E
a 

+

K
 

A
I

K
 

E
I

_

_

+

K
 

A
a 

K
 

E
I

_

,K
 

A
M ,K

 

A
M

7

, K
M 
A

k
o
p k

o
p

V
max 

Aext V
max 

Aext,K
 

A
M

k
o
p ,K

 

A
M

k
o
p

V
max 

E , K
M 
E

V
max 

E , K
M 
E

V
max 

E , K
M 
E

V
max 

E , K
M 
E

V
max 

E , K
M 
E

V
max 

E , K
M 
E

k
S
E

k
S
E

k
S
E

k
S
E

k
S
E

k
S
E

k
p
i

V
max 

A
, K

M 
A

k
p
i

V
max 

A
, K

M 
Ak

p
i

V
max 

A
, K

M 
A

Figure 2. Inflow and outflow controller motifs with saturable
activating action (gray background) or inhibiting action (white
background). The controlled species A is subject to outflow or
inflow perturbations (ko

p or ki
p). The controller species E com-

pensates for this perturbation through an E-mediated inflow or
outflow of A, respectively. The synthesis of E is modeled with
a rate konstant kE

s , whereas the degradation E is assumed to be
a first order Hill kinetics with a saturation constant KE

M . Similar
saturable enzymatic reactions are also assumed in the degrada-
tion of controlled species A.

written in terms of A, E and Aext (corresponding to h, u

and v) is shown in Eq. (2). Note that we use Hill coeffi-
cients {n,m, p}∈N+ in order to resemble enzymatic bind-
ing sites.

Ȧ=
ki

p·Aext
n

(KAext
M )

n
+Aext

n
− V A

max·Ap

(
KA

M

)p
+Ap

· Em

(
KE

a

)m
+Em

(2)

From comparing Eq. (1) and Eq. (2), we identify the fol-
lowing three relationships:

1

Atank
· fP1(v) =

ki
p·Aext

n

(KAext
M )

n
+Aext

n
(3)

1

Atank
·β · fV 1(u) =

V A
max·Em

(
KE

a

)m
+Em

(4)

√
h =

Ap

(
KA

M

)p
+Ap

(5)

DOI: 10.3384/ecp17138284 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

285



0

10-4

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

v [-]

a

b

c
u [-]

h [m]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

f  (v)V1

u
u

u

f  (u)P1

v
v

v

Figure 3. Least squares parameter fitting of model characteris-
tics. Panel a: Pump characteristic fP1(v) fitted to a Hill kinetic
expression with cooperativity of n=5. Note that we use a cen-
trifugal pump placed approximately 3 meters below the tank in-
let, which implies that there is no water delivery until the pump
signal is v>0.45. Panel b: Valve characteristic fV 1(u) fitted to a
Hill kinetic expression with cooperativity of m=2. Panel c: Fit-
ting of

√
h to Hill kinetic expression with cooperativity of p=1.

The height of the tank is 1m.

The least squares estimation of fP1(v), fV 1(u) and
√

h

are shown as dashed lines in Figure 3. The bottom
area of the laboratory tank is Atank=0.01 m2 (10x10 cm)
and the valve flow coefficient is Kv=11.25 m3/(h

√
bar).

Using ρ=1000 kg/m3 and g=9.8 m/s2, we find
β=9.78·10−4 m3/(s

√
m). Thus, the first principles based

model in Eq. (1) can be written as the physiological based
model in Eq. (6):

ḣ =
0.04·v5

0.715+v5
− 0.71·u2

1.842+u2
· h

0.54+h
(6)

The models in Eqs. (1) and (6) are in Figure 4 veri-
fied against real data from the tank process, and we see
that both models displays good compliance with real data.
Thus, it should be possible to tune a physiological con-
troller for the tank process.

3 Tuning of an Integral Controller

We have previously shown that the motifs in
Figure 2 share similarities with an integral con-
troller (Drengstig et al., 2012). In order to have a base
for comparison when applying physiological inspired
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0
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0.8

1

0.6

0.4

0.2

0

time [s]

u
v

h, measurement
h, first principles
h, physiological

a

b

Figure 4. Model verification. Panel a: Valve control signal
u (solid line) and pump signal v (dashed line) as a function of
time. Panel b: Measured water level in tank (solid line), first
principles model in Eq. 1 (dashed line) and physiological model
in Eq. 6 (dotted line).

control, we will in this section tune the standard integral
controller

u =−Gi

∫ t

0
(hset −h)dτ (7)

using the pole-placement method. Note that the gain is
negative since the controller is reverse-acting. We use the
following experimentally found working point WP

WP : v0=0.62,u0=0.32,h0=0.50 (8)

and estimate from the model in Eq. (1) the following trans-
fer function for the tank process

Hp(s) =
−4.5

86s+1
(9)

The closed loop transfer function is then readily found as

M(s) =
Gi·4.5

86s2 + s+Gi·4.5
(10)

Since we have only a single controller parameter, we can-
not specify both the natural undamped frequency ωn and
the damping ratio ζ of M(s). We consider overshoot to
be the most important aspect of the step response, and
thus, specify an underdamped response with 50% over-
shoot, corresponding to ζ=0.2. Consequently, we find
ωn=0.029 and an integral gain of Gi=0.016.

4 Tuning of Physiological Controllers

For a physiological regulatory system to be functional
from a control theoretic point of view, it needs a setpoint.
In contrast to an industrial control system where the set-
point represents an external input signal, setpoints in phys-
iology are an inherent part of the regulatory mechanism.
Even though the biochemical mechanisms behind set-
points in physiology is still not well understood, the notion
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of a fixed setpoint has so far been dominating (Ma et al.,
2009; Drengstig et al., 2012; Ang and McMillen, 2013).
This implies, however, that there is often a need for a de-
viation measure to count for the fact that in many cases
the steady state value of the controlled variable deviates
from, what is believed to be, the setpoint value. An alter-
native way of interpreting this deviation is to consider a
variable setpoint, and we will in the next two subsections
investigate both approaches.

4.1 Fixed Setpoint Approach

The controller part of motif 5 is from Figure 2 generally
given as

Ė=kE
s ·

A

KA
a +A

− V E
max·E

KE
M+E

(11)

where KA
a is the activation constant. The basis for the fixed

setpoint approach is the assumption that the enzyme which
degrades the controller species E is operating under satu-
rated conditions, i.e. KE

M≪E. An example of where such
an approximation is valid is the degradation of alcohol by
the enzym alcohol dehydrogenase, where the degradation
rate is independent of the alcohol content in blood.

In Eq. (11), the information about the level of A, i.e.
the signaling between A and E, is based on mixed acti-
vation kinetics. However, the water level measurement in
the tank process is a linear function of water level h, i.e.
KA

a =0. Thus, using variable names from the tank process
(E=u, A=h), we write Eq. (11) as

u̇=ku
s ·h−

V u
max·u

Ku
M+u

(12)

which can be restructured as the integral control law in
Eq. (13)

u̇=− ku
s ·

u

Ku
M+u

︸ ︷︷ ︸

·
(

V u
max

ku
s

︸︷︷︸

− Ku
M+u

u
·h

︸ ︷︷ ︸

)

(13)

Gi hset hmeas

Here Gi is still the controller gain and hset is the fixed set-
point consisting of parameter values only. We note that
the controller gain Gi is affected by the control signal u,
and we observe also the premise for the necessary condi-
tion behind the fixed setpoint approach, i.e. Ku

M≪u. If this

condition is satisfied, the fraction
Ku

M+u

u
acting on the mea-

surement function becomes close to unity, and can hence
be discarded. A visualization of Eq. (13) is shown in Fig-
ure 5a, which illustrates that the control signal u will have
a (small) influence on the measurement hmeas and the con-
troller gain.

From Eq. (13) we note that ku
s is a part in both the con-

troller gain Gi and the setpoint hset . Thus, tuning the con-
troller around a fixed setpoint implies that both parame-
ters ku

s and V u
max must be adjusted in order to maintain the

setpoint. Taking advantage of the controller tuning in the
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Figure 5. Panel a: Negative feedback loop for the fixed setpoint
approach, where the setpoint depends only on parameter val-
ues. Panels b and c: Comparing the setpoint tracking and distur-
bance rejection properties of i) the first principles based model
in Eq. (1) together with the I-controller in Eq. (7) (solid lines),
and ii) the physiological model in Eq. (6) together with the con-
troller in Eq. (12) (dashed lines). Panel b: Stepwise increase
in disturbance v from 0.62 to 0.82 at t=1500s (dotted line) and
corresponding manipulated variables u (solid and dashed lines).
Panel c: Response in water level h for a setpoint change from
0.5 to 0.6m at t=100s and back again at t=800s. The response
also shows the disturbance rejection properties for the step in v at
t=1500s. The setpoint change for the physiological controller is
caused by a 20% increase in V u

max. Parameter values for the phys-
iological controller are V u

max=0.008, ku
s=0.016, and Ku

M=0.001.
Controller gain for the integral controller is Gi=0.016.

previous section, we specify ku
s=Gi=0.016, and hence, in

order to have a setpoint of hset=0.5m, we get V u
max=0.008.

We have in Figure 5, panels b and c, simulated the set-
point tracking and disturbance rejection properties of

i) the first principles based model in Eq. (1) together
with the I-controller in Eq. (7) (solid lines), and

ii) the physiological model in Eq. (6) together with the
physiological controller in Eq. (12) (dashed lines).

We note that both control systems display similar re-
sponses to both setpoint changes and stepwise distur-
bances in v. The difference between the control systems is
due to the use of different process models and to the value
of Ku

M (even though it is small).
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4.2 Limitations of the Fixed Setpoint Ap-

proach

If the assumption of saturated removal of the controller
species does not hold, i.e. Ku

M 6≪u, there will be a devia-
tion between the fixed setpoint and the actual water level.

Thus, the fraction
Ku

M+u

u
is not close to unity, and con-
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0.8

0.5

0.6

0.4
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b

0.3
600

u
v

deviation
h
hset

Figure 6. Physiological control of the tank process demonstrat-
ing the deviation between the fixed setpoint and the actual water
level when Ku

M 6≪u. The tank is controlled by the controller in
Eq. (12) with Ku

M=0.1. In order to avoid oscillatory behaviour
the controller gain is increased to ku

s=10, giving V u
max=5 for a

fixed setpoint of hset=0.5m. Panel a: The pump speed v is in-
creased in a stepwise manner from v=0.52 to v=0.77 (dashed
line), together with the corresponding control signal u (solid
line). Panel b: Measured water level and the fixed setpoint. Note
that the deviation decreases as v (and u) increases.

sequently the water level h will deviate from the setpoint
hset (even though the control error e=0). This behaviour is
shown in Figure 6, which shows the results from an exper-
iment applied to the tank process where we use Ku

M=0.1
instead of Ku

M=0.005 as in Figure 5. We observe that
the deviation decreases as the control signal u increases,
which motivates for a variable setpoint description.

4.3 Variable Setpoint Approach

Many physiological systems display variability in reg-
ulated species. Examples include blood glucose level
as a function of constant glucose infusion (Elrick et al.,
1964), and sodium content as a function of salt in-
take (Bonventre and Leaf, 1982). Such a behavior fits a
variable setpoint regulatory system, which can mathemat-
ically be found by reorganizing Eq. (12) as follows:

u̇=− ku
s

︸︷︷︸
·
(

V u
max

ku
s

· u

Ku
M+u

︸ ︷︷ ︸

−h

)

(14)

Gi hset

A visualization of this feedback structure is given in Fig-
ure 7a, and we note that u now affects the setpoint, rather

than the measurement function and controller gain as in
Figure 5a. In effect, this structure lumps the fixed set-
point and the deviation into a variable setpoint, and con-
sequently adds the variation in the controlled variable h as
an addition feature in the controller tuning.

We observe from Figure 6 that as the disturbance v

increases, both the control input u and water level h in-
creases. Thus, in order to obtain a control system with a
specified variability in the water level h, we introduce the
notion of a low and a high level of each variable, defined
by the working points WP1 and WP2 as follows:

WP1 : vlow,ulow,hlow, WP2 : vhigh,uhigh,hhigh (15)

In an industrial application the levels hlow and hhigh would
then correspond to the variation we consider as acceptable
at the correlated levels of disturbances, i.e. vlow and vhigh.
Thus, the tuning of the physiological controller, i.e. deter-
mining the three parameters ku

s , V u
max and Ku

M , is based on
the following two steady state versions of Eq. (14)

0=− ku
s ·
(

V u
max

ku
s

· ulow

Ku
M+ulow

−hlow

)

(16)

0=− ku
s ·
(

V u
max

ku
s

· uhigh

Ku
M+uhigh

−hhigh

)

(17)

As this in an underspecified system, one of the parameters
must be specified. This could typically be the controller
gain, i.e. the synthesis rate ku

s in Eq. (14).

We will illustrate the concept by tuning two different
variable setpoint controllers and compare them for a step-
wise increase in the disturbance from vlow to vhigh, while
the water level varies between the pre-specified values
hlow and hhigh. Both control systems are initially in the
working point WP1 corresponding to Eq. (8), i.e.

WP1 : vlow=0.62,ulow=0.32,hlow=0.50 (18)

We then specify the high level disturbance as vhigh=0.82
together with the two different high water levels indicated
with gray background in Table 1. Based on these spec-
ifications, we find from experiments on the tank process
the corresponding two high level control signals uhigh, also
shown in Table 1.

Table 1. Controller parameters calculated for the given WP1 in
Eq. (18) and two different WP2.

Controller
WP2, vhigh=0.82 Parameters

no. hhigh uhigh ku
s V u

max Ku
M

i) 0.55 0.49 0.01 0.0071 0.137

ii) 0.66 0.47 0.01 0.0177 0.797

As we have one degree of freedom in selecting con-
troller parameters, we apply an identical controller gain
ku

s=0.01 for both controllers, and solve Eqs. (16) and (17)
to determine V u

max and Ku
M as shown in Table 1.
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In the simulation in previous subsection (Figure 5), we
applied both a setpoint change and a step in the distur-
bance. In this subsection, however, the setpoint enters the
control system as user specified high and low water lev-
els during normal operation, and it is therefore counter-
intuitive to apply a setpoint change as in Figure 5. Thus,
the main task of a variable setpoint regulatory system is
therefore to compensate for the disturbances. As this is
also the case for many industrial control systems, we com-
pare only the disturbance rejection properties of the two
control systems. For this task, we calculate the total vari-

ation (TV) as a quantitative measure of controller perfor-
mance, i.e.

TV=∑ |u(k)−u(k−1)| (19)

Both physiological controllers are applied to the tank pro-
cess in Figure 1a, and the results are shown in Figure 7,
panels b-d. The disturbance is given as a step from
vlow=0.62 to vhigh=0.82 at t=200 seconds (not shown).

Even though the controller gain for both controllers are
the same (ku

s=0.01), we observe that the respons in h is
less oscillatory for the controller with the highest accept-
able water level hhigh (controller ii)). This observation
is verified by the lowest total variation (TV) measure in
panel d. From a physiological point of view, such a re-
duced control signal usage will save energy in that the
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Figure 7. Panel a: Illustration of the negative feedback loop for
a variable setpoint controller, where the control signal u have an
impact on the setpoint. Panels b-d: Disturbance rejection prop-
erties of the two controllers in Table 1 applied to tank process in
Figure 1a. The responses are numbered according to Table 1. A
step in the disturbance from vlow=0.62 to vhigh=0.82 (data now
shown) is applied at t=200. Panel b: Control input u. Panel c:
Water level h. Panel d: The performance measure total variation

(TV) calculated as Eq. (19).

variation in synthesis and degradation of the manipulated
species E is minimized.

The rationale behind the reduced TV-measure on the
tank process is that an increased acceptable high water
level hhigh leads to increased hydrostatic pressure. This
again reduces the necessary compensating valve motion
in the outlet flow (compared to a fixed setpoint situation).
If such a control system should be applicable in the pro-
cess industry, it is of vital importance that product quality
and safety issues is not affected by the variable setpoint.

5 An Industrial Control Structure In-

spired by Physiology

Based on the underlying structure behind the variable set-
point controller and the results from the previous subsec-
tion, we propose in this section a novel industrial control
structure applicable for the process industry. It is based on
the feedback loop in Figure 7a, and is shown in Figure 8a.

The block termed SP-calculation in Figure 8a is where
the variable setpoint is continuously calculated. Using two
different working points as defined in Eq. (15), the vari-
able setpoint can be calculated as follows

hset=
∆h

∆u
·u+β (20)

where ∆h = hhigh −hlow, ∆u = uhigh −ulow, and β=hlow −
∆h
∆u
·ulow. The expression in Eq. (20) is just the line go-

ing through (ulow,hlow) to (uhigh,hhigh) in a 2-dimensional
space. In order to ensure that the water level is kept
between some absolute minimum and maximum limits,
the SP-calculation-block could also include the necessary
logic for this.

In order to quantify the effect of this variable setpoint
control structure, we have in a simulation study used i) a
standard PI-controller and ii) a PI-controller with a vari-
able setpoint, both applied to the model in Eq. (1). Both
controllers use identical control parameters, i.e. Kp=−1.5
and Ti=15. Using the model in Eq. (1), we have speci-
fied/calculated the following working points:

- WP1 : vlow=0.55,ulow=0.33,hlow=0.44
- WP2 : vhigh=0.80,uhigh=0.52,hhigh=0.58

The responses in the controls signal u, water level h, and
calculated TV are shown in Figures 8c-e. As expected, the
control signal usage is reduced for the variable setpoint
controller. Note that the disturbance shown in Figure 8b

has a wider range compared to the working points.

6 Conclusions

In this paper we have modelled a tank process, configured
with a pumpe and an outlet valve, from a physiological
perspective. Both the pump and valve characteristics are
fitted to Hill kinetic expressions, and the model is verified
against real process data.

We have developed a physiological inspired control sys-
tem (with a fixed setpoint) and shown that it behaves sim-
ilar to an integral controller (I-controller). Motivated by
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Figure 8. Panel a: Illustration of the negative feedback loop
for an industrial control system using a variable setpoint. Panels
b-e: Disturbance rejection properties of a standard PI-controller
(dashed lines) and a PI-controller with variable setpoint (solid
lines). The working points WP1 and WP2 are shown as dotted
lines. Panel b: Disturbance v. Panel c: Control input u. Panel d:
Water level h. The setpoint for the standard PI-controller is
hset=0.5m. Panel e: The performance measure total variation

(TV) calculated as Eq. (19).

the fact that such a fixed setpoint controller is character-
ized by some deviation measure, we have further shown
how this correspond to a control system with a variable
setpoint. The benefit of such a structure is that the control
signal usage is reduced when the user-specified acceptable
variation in the controlled variable increases.

Inspired by this physiologically motivated variable set-
point structure, we finally propose an industrial control
structure using a PI(D)-controller with a variable setpoint
calculated as a function of the control signal u. Sim-
ulations indicate that this structure has advantages with
respect to control signal usage, compared to a standard
PI(D)-controller with an externally given fixed setpoint.
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Abstract 

For a traditional amine-based CO2 capture system, the 

absorber column accounts for a significant part of the 

overall capital- and operating cost. One important 

design factor of absorber columns is the gas velocity 

through the absorber packing. Higher gas velocity leads 

to higher energy cost due to increased pressure drop, but 

at the same time lower packing cost due to increased 

effective interfacial area. By utilizing available 

correlations in the new version 9.0 of the simulation 

program Aspen HYSYS, the cost optimum gas velocity 

can be determined.  This work evaluated six types of 

structured packings: Mellapak 250X, 250Y, 2X, 2Y, 

Mellapak Plus 252Y and Flexipac 2Y. The simulation 

results show that for all the packings, the cost-optimum 

gas velocity is in the range of 2.0 to 2.5 m/s giving a 

pressure drop through the absorber in the range of 10 to 

15 mbar.   

Keywords: CO2 absorption, Aspen HYSYS, structured 

packing, pressure drop 

1.1 Introduction 

With growing interest in mitigating the level of global 

CO2 emissions, carbon capture and storage technology 

is essential to abate the global warming. The most 

studied post-combustion method for capturing CO2 

from exhaust gases is to absorb CO2 into an amine-based 

liquid solvent. Structured packings are often preferred 

as vapour-liquid contacting devices, especially because 

of their high mass transfer area and low pressure drop. 

 The absorber column internals, especially packing 

sections, contribute significantly to the overall capital 

cost of a CO2 capture plant. The operating cost of the 

absorber column is dominated by the energy cost to 

overcome pressure drops across the column. Different 

structured packing types have different physical and 

hydraulic properties that will represent advantages and 

disadvantages depending on the application. The 

commercial process simulation program Aspen HYSYS 

V9.0 has built-in correlations to estimate such hydraulic 

properties, especially pressure drop and effective 

interfacial area. 

Due to high interfacial area and low pressure drop, 

structured packing is probably the most optimum 

packing for large scale CO2 absorption (Øi, 2012).  

Sulzer Chemtech, Montz and Koch-Glitsch are three 
well-known suppliers of structured packing.  Structured 

packing types like Mellapak (from Sulzer Chemtech), 

Flexipac (from Koch-Glitsch) and Montz-Pak (from 

Montz) have been recommended for large scale CO2 

absorption. Data for Montz-Pak are not available in 

Aspen HYSYS. 

There are few references to calculations or 

evaluations of optimum gas velocity in the open 

literature. Sulzer Chemtech has published two papers 

(Sulzer, 2009; Menon and Duss, 2011) discussing 

structured packing for CO2 capture and presenting a new 

packing type (Mellapak CC-2 and CC-3) especially 

suited for CO2 capture.  Some conclusions were that 

structured packing is more cost optimum than random 

packing, and that high packing efficiency combined 

with low pressure drop is the key factor for an optimum 

packing. An assumed gas velocity of 2.1 m/s was 

suggested (Menon and Duss, 2011). Data for Mellapak 

CC-2 or Mellapak CC-3 are not available in Aspen 

HYSYS. 

At Telemark University College (now University 

College of Southeast Norway), Øi (2012) has cost 

optimized most of the process parameters in a CO2 

capture process in his PhD work. A (superficial) gas 

velocity in the absorption column of 3.0 m/s was 

assumed, and this value is probably too high because the 

cost due to the pressure drop becomes excessively high.  

Typical values for pressure drop in CO2 capture 

absorbers from literature are 10-20 kPa (Øi, 2012). 

 In his Master Thesis work Amaratunga (2013) 

performed optimization calculations in order to find the 

most economical packing type and optimum design 

parameters.  Traditional packing types such as 1 and 2 

inch Pall rings (random packing) and Mellapak 250Y 

(structured packing) were considered. A trade-off 

between packing cost and cost of pressure drop was 

performed.  A conclusion was that optimum gas velocity 

was probably between 1.5 to 2.0 m/s. 

Paneru (2014) continued this work in his Master 

Thesis. The work of Paneru was based on measured 

pressure drops from literature (Zakeri et al., 2012).  He 

concluded that the optimum gas velocity was 

approximately 2.0 m/s for most packings, and that the 

optimum pressure drop was about 10 mbar. 

For such optimization calculations, estimation 

methods for pressure drop and effective interfacial area 

are important.  References for estimation of pressure 

drop and interfacial area in structured packings are de 

Brito et al. (1994), Billet and Schultes (1999) and Bravo 

et al. (1985). Effective interfacial area (aEFF) is a 

traditional way to specify the ratio of the effective 

gas/liquid mass transfer area to the nominal area. 
In capital cost estimation, different data and methods 

have been used in literature. Equipment cost data from 

Peters and Timmerhaus have been used in the net 
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calculator (2002) and the program Aspen Icarus have 

been used. Installation factors have been used to 

estimate total investment (Paneru, 2014). To calculate 

operating cost, energy consumption to compensate for 

the pressure drop has been calculated (Amaratunga, 

2013; Paneru, 2014).   

  This work utilizes Aspen HYSYS simulations 

including available correlations in “Internal Column 

Analysis” and cost data to calculate the optimum gas 

velocity and the optimum pressure drop. The general 

purpose of the work is to contribute to the cost optimum 

design of absorption columns for CO2 capture. A more 

specific purpose is to show that a combination of 

process simulation, use of pressure drop correlations 

and cost estimation is an efficient way to determine the 

optimum design conditions.     

  

2 Process simulation 

2.1 Mass transfer and equilibrium model 

The Acid Gas Property Package in Aspen HYSYS® 

V9.0 was used to simulate the absorption column to 

absorb CO2 from a typical exhaust gas from a 400 MW 

natural gas based combined-cycle power plant. 

Figure 1 shows the representation of the absorption 

column in the simulation program Aspen HYSYS.  The 

inlet amine (lean amine) has a low CO2 concentration 

and the outlet amine has a high CO2 concentration (rich 

amine). 

   

 

Figure 1. Absorption column in Aspen HYSYS  

 

The rate-based model in Aspen HYSYS considers an 

individual phase on each stage, and calculates Murphree 

efficiencies and mass- and energy balances for different 

packing options.  The Electrolyte NRTL 

thermodynamic model (Austgen et al., 1989) and rate-

based simulation was used to model the absorption 

column.  The six types of structured packing evaluated 

were Mellapak 250X, Mellapak 250Y Mellapak 2X, 

Mellapak 2Y, Mellapak Plus 252Y and Flexipac HC 2H 
(2Y). To predict the effective interfacial area and mass 

transfer coefficient for the different packings, the BRF-

85 correlation (Rocha et al., 1985) was used. To estimate 

column pressure drops, the in-built vendor correlations 

were used for Mellapak packings. For Flexipak HC 2H, 

the Aspen-Wallis method was used for pressure drop 

estimations. 

 

2.2  Specifications and simulation of 

standard process for CO2 capture 

The specifications used are presented in Table 1.  The 

specification are similar to the specifications in a 

simulation from Øi (2007). 

 

Table 1. Process simulation input specifications  

Parameter Value 

CO2 removal grade 85.0 % 

Inlet gas pressure 40 °C 

Inlet gas pressure 1.1 bar 

Inlet gas molar flow rate 85000 kmol/h 

CO2 in inlet gas  3.73% 

Water in inlet gas  6.71% 

Nitrogen in inlet gas 89.56% 

Lean MEA temperature 40°C 

Lean MEA pressure 1.1 bar 

Lean MEA molar flow rate Varied 

MEA content in Lean MEA 29.0 mass-% 

CO2 in Lean MEA 5.5 mass-% 

Number of stages in absorber 10 

 

2.3 Simulation procedures 

The base case was specified for each type of packing 

with the gas velocity of 2.5 m/s and the total packed bed 

height of 10 meter. Based on the inlet gas volume flow 

and the gas velocity (2.5 m/s), the required absorber 

column diameter was calculated. The lean amine rate 

was then adjusted so that the absorption efficiency 

became 85 %. By exporting pressure drops from the 

absorber column top, a pressure drop across each stage 

was estimated. The sum of these pressure drops is the 

absorber column pressure drop. The top stage pressure 

was specified to be equal to the atmospheric pressure 

(101.3 kPa). The required inlet gas pressure to overcome 

pressure drop was determined by adding the estimated 

pressure drop to the atmospheric pressure. The inlet gas 

pressure obtained in this step is normally not exactly the 

same as the initially specified inlet gas pressure. 

Therefore, the inlet gas pressure was updated by a 

calculated value. This, in turn, causes a slight change in 

the column diameter (due to change in actual gas 

volume flow), absorption efficiency as well as the 

absorber pressure drop. It is therefore necessary to 
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adjust the lean amine rate, export pressure drops (from 

the top) and update the inlet gas pressure again. The 

procedures stated so far have been iterated until there is 

no notable change in the required inlet gas pressure, 

absorber column diameter and the absorption efficiency.  

For other gas velocities than 2.5 m/s (1.5 m/s, 2.0 m/s 

and 3.0 m/s), the absorption efficiency of 85% was 

achieved by adjusting the packed height. The lean amine 

rate was kept at the same value as in the base case. 

For simulation simplification, no static vapour head 

was considered for pressure drop calculations and 

pressure drop across the sump was not included. 

 

3 Cost estimation 

A total project cost was calculated by considering the 

equipment installation cost and operating cost.  The flue 

gas fan, absorber column shell, packing and other 

column internals (liquid distributor, packing support, 

liquid catcher) were included in estimating the 

equipment cost.  For fans and absorber columns, cost 

data from Smith (2005) were used.  The equipment base 

size was converted to actual dimensions by using a 

power law with corresponding cost exponents. The unit 

cost of structured packings was assumed as 7600 €/m3 

(2010 basis) based on cost data from Dimian et al. 

(2014).  For Mellapak 252Y Plus only, a 50 % higher 

unit cost was assumed.  For column internals, the unit 

cost was assumed as 4000 $/m2 for liquid distributor, 

800 $/m2 for packing support and 2000$/m2 for liquid 

catcher based on data from Dejanovic (2011).  Two 

separate packed sections were assumed in the absorber 

column, five stages in the upper and lower part 

respectively.  The purchased cost values were converted 

to 2016 currency using the CPI index (McMahon, 2017) 

and then converted to Euro.   

An installation factor for each equipment unit was 

determined based on the purchased equipment cost in 

carbon steel. To calculate installation costs in stainless 

steel, an installation factor of 2.87 was used for 

packings, liquid distributors, packing supports and 

liquid catchers. These installation factors were based on 

a table from Nils Eldrup as used by e.g. Øi (2012) with 

the assumptions that the direct cost factor contains 

equipment and erection factor only, that the engineering 

cost factor contains engineering, process and 

mechanical factor only and that no administration cost 

is considered. 

The material factor of stainless steel was assumed to 

be 1.75 for all column internals (including packings). 

The ratio of the installation cost to the purchasing cost 

is therefore 1.64 (=2.87/1.75). For the flue gas fan in 

stainless steel, a material factor of 1.3 was used. For 

absorber column shell (in carbon steel), an installation 

factor of 4.44 was used.  
To allow for the column internals, the absorber 

column was assumed to have an additional height of 15 

meter besides the packing sections. The flue gas fan was 

specified to have an adiabatic efficiency of 0.75 which 

is the default efficiency in Aspen HYSYS. This is a 

reasonable efficiency for a high gas flow. For the full-

flow alternative, the gas flow is 85000 kmol/h, and it is 

assumed that the flue gas fan is designed for a gas flow 

close to optimum conditions.  
To estimate operating costs, a unit electricity cost of 

0.05 €/kWh was assumed. The yearly interest rate was 

specified to be 7.0 %. It was also assumed that the 

calculation period is 20 years, including one year of 

construction. The operating time was 8000 hours/year. 

 

4 Results 

4.1 Results for optimum gas velocities 

The total cost for different gas velocities is distributed 

on absorber packing, absorber shell, flue gas fan and 

operating cost (OPEX) in Figure 2, Figure 3,  

Figure 4, Figure 5, Figure 6 and Figure 7. 

 

 

Figure 2. Cost distribution for packing 250X  

 

 

For Mellapak 250X the optimum is at 2.5 m/s.  The gas 

velocity at 3.0 m/s is close to be optimum.  The 

investment in packing and shell decreases with 

increasing velocity, while the OPEX is increasing. 

 

 

 

 

Figure 3. Cost distribution for packing 250Y 
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For Mellapak 250Y the minimum is at 2.0 m/s, but the 

gas velocity at 2.5 m/s is close to be optimum.  It is seen 

that with increasing gas velocity, the energy cost 

increases much more noticeably than with 250 X. 

Figure 4. Cost distribution for packing 2X 

The results for Mellapak 2X are highly similar to the 

results for 250X. The optimum is at 2.5 m/s but 3.0 m/s 

is close to be optimum. 

Figure 5. Cost distribution for packing 2Y 

The results for Mellapak 2Y are very similar to the 

results for 250Y.  However, for 2Y, the minimum total 

cost is achieved for 2.5 m/s, and 2.0 m/s is quite close 

to be optimum. 

Figure 6. Cost distribution for packing 252Y 

For Mellapak 252Y the energy cost is increasing only 

slightly with gas velocity. The optimum gas velocity is 

2.5 m/s. 

Figure 7. Cost distribution for packing Flexipac 2Y HC 

For Flexipac 2Y HC, the optimum appears at 2.0 m/s. 

The results for Mellapak 250Y and Flexipac 2Y HC are 

very similar. For all packing types, the lowest total cost 

and then the optimum gas velocity was achieved at 2.0 

or 2.5 m/s. 

4.2 The results for optimum pressure drop 

Figure 8 shows the pressure drop (per meter of packed 

bed) according to the type of packing and the gas 

velocity at the conditions in Figures 2 to 7. The packing 

with the lowest pressure drop is Mellapak 2X, followed 

by 250X.  The Y type packings have higher pressure 

drop, and this becomes more clear at higher gas 

velocities.  The special packing Mellapak 252Y has less 

increased pressure drop at higher gas velocities. 

Figure 8. Pressure drop as a function of gas velocity 
for the different packings  
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Table 2 shows the optimum absorber pressure drop at 

the optimum velocity for each type of packing.  The 

optimum pressure drop was calculated by combining the 

number of absorber stages, unit packing pressure drop 

[mbar/m] and the unit packing height [m/packing]. 

Table 2. Optimum gas velocity and pressure drop for 

different packings 

Optimum v [m/s] Optimum ΔP [mbar] 

Mellapak 250X 2.5 11.7 

Mellapak 250Y 2.0 10.0 

Mellapak 2X 2.5 9.5 

Mellapak 2Y 2.5 16.1 

Mellapak 252Y 2.5 16.5 

Flexipac 2Y HC 2.0 8.7 

4.3 Optimization including maintenance 

cost 

An alternative calculation was performed including 

maintenance as a part of the operating cost. The yearly 

maintenance cost was specified to 3 % of the total 

investment and is a value in the lower range of 

recommended values (Smith, 2005). A low value is 

assumed because the investment of the absorption 

process is assumed to be high compared to the 

complexity.  Including maintenance cost into the total 

cost does not affect the pressure drop data which were 

obtained from the Aspen HYSYS simulation. 

The calculated optimum velocity was in most cases 

not changed. But for Mellapak 250Y the optimum 

velocity increased to 2.5 m/s and for Mellapak 2X the 

optimum gas velocity increased to 3.0 m/s. This is 

because including maintenance cost slightly increases 

the influence of the investment while there is no change 

in the operating cost. Overall, the maintenance cost does 

not have significant influence on determining the 

optimum velocity. 

5 Discussion 

The cost estimates are of course highly sensitive to 

changes in packing cost, change in calculation time 

(years of operation) and change in power cost. All these 

specifications have a large uncertainty. When 

optimizing the gas velocity and pressure drop, the 

optimum gas velocity (and then the optimum pressure 

drop) are however quite stable for a large range of the 
cost parameter values. This was also the experience in 

the work of Amaratunga (2013) and Paneru (2014). The 

calculation including maintenance as a part of the 

operating cost also shows that the optimum conditions 

are not influenced much by changing the cost 

parameters.   

The uncertainty in cost data for structured packing 

including installation cost is high. The uncertainty in the 

cost of liquid distribution and gas distribution 

equipment is also high. This is because these cost data 

are based on information from suppliers, and there is not 

much open information from the suppliers available. 

The performance data of structured packings 

officially published by suppliers (Sulzer, Koch-Glitsch 

or Montz) may be overestimated or underestimated. The 

discrepancy between the supplier’s correlations and 

experimental data becomes clearer when the pressure 

drop is measured at wet conditions compared to dry 

conditions (Zakeri et al., 2012). This might have caused 

the deviations between the results in Paneru (2014) 

compared to the results in this study. 

The deviations in estimated effective interfacial area 

are assumed to be of less importance compared to the 

deviations in estimated pressure drop (Øi, 2012).  

The optimum pressure drops in this work are in the 

same range as in the earlier works. The values of 

optimum gas velocities in this work are between the 

values reported in Øi (2012) which are higher (3.0 m/s), 

and Amaratunga (2013) and Paneru (2014) which are 

lower (from below 2.0 m/s to 2.5 m/s).     

A low-pressure type of packing is the type with 

curved ends like in Mellapak Plus 252Y from Sulzer 

Chemtech. Other suppliers like Koch-Glitsch and Montz 

also have such types of packing.  The curved-end 

packings are however not much different in pressure 

drop at normal gas velocities. Lower pressure drop for 

curved packings is achieved at high gas velocities that 

are not cost optimum conditions for any of the packings. 

Assuming a cost for the Mellapak Plus 252Y packing 50 

% higher than other packings, Mellapak Plus 252Y was 

found not to be cost optimum.    

Sulzer Chemtech also has the packing types 

Mellapak CC-2 and CC-3 especially developed for CO2 

capture. The suggested gas velocity of 2.1 m/s by Sulzer 

(Menon and Duss, 2012) is within the range of optimum 

gas velocities in this work. The cost of a commercial 

specialized packing has high uncertainty because of the 

possibility for the supplier to adjust the price according 

to the market conditions. Because of this, it is very 

difficult to evaluate generally whether a specialized 

packing is cost optimum. 

6  Conclusion 

Optimum gas velocity and pressure drop have been 

determined for different structured packings utilizing 

Aspen HYSYS simulation and cost estimation. 
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The calculated results show that the optimum gas 

velocity lies in the range of 2.0 to 2.5 m/s for all the six 

structured packings.  The corresponding pressure drops 

through the absorber packing were in the range of 10 to 

15 mbar. There is a large uncertainty in cost data, 

especially in the cost of purchase and installation of 

structured packing and other column internals. 

Alternative calculations show that this uncertainty in 

cost data has only a limited influence on determining the 

optimum gas velocity and pressure drop. 
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Abstract 
 

A standard method for CO2 capture is by absorption in 

an amine based solvent followed by desorption.  Such 

plants are traditionally designed for removal of 85-90 % 

CO2 from the exhaust gas as a reasonable trade-off 

between high removal efficiency and low investment.  

The major challenge is the high energy demand for CO2 

desorption.  In many industrial cases, a limited amount 

of cheap waste heat is available and this makes partial 

CO2 capture an interesting option.  It is not obvious 

whether a high removal efficiency from a part of the 

exhaust or a low removal efficiency from the total 

exhaust is the optimum solution.  In this work, 

simulations of traditional and vapor recompression 

processes are performed, and it is found that vapour 

recompression treating the total exhaust is energy 

optimum.  A traditional process with a low absorption 

column treating the total exhaust gives the lowest cost 

per ton CO2 captured. 

 

Keywords: CO2 absorption, Aspen HYSYS, partial 

capture, vapor recompression 

  

1 Introduction 

 

The aim of this work is to perform simulations of 

various process configurations including vapour 

recompression to find the energy optimum and the most 

cost effective solution. Especially the focus is to 

perform a cost-benefit analysis of various 

configurations to evaluate whether it is cost optimum to 

treat all the exhaust gas or only a part of it. 

 

1.1 Literature  

There have been many research activities to identify the 

techno-economic feasibility of different CO2 capture 

concepts.  Several studies have investigated utilization 

of waste heat with a standard MEA (monoethanol 

amine) absorption and desorption process (IEAGHG, 

2009), but there are few studies which have focused on 

different process configurations powered by waste heat.  

Several studies (Fernandez, 2012; Øi et al. 2014; 

Aromada and Øi, 2015) have concluded that vapour 

recompression is an attractive configuration.   

 

(Dong et al., 2012) performed a study of the possibility 

to utilize waste heat from a cement plant to capture CO2 

effluent from the plant.  Up to 78 % capture could be 

achieved using only waste heat by integrating heat 

recovery with CO2 capture. 

A project called CO2stCap (a part of the Climit 

programme), is now run in Norway and Sweden to 

evaluate different possibilities for partial CO2 capture 

from industrial sources.  
At University College of Southeast Norway there 

have been performed simulations of possible CO2 

capture from Norcem’s cement plant in Brevik 

(Svolsbru, 2013).  (Park, 2016) simulated partial CO2 

capture and concluded that in case of partial CO2 capture 

of approximately 40 % of the CO2 in the flue gas from a 

cement plant, treating all the flue gas would probably be 

more cost optimum compared to treat only a part of the 

flue gas. (Sundbø, 2017) included an evaluation of 

vapor recompression for partial CO2 capture. This work 

is based on the Master Thesis work of Erik Sundbø.     

 

1.2 Process description 

A sketch of a general post-combustion CO2 capture 

process is presented in Figure 1.  The whole or a part of 

a flue gas is sent to an absorber where CO2 is absorbed 

in a solvent. The solvent is regenerated by releasing the 

CO2 in a desorber and the regenerated solvent is sent 

back to the absorber.  

 

 
 

Figure 1. Principle of partial CO2 capture (Park, 2016) 

 

Figure 2 shows a standard process for CO2 absorption 

into an amine based solvent.  It comprises an absorption 

column, a stripping column including a reboiler and 

condenser, circulating pumps and heat exchangers.  
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Figure 2. Principle of standard process (Aromada and Øi, 

2015)  

 

A process configuration which has been shown to be 

very energy efficient is vapor recompression where the 

regenerated amine from the desorption column is 

depressurized to a pressure below the desorption 

pressure, and then the liquid is recycled back to the top 

of the absorber while the gas is compressed and recycled 

back to the bottom of the desorption column.  The 

principle is shown in Figure 3. 

 

Figure 3. Principle of vapor recompression process 

(Aromada and Øi, 2015)  

 

2 Process simulation program and 

specifications 

2.1 Process simulation program 

Aspen HYSYS is a commercial general purpose process 

simulation program from AspenTech.  It contains 

several equilibrium models, process unit operation 

models and flow-sheeting calculation alternatives. 

Different alternatives were simulated using Aspen 

HYSYS version 8.6 using the Kent-Eisenberg 

vapour/liquid equilibrium model. 

The absorption and desorption columns can be 

simulated with equilibrium stages including a stage 

efficiency. Murphree efficiencies for CO2 can be 

specified in the absorption column and the desorption 

column. The Murphree efficiency for a stage is defined 

by the change in mole fraction CO2 from a stage to 

another divided by the change on the assumption of 

equilibrium. Pumps and compressors were simulated 

with an adiabatic efficiency of 0.75. 

 

 

2.2   Specifications and simulation of 

standard process for CO2 capture 

 

A standard process as in Figure 2 has been simulated in 

Aspen HYSYS. The specifications for a base case 

calculation are presented in Table 1.  The conditions are 

from a cement plant, and the (waste) heat is assumed to 

be constant 25 MW.   Most of the specifications are the 

same as in (Øi, 2007) and (Svolsbru, 2013). 

 

Table 1. Standard process simulation input specifications 

for 85% CO2 removal  

Parameter Value 

Inlet gas pressure 80 °C 

Inlet gas pressure 1.1 bar 

Inlet gas molar flow rate 8974 kmol/h 

CO2 in inlet gas  17.8 % 

Water in inlet gas  20.63 % 

Nitrogen in inlet gas 89.56% 

Lean MEA temperature 40 °C 

Lean MEA pressure 1.01 bar 

Lean MEA molar flow rate* 545000 kg/h 

MEA content in Lean MEA 29.0 mass-% 

CO2 in Lean MEA 5.5 mass-% 

Number of stages in absorber 10 

Murphree efficiency in absorber stages 0.15 

Number of stages in desorber 8 

Murphree efficiency in desorber stages 1.0 

Reflux ratio in desorber 0.3 

Reboiler temperature 120 °C 

Temperature in amine before desorber 101.2 °C 

Desorber pressure 2.0 bar 

Pump efficiency 0.75 
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Figure 4. Aspen HYSYS flow-sheet of standard process 

 

Figure 4 shows the representation of the standard 

process in the simulation program Aspen HYSYS.  The 

calculation sequence is similar to earlier works (Øi, 

2007; Aromada and Øi, 2015).  First the absorption 

column T-100 is calculated from the inlet gas and the 

lean amine (which is first guessed).  The rich amine 

from the bottom of the absorption column passes 

through the pump P-100 and the main rich/lean heat 

exchanger E-101 and gains heat from the lean amine 

from the desorption column.  The heated rich amine is 

entering the desorption column T-101 which calculates 

the hot lean amine leaving the desorption column.  The 

lean amine from the lean/rich heat exchanger passes 

through the lean cooler E-102 and is checked in a 

recycle block RCY-1.  It is checked whether the 

recycled lean amine is sufficiently close to the earlier 

guessed lean amine stream, which may be changed by 

iteration.  To simulate a process with vapor 

recompression, a few specifications in addition to the 

specifications in Table 1 are necessary.  The pressure 

after depressurization is 1.2 bar and the compressor 

efficiency is 0.75. 

 Figure 5 shows the representation of the vapor 

recompression process in the simulation program Aspen 

HYSYS.  The calculation is slightly more complex than 

in the standard case.  In the calculation sequence, the 

recompressed gas has to be guessed prior to the 

calculation of the desorber.  After recompression, the 

recompressed gas has to be iterated by utilizing a recycle 

block until convergence.

 

 

 

Figure 5. Aspen HYSYS flow-sheet of vapor recompression process 
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3 Specification of dimensioning and 

cost estimation calculations 

3.1 Scope analysis 

 

The process and cost analysis is limited to the equipment 

in the flow-sheets in Figure 4 and 5.  No pre-treatment 

like inlet gas purification or cooling is considered.  And 

no treatment after stripping like compression, transport 

or storage of CO2 is considered.   

The cost estimate is limited to installed cost of listed 

equipment. It does not include e.g. land procurement, 

preparation, service buildings or owners cost.  

3.2 Assumptions 

 

The dimensions of the process equipment are estimated 

based on typical dimension factors.  The absorption 

column diameter is based on a gas velocity of 2.0 m/s 

and the desorption column is based on a gas velocity of 

1 m/s.  The packing height of the absorption and 

desorption column is 1 meter per stage with a specified 

stage efficiency.  The total height of the absorption 

column is the packing height plus 23 meter and the total 

height of the desorption column is the packing height 

plus 17 meter. 

The heat transfer area of the heat exchangers are 

calculated based on heat transfer numbers. The main 

amine/amine heat exchanger has 1500 W/(m2K), the 

reboiler has 2500 W/(m2K) and the condenser has 2000 

W/(m2K).  The compressor effect is calculated with an 

adiabatic efficiency of 0.75. 

The electricity cost is set to 0.05 Euro/kWh. The 

cooling cost is neglected, and the waste heat is specified 

to be free (zero cost) except for a sensitivity calculation. 

The maintenance cost was set to 4 % of the total 

investment per year.  The yearly operating time was 

8000 hours, the calculation time was set to 25 years and 

the interest was set to 7.5 %.  The construction time was 

not included. 

3.3 Methods used 

 

The equipment cost is calculated in 2013-$ by the 

program Aspen In-Plant v8.4.  The cost is escalated to 

2016 using the CEPCI index and converted to EURO 

with an exchange rate of 0.904.  Stainless steel (SS316) 

with a material factor of 1.75 was assumed for all 

equipment units.  To calculate the installed cost, all 

equipment cost (in carbon steel) was multiplied with a 

detailed installation factor based on data from Eldrup as 

in earlier works (Øi, 2012; Park, 2016).  The installation 

factors was decreasing with equipment cost.  Details can 

be found in the Master Thesis (Sundbø, 2017). 

 

4 Results and discussion 

4.1 Results from removal rate and energy 

consumption 

 

The CO2 removal efficiency and energy consumption 

was calculated for all the alternatives.  The process was 

simulated with a part of the total exhaust gas (part-flow) 

from 40 up to 100 % (which is full-flow) of the gas 

through the absorber column.  Both the standard case as 

in Figure 4 and the vapor recompression case as in 

Figure 5 were simulated.  The results are presented in 

Figure 6 and Figure 7 for the standard case. 

   

 

 

Figure 6. Removal rate as a function of percent full flow 

and number of stages for the standard case 

 

  

 

Figure 7. Energy consumption as a function of percent 

full flow and number of stages for the standard case  

 

 

Figure 6 clearly shows that the full flow alternative 

gives a higher removal rate at all column heights and 

Figure 7 shows that the energy use (per kg CO2 

captured) is lower with full flow.  The figures also show 

that the removal rate increases and the energy use 

decreases with the number of stages up to about 10 

stages.  Above 10 stages, there is only small changes.    

The results are presented in Figure 8 and Figure 9 for 

the vapour recompression case.   
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Figure 8. Removal rate as a function of percent full flow 

and number of stages for the vapor recompression case 

 

  

 

Figure 9. Energy consumption as a function of percent 

full flow and number of stages for the vapor 

recompression case  

 

 

The results show that the full-flow alternative achieved 

the highest removal efficiency and lowest energy 

consumption for both the traditional and for the vapour 

recompression configuration.  Without vapour 

recompression, the removal efficiency varied between 

39 and 41 % where the highest removal efficiency was 

achieved with 15 absorption stages.  With vapour 

recompression, 45 to 48 % was achieved with 5 and 15 

absorption stages, respectively.  The vapor 

recompression solution with the highest removal 

efficiency and the lowest energy consumption at 15 

stages, was regarded as the energy optimum process.  

 

 

4.2 Cost optimization results 

 

The cost estimate was performed after process 

simulation in Aspen HYSYS and dimensioning of the 

process equipment.  Figure 10 shows the cost estimate 

distributed on each equipment type for the full-flow 

standard case and the vapor recompression case. 

  The cost for 80 % flow was also estimated, and had a 

higher capital cost. This indicate that a full-flow process 

is more cost optimum.   

 

 

Figure 10. Cost comparison of standard and vapor 

recompression full-flow process as a function of number 

of stages 

 

The cost including operating cost was used to calculate 

the total cost per ton CO2 captured. Calculated cost for 

a standard and vapour recompression as a function of 

number of stages is shown in Figure 11. 

 

 

 

Figure 11. Cost comparison of standard and vapor 

recompression full-flow process as a function of number 

of stages 

 

The figure shows that a standard process with a low 

number of stages gives the lowest cost per ton CO2 

capture.  2.3 Euro/ton CO2 captured is a very low cost. 

However, a vapour recompression process will capture 

considerably more CO2 as shown in Figure 6 and 8.  3.3 

EURO/ton CO2 captured is also an attractively low cost 

for CO2 capture.  Another way to compare the two 

alternatives using the optimum 5 stages, is to calculate 

the additional cost to capture the additional amount of 

CO2.  In this case this cost is 10.3 EURO/ton.  

In Figure 12, the total project cost for the two 

alternatives as a function of captured amount CO2 is 

shown.  The figure shows the cost for the standard 

process removing 5.5 Mton CO2 compared to the higher 

cost for the vapour recompression process removing 6.4 

Mton CO2.  The figure illustrates that the capture cost 

per ton CO2 captured (which is the slope) increases 

when the amount of CO2 captured increases. 

DOI: 10.3384/ecp17138298 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

302



 

Figure 12. Total project cost for the standard and vapour 

recompression full-flow alternatives as a function of 

amount CO2 captured 

 

4.3 Comparisons with earlier work 

 

(Dong et al., 2012) calculated that it was possible to 

capture 78 % CO2 in a cement case under other 

conditions.  The amount captured was dependent on the 

degree of integration.  (Park, 2016) concluded as in this 

work that the lowest total cost per ton CO2 captured was 

calculated for the standard full-flow process with 5 

absorption stages. This conclusion was however based 

on the assumption that transport and treating of the gas 

before or after CO2 capture was not considered. 

   

4.4 Sensitivity analysis 

 
The capture cost was calculated for varied 

specifications.  The packing equipment cost was 

doubled in one case, and the recompression compressor 

cost was doubled in another case.  These changes 

increased the capture cost, but it did not change the 

conclusions of the optimum solution. 

The price of heat was increased from 0 and up to 0.02 

EURO/kWh.  At a price of 0.02 EURO/kWh, the total 

cost for both the standard process and the vapor 

recompression process was 10.6 Euro/ton CO2 captured.  

At a higher heat cost, the vapor recompression process 

would give the lowest cost per ton CO2 captured. 

 

5  Conclusion 

 

Different process alternatives for partial CO2 capture 

were simulated and cost estimated using the process 

simulation tool Aspen HYSYS.  

The number of absorption stages was varied between 

5 to 15. The process was simulated with a part of the 

total exhaust gas (part-flow) from 40 up to 100 % (which 

is full-flow) of the gas through the absorber column. 

The total CO2 removal efficiency and energy 

consumption was calculated for all the alternatives.  The 

results showed clearly that the full-flow alternative 

achieved the highest removal efficiency for both the 

traditional and for the vapor recompression 

configuration.  The solution with the highest removal 

efficiency with a heat consumption of 25 MW, was 

regarded as the energy optimum process.  

For some of the process alternatives, the process was 

cost estimated to find the cost optimum alternative.  The 

lowest total cost per ton CO2 captured was calculated for 

the standard full-flow process with a low number of 

absorption stages.  However, the full-flow process with 

a vapor recompression configuration and a low number 

of absorption stages had a considerably higher CO2 

removal rate and only a slightly higher total cost per ton 

CO2 captured. 
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Abstract
A model of a hybrid electric vehicle including an af-
tertreatment system is developed and validated. The
model describes a vehicle with the same parallel hybrid
architecture that is commonly used in commercial heavy
duty vehicles and is validated using data gathered from ve-
hicles during real world driving. The goal with the model
is to describe the main dynamics of the system and give
accurate estimations of fuel consumption and emissions
while at the same time keeping simulation times short.
The model consists of several sub components, out of
which the most important ones are: combustion engine,
electric motor, aftertreatment system, driveline, and vehi-
cle chassis. The different components are interchangeable
making it possible for the user to change specific compo-
nents to make the model fit their needs.
Keywords: hybrid heavy duty vehicle, aftertreatment sys-
tem, vehicle model

1 Introduction
When designing controls systems, models of the system
often makes the work significantly easier. This is because
the development can be done using simulations which of-
ten is faster, and cheaper than using the real system. To
facilitate model based development there is a need to have
simulation models for the system, and development of
models is therefore important. Well documented mod-
els for conventional and hybrid heavy duty vehicles exist.
Some models of hybrid vehicles with aftertreatment sys-
tems also exist, like (Willems and Foster, 2009), however,
to the authors knowledge no work where the interplay be-
tween exhaust system and hybrid vehicle, where the en-
gine can be shut of, is studied and modeled can be found.
Therefore we here aim to fill this gap.

1.1 Contributions

The main contribution is a complete vehicle model with
powertrain, vehicle chassis, and after treatment system. In
addition, some new component models have been created
and a study where the interplay between the aftertreatment
system and the hybrid vehicle has been done, to make sure
the model can handle all conditions that arise in a hybrid
vehicle where the engine can be shut of.

2 Modeling
The hybrid architecture used in the model is a parallel con-
figuration where the engine and motor is connected before
the gearbox using a torque coupler. The gearbox is then
used to connect the torque coupler with the wheels. In
Figure 1 the vehicle configuration and the different com-
ponents in the model are shown.

Torque
Coupler Gearbox Chassis

Friction clutch

Internal
Combustion

Engine

Aftertreatment
System

Dog clutch

Fuel Tank

Electric
Machine

Power
Electronics

Battery

Mgb

Ngb

MeNe

Mc

MmNm

Wexh

ṁNOx

Pf

Pb

Pm,e

Figure 1. Configuration of the hybrid vehicle.

The sub-models are taken from previous work. How-
ever, some work have been done to make the models work
in a hybrid vehicle application where the engine is some-
times turned of and the mass flow through the engine and
aftertreatment system is zero. Also, a few new models
have been developed that describe effects that are negli-
gible in conventional vehicles but become clear in hybrid
vehicles. These effects mainly come from that a hybrid
vehicle can shut of the engine resulting in zero mass flow
through the engine and aftertreatment system. In this sec-
tion the sub-models are presented.

2.1 Engine
The engine model is taken from (Wahlström and Eriksson,
2011). Some modifications have been done to the model
so that it is able to simulate zero exhaust mass flow when
the engine is turned of and the model has also been ex-
tended with models for a compression release brake, an
exhaust brake (or back pressure valve), and models for the
composition of the exhaust gas. The model is complex

DOI: 10.3384/ecp17138304 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

304



and well explained in (Wahlström and Eriksson, 2011),
therefore only the essential equations and the modifica-
tions made to the model are presented here.

The remainder of this section is organized as follows:
first the states in the model is described, then the model
of the compression release brake is presented followed by
an explanation of how the model has been modified to al-
low zero mas flow, and finally some of the most important
equations in the model are presented.

2.1.1 States

The model has 9 states, out of these, four describe the
main dynamics of the system and they are pressure in the
intake manifold, pim, pressure in the exhaust manifold,
pem, pressure before the back pressure valve, pbpv, and
turbo speed, ωt . Two states describe oxygen mass frac-
tion, one in the intake manifold, XOim , and one in the ex-
haust manifold, XOim . The last three describe dynamics
in the actuators, ũegr,1 and ũegr,2 describes the dynamics
of the EGR valve and ũvgt describes the dynamics of the
VGT.

The differential equations for the manifold pressures
are based on isothermal models (Eriksson and Nielsen,
2014), which gives

ṗim =
RaTim

Vim
(Wc +Wegr−Wei) (1)

ṗem =
RaTem

Vem
(Weo−Wt −Wegr) (2)

ṗbpv =
RaTa f t.trub

Vbpv
(Wt −Wbpv) (3)

where Wi, i ∈ {c,egr,ei,eo,bpv} is the mass flows in and
out of the volumes. Wc is the compressor mass flow which
mainly depends on ωt and pim. Wegr is the exhaust gas
recirculation mass flow which mainly depends on the ratio
pim/pem and the control signal uegr. wei is the cylinder-in
mass flow which mainly depends on pim and ne, Weo is
the engine out mass flow which is the sum of Wei and the
injected amount of fuel. Wbpv is the mass flow past the
back pressure valve which is explained below.

The dynamics of the turbo speed follows Newton’s sec-
ond law

ω̇t =
Ptηm−Pc

Jtωt
(4)

where Pt is the power delivered by the turbine, Pc is the
power required by the compressor, Jm is the turbo inertia,
and ηm is the mechanical efficiency of the turbocharger. Pt
mainly depends on the ratio pem/pbpv, Tem, and the control
signal uvgt . Pc mainly depends on the ratio pim/pamb.

The differential equations for the oxygen mass fractions

Vc Vr V1

Volume

pim

pem

p3

p2

P
re

ss
ur

e

1

2

3

4
5

Figure 2. p-V diagram for the compression release brake.

are

ẊOim =
RaTim

pimVim
((XOem −XOim)Wegr

+(XOc −XOim)Weo)

(5)

ẊOem =
ReTem

pemVem
(XOe −XOem)Weo (6)

where XOc = 23.14% is the oxygen concentration of air
passing through the compressor and XOe is the oxygen
concentration of the exhaust gases coming from the en-
gine.

The states ũegr,1 and ũegr,2 are both first order systems
with uegr as input and together they make up the dynamics
of the EGR valve. The state ũvgt is a first order system
with uvgt as input and describe the dynamics of the VGT.

2.1.2 Compression release brake

To model the compression release brake we study an ideal
cycle shown in Figure 2. The cycle is without combustion
and a compression release is done after top dead center at
a volume vr ≥ vc.

Exhaust Temperature
To get the exhaust temperature, when using the compres-
sion release brake, we start by calculating temperature at
the different steps in the cycle.

Compression (1-2)

T2 = T1

(
v1

v2

)γ−1

= rγ−1
c (7)

Expansion (2-3)

T3 = T1

(
v2

v3

)γ−1

= p1

(
v1

v2

)γ−1(v2

v3

)γ−1

= T1

(
v1

v3

)γ−1

(8)

Compression release (3-4)

T4 = T3 = Texh (9)
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The exhaust temperature is thus

Texh = T1

(
v1

v3

)γ−1

(10)

as can be seen it depends on the ration between v1 and v3,
we therefore introduce

rr =
v1

v3
∈ [1,rc] (11)

as a tuning parameter.

Brake Torque
To calculate the brake torque we first calculate the work
done during this part of the cycle

Wcrb =
∫

1−5
(p− pamb)dv =

∫ v2

v1

pdv+
∫ v3

v2

pdv

+
∫ v4

v3

pdv+
∫ v5

v4

pdv−
∫

1−5
pambdv

=
∫ v3

v1

p1

(v1

v

)γ

dv+
∫ v5

v4

pemdv

=

[
p1

vγ

1
(1− γ)vγ−1

]v3

v1

+(v5− v4)pem

=
p1v1

1− γ

((
v1

v3

)γ−1

−1

)
+(v5− v4)pem

=
p1v1

1− γ

(
rγ−1

r −1
)
+(v5− v4)pem (12)

this term can then be added to the torque model.

2.1.3 Engine Shutdown and Zero Mass Flow
Since the engine model contains some singularities at zero
mas flow the original model has a saturation on the engine
speed that ensures that the mass flow does not get to low.
This saturation has been set at 400 RPM, which is well
below the normal working range of the engine, however,
in a hybrid, where the engine can be shut down, this causes
problems since the engine then continues to blow cold air
through the aftertreatment system.

To remedy this a switching function is used to calcu-
late the exhaust mass flow, Wexh. The switching function
chooses between the turbine mass flow, Wt , from the orig-
inal model and a mass flow calculated based on the vol-
umetric efficiency, ηvol(pim,Ne), of the engine in the fol-
lowing way

Wexh =

{
Wt , Ne ≥ 400
ηvol(pim,Ne)pimNeVd

120RaTim
, Ne < 400

(13)

The result of the switching function can be seen in Fig-
ure 3. In the figure the engine is first idling at around
500 RPM and after one second the engine is turned of.
As can be seen the exhaust mass flow in the original
model first decreases but when the engine speed reaches
400 RPM the exhaust mas stops falling and remains con-
stant, for the extended model however the exhaust mass

flow continues to drop all the way to zero. It should also
be noted that the switching between the two models is
smooth.
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Figure 3. Figure showing mass flow and engine speed during an
engine shutdown from both the original, saturated, model and
the extended motel.

2.1.4 Equations

Here the equations for the engine torque, turbine mass
flow, back pressure valve, exhaust temperature, and ex-
haust gas conditions are presented.

Engine torque
The engine torque, Me, is modeled using four components:
gross indicated torque, Mig, pumping torque, Mp, friction
torque M f ric, and brake torque form the compression re-
lease brake, Mcrb, in the following way

Me = Mig−Mp−M f ric +Mcrb. (14)

The pumping work is calculated as

Mp =
Vd

4π
(pem− pim), (15)

the gross indicated torque is calculated according to

Mig =

uδ ncylqHV ηigch

(
1− 1

r
γcyl−1
c

)
4π

, (16)

the friction torque is calculated using

M f ric =
Vd

4π

(
c f ric,1

( ne

100

)2
+ c f ric,2

ne

100
+ c f ric,3

)
,

(17)
and the brake torque from the compression release brake
is calculated as described in Section 2.1.2.
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Turbine mass flow
The turbine mass flow is modeled as

Wt =
Avgt,maxPem fπt (πt) fvgt(ũvgt)√

TemRe
(18)

where fπt and fvgt are functions defined in (Wahlström
and Eriksson, 2011). However, due to singularities in the
model the engine and turbine speed have lover limit which
implicitly induces a lower limit on Wt . Therefore, at en-
gine speeds lower than this limit the turbine mass flow is
instead taken as the mass flow given by the speed and vol-
umetric efficiency of the engine:

Wt =
ηvol pimneVd

120RaTim
(19)

where the volumetric efficiency, ηvol , is modeled as

ηvol = cvol,1
√

pim + cvol,2
√

ne + cvol,3. (20)

Back pressure valve To model the back pressure valve
a control volume with volume, Vbpv, and pressure, pbpv,
is first added after the turbine. The inflow to this control
volume is the turbine mass flow and the out flow is the
flow past the back pressure valve. The flow past the back
pressure valve is modeled using a throttle mass flow model
(Eriksson and Nielsen, 2014)

Wbpv =
pus√
RTus

AbpvΨli (Π) (21)

where

Π = max

(
pbpv

peats
,

(
2

γ +1

) γ

γ−1
)

(22)

and

Ψli(Π) =



√
2γ

γ−1

(
Π

2
γ −Π

γ+1
γ

)
, Π≤Πli√

2γ

γ−1

(
Π

2
γ

li −Π

γ+1
γ

li

)
1−Π

1−Πli
, Π > Πli

.

(23)
The linear region, Π > Πli, is used to overcome problems
when simulating the system that comes from that the Ψ

does not fulfill the Lipschitz condition when the pressure
ratio is equal to one (Eriksson and Nielsen, 2014).

Exhaust temperature
The cylinder-out temperature, Te, is modeled using cal-
culations for an ideal Seliger cycle and is explained in
(Wahlström and Eriksson, 2011) when the compression
release brake is not used. When the compression release
brake is used Te is modeled as described in Section 2.1.2.
Between the turbine and cylinder heat losses are modeled
so that the temperature before the turbine, Tem, is colder
than the cylinder-out temperature.

The temperature after the turbine is calculated using the
turbine efficiency, ηt , defined in (Heywood, 1988), giving

Ta f t.turb. = Tem

(
1−ηt

(
1−Π

1−1/γe
t

))
(24)

The temperature of the pipe between the engine and the
EATS is governed by the following dynamic model (Eriks-
son, 2002)

Ṫw = Q̇i(Tw,Ta f t.turb.)− Q̇e(Tw,Tamb) (25)

where

Q̇i = hg,iA(Ta f t.turb.−Tw), (26)

hg,i =
1− e−

hcv,iA
Wcp

hcv,iA
Wcp

hcv,i (27)

and

Q̇e = A
(
hcv,e (Tw−Tamb)+Fvεσ

(
T 4

w −T 4
amb
))

. (28)

The temperature of the gas entering the EATS can now be
calculated as

TEAT S = Tw +(Ta f t.turb.−Tw)e
−

hcv,iA
Wcp (29)

Exhaust gas conditions
The NOx, NOx, and O2 concentrations are calculated
based on maps depending on the engine torque and speed.
The rest of the values are taken direct as the values given
by the dynamic engine model.

2.2 Electrical Components
Here the models of the electrical components in the pow-
ertrain are described.

2.2.1 Battery

The battery model is based on a Thévelin equivalence cir-
cuit with an open circuit voltage, Uoc, that depends on the
state of charge, SOC, and internal resistance Ri.

The battery current, Ib, is calculated as

Ib =
Uoc(SOC)

2Ri
−

√
Uoc(SOC)2

4R2
i

− Pb

Ri
. (30)

where Pb is the terminal power of the battery, Ri is the in-
ternal resistance of the battery, and Uoc is the open circuit
voltage. The dynamics of the SOC is

˙SOC =− Ib

Q0
(31)

and Uoc is calculated using maps based on the SOC.
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2.2.2 Power Electronics
The model of the power electronics takes a desired mo-
tor power, Pm,d , and the required power from the auxiliary
units, Paux, and calculates the necessary battery power, Pb,
and actual electrical power to the motor Pm,e. Since the
losses in the power electronics are included in the motor
model, the power electronics is modeled as ideal. This
means that the model of the power electronics only have
to ensure that the battery and electric machine work within
there limits. The battery power is calculated as

Pb =


Pb,max, Pm,d +Paux ≥ Pb,max

Pm,d +Paux, Pb,min ≤ Pm,d +Paux ≤ Pb,max

Pb,min, Pm,d +Paux ≤ Pb,min

(32)

and the motor power is calculated as

Pm,e =


Pb,max− P̄aux, Pm,d ≥ Pb,max− P̄aux

Pm,d , Pb,min− P̄aux ≤ Pm,d ≤ Pb,max− P̄aux

Pb,min− P̄aux, Pm,d ≤ Pb,min− P̄aux
(33)

where

P̄aux =


Pb,max, Paux ≥ Pb,max

Paux, Pb,min ≤ Paux ≤ Pb,max

Pb,min, Paux ≤ Pb,min

(34)

2.2.3 Electric Motor
The motor model is a static model of a permanent mag-
net synchronous machine taken from (Sundström et al.,
2015). When the model is parameterized the losses in the
power electronics are included and in that way the model
also include these losses. The current in the stator, Im, is
calculated as

Im =
1

Rm
(Um− kiωm) (35)

where, Um, is the voltage over the motor, calculated as

Um =
kiωm

2
+

√
k2

i ω2
m

4
+Pm,eRm. (36)

The output torque is calculated as

Mm = kaIm− c f ωm (37)

where ka is defined as

ka =

{
kiηm, Im ≥ 0
ki

ηm
, Im < 0

. (38)

The limits Pm,max and Pm,min are calculated using maps
depending on nm.

2.3 Aftertreatment system
The aftertreatment system consists of three active compo-
nents: a diesel oxidation catalyst, DOC, a diesel particu-
late filter, DPF, and a selective catalytic reduction, SCR,
catalyst. The components are also enclosed inside a si-
lencer.

TDOC TDPF

TSCR

Tshell Tinside TAMB

Figure 4. Temperatures of the different components inside the
silencer.

2.3.1 Silencer
The silencer model has one state for the temperature inside
the silencer, Tinside, governed by the following differential
equation

Ṫinside =
hsolid↔air

cp,airmair
(Adoc(Tdoc−Tinside)

+Ad p f (Td p f −Tinside)+Ascr(Tscr−Tinside)

+Ashell(Tshell−Tinside)) (39)

and one state for the temperature of the shell of the si-
lencer, Tshell , governed by the following differential equa-
tion

Ṫshell =
Ashell

cp,airmair
(hsolid↔air(Tinside−Tshell)

+hsolid↔amb(Tamb−Tshell)) (40)

2.3.2 Energy Balance Modeling
To model the temperature inside the substrates the models
in (Winkler et al., 2003; Van Helden et al., 2004) is used
as a starting point. The following energy balance is used
in the gas phase

ερgCp,g
dTg

dt
=−vερgCp,g

∂Tg

∂x
−hg↔sag↔s (Tg−Ts)

(41)
and in the solid phase

(1−ε)ρsCp,s
dTs

dt
=(1−ε)λs

∂ 2Ts

∂x2 +hg↔sag↔s (Tg−Ts)

−hs↔aas↔a (Ts−Ta)+ ∑
reactions

r j∆H j (42)

To simplify the model the following assumptions are
then made

1. Instantaneous equilibrium between brick material
and exhaust gas, resulting in dTg/dt = 0 and Tg = Ts

2. Conductive heat transport << convective heat trans-
port, and the term (1−ε)λs

∂ 2Ts
∂x2 in (42) can therefore

be omitted
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3. No significant endothermic or exothermic reactions,
i.e. we assume
∑reactions r j∆H j = 0

Using the assumption dTg/dt = 0 and (41), we get

vερgCp,g
∂Tg

∂x
=−hg↔sag↔s (Tg−Ts) (43)

Using assumptions 1 and 2, (42) becomes

(1− ε)ρsCp,s
dTs

dt
= hg↔sag↔s (Tg−Ts)

−hs↔aas↔a (Ts−Ta) (44)

By combining (43), (44) and the assumption that Tg = Ts
we get

(1− ε)ρsCp,s
dTg

dt
=−vερgCp,g

∂Tg

∂x
−hs↔aas↔a (Tg−Ta)

(45)
On a catalyst segment of length L we can use the fol-

lowing approximation

∂Tg

∂x
=

Tg,out −Tg,in

L
(46)

where Tg,in and Tg,out is the temperature of the gas entering
and leaving the segment, respectively. Finally, by combin-
ing (45) and (46) we get

dTg,out

dt
=− 1

(1− ε)ρsCp,s

(
vερgCp,g

Tg,out −Tg,in

L

+hs↔aas↔a (Tg,out −Ta)

)
(47)

2.3.3 Temperature Sensors
Since the dynamics of the temperature sensors can be quite
significant models for thees are needed. The model in-
cludes conduction from the gas surrounding the sensor and
radiation from the surroundings and is described below.

The density of the gas can, using the ideal gas law, be
calculated as

ρ =
p

RTg
(48)

using this the velocity of the gas can be calculated using

V =
Wexh

Apipeρ
(49)

The Reynolds number is calculated as

Re =
V Dsens

γ
(50)

where
γ =

µ

ρ
. (51)

The Nusselt number is calculated according to (Hol-
man, 1986) as

Nu=


0.3+

0.62Re1/2Pr1/3(
1+
( 0.4

Pr

)2/3
)1/4

(
1+
(

Re
282000

)5/8
)4/5

RePr ≥ 0.2
1

0.8237−0.5ln(RePr) , RePr < 0.2
(52)

however this gives very low values for low mass flows and
therefore a lower saturation, Numin, is used.

The heat transfer coefficient can now be calculated as

h =
kexhNu
Dsens

(53)

By assuming that that the length of the sensor is twice
the diameter of the sensor, the area of the sensor is

Asens = πD2
sens (54)

and the mass of the sensor is

msens = ρsens
πD3

sens

2
(55)

The dynamics of the sensor can now be written

Ṫs =
hAsens(Tg−Ts)− εσAsens(T 4

s −T 4
w )

msenscp
(56)

2.3.4 Diesel Oxidation Catalyst

The temperature of the DOC calculated as described Sec-
tion 2.3.2. The oxidation of NO is calculated using a map
depending on the temperature of the DOC and exhaust
mass flow.

2.3.5 Diesel Particulate Filter

The DPF is split lengthwise into five segments and each
segment has a state describing its temperature. The tem-
perature in each segment is calculated as described in Sec-
tion 2.3.2, and the surface temperature is taken as the mean
of the temperatures of all segments. No reactions or filter-
ing is modeled in the DPF.

2.3.6 Selective Catalytic Reduction Catalyst

Like the DPF, the SCR is split lengthwise into five seg-
ments and each segment has a state describing its temper-
ature and ammonia surface coverage. The temperature in
each segment is calculated as described in Section 2.3.2.
The reactions and mass balances in the catalyst is modeled
similarly to (Winkler et al., 2003; Van Helden et al., 2004)
and is described below.

In each segment NH3 adsorption and desorption

NH3←→ NH3
∗ (57)
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are modeled using the reaction rate expressions

ra = k0
a exp

(
−E0

a

R

(
1
Ts
− 1

Tre f

))
CNH3

(
1−ΘNH3

)
(58)

rd = k0
d exp

(
−E0

d

(
1−αΘNH3

)
R

(
1
Ts
− 1

Tre f

))
ΘNH3

(59)

where ki and E0
i is the pre-exponential factor and activa-

tion energy for reaction i, respectively, Ci is the concentra-
tion of specie i, Ts is the substrate temperature, and ΘNH3
is the ammonia surface coverage.

In the SCR catalyst the following NOx reducing reac-
tions modeled are:

4NH3 +4NO+O2 −→ 4N2 +6H2O (60)
2NH3 +NO+NO2 −→ 2N2 +3H2O (61)

8NH3 +6NO2 −→ 7N2 +12H2O (62)

and they are modeled using the following reaction rate ex-
pressions

rstd = k0
std exp

(
−Estd

R

(
1
Ts
− 1

Tre f

))
CNOΘ

∗
NH3

×

(
1− exp

(
−ΘNH3

Θ∗NH3

)) (63)

r f st = k0
f st exp

(
−E f st

R

(
1
Ts
− 1

Tre f

))
CNOCNO2ΘNH3

(64)

rslw = k0
slw exp

(
−Eslw

R

(
1
Ts
− 1

Tre f

))
CNO2ΘNH3 (65)

NH3 oxidation

4NH3 +3O2 −→ 2N2 +6H2O (66)

is modeled by

roxNH3 = k0
oxNH3

exp
(
−EoxNH3

R

(
1
Ts
− 1

Tre f

))
ΘNH3

(67)
Finally, hydrolysis of HNCO

HNCO+H2O−→ NH3 +CO2 (68)

is modeled by

rHNCO = k0
HNCO exp

(
−EHNCO

R

(
1
Ts
− 1

Tre f

))
CHNCO.

(69)
Using thees reaction rates, the surface coverage mass

balance is modeled as

dΘNH3

dt
= ra− rd−4rstd−2r f st −8rslw−4roxNH3 (70)

and species mass balances in the gas phase are modeled
by

dCHNCO

dt
=−v

∂CHNCO

∂x
− rHNCO (71)

dCNH3

dt
=−v

∂CNH3

∂x
−Ω(ra− rd)+ rHNCO (72)

dCNO

dt
=−v

∂CNO

∂x
−Ω(4rstd + r f st + rslw) (73)

dCNO2

dt
=−v

∂CNO2

∂x
−Ω(r f st +6rslw) (74)

where v is the velocity of the gas in the segment. All of
these concentrations can be written on the form

dCi

dt
=−v

∂Ci

∂x
+∑

j
k jr j (75)

with appropriate choices of k j. By assuming the catalyst is
working as a plug flow reactor, meaning there is no local
accumulation of gas phase species, we get

dCi

dt
= 0 =⇒ ∂Ci

∂x
=

1
v ∑

j
k jr j (76)

and for a segment of length L, given the concentration at
the inlet, Ci,in, we can calculate the concentration at the
outlet, Ci,out , using the approximation

Ci,out =Ci,in +
L
v ∑

j
k jr j. (77)

When using this approximation we get a singularity at
v = 0. However, this can easily be handled by limiting
v and not let it become to smaller than a given value. By
choosing a small enough limit on v the model can still pro-
duce accurate results since for small v the mass flow out of
the aftertreatment system is small and does not influence
the results very much.

2.3.7 Pressure Drop
The back pressure from the EATS, peats, is modeled by a
control volume between the turbine and the EATS using
following differential equation

ṗeats =
RaTeats

Veats
(Wt −Weats) (78)

where the, Weats is the mass flow thorough the EATS. To
get Weats the EATS is modeled as a incompressible turbu-
lent restriction (Eriksson and Nielsen, 2014), giving us

Weats =

Ctu

√
peats

RTeats

√
∆p, ∆p≥ ∆plin

Ctu

√
peats

RTeats

∆p√
∆plin

, ∆p < ∆plin
(79)

where ∆p = peats− pamb, and ∆plin is the size of the linear
region and is used to make the model Lipschitz continu-
ous.
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Figure 5. Components in the driveline.

2.4 Driveline
The driveline model consists of four components: a fric-
tion clutch, a dog clutch, a torque coupler, and a transmis-
sion. Here the equations of the components are described
using the notation shown in Figure 5.

Torque coupler
The torque coupler connects the engine and the motor. To
match the speed of the components a gear ratio, itc, is used.
The equations for the torque coupler becomes

Mtc = M̄e + itcM̄m (80)

Jtc = J̄e + i2tcJ̄m (81)
ne = ntc = itcnm (82)

Gearbox
The gearbox has a gear ration ig = ig(ug) that connects the
speed of the torque coupler with the speed of the wheels

ωtc = igωw. (83)

The efficiency of the gearbox is also modeled using ηgb =
ηgb(ug) in the following way

Mw = η
sgn(Mtc)
gb igMtc. (84)

Note that ηgb depends on which gear that is engaged (typ-
ically the highest gear is more efficient than the rest of the
gears).

Dog clutch
The dog clutch is used to decouple the motor from the
rest of the driveline. The dog clutch can either be locked
(udc = 1) or completely open (udc = 0). Mathematically
this is expressed as

M̄m =

{
Mm, udc = 1
0, udc = 0

(85)

J̄m =

{
Jm, udc = 1
0, udc = 0

(86)

Friction Clutch
The clutch model is taken from (Eriksson, 2001). The
clutch position u f c ∈ [0,1] controls the friction clutch (0
means fully separated clutch and 1 means full force on the
clutch discs). The clutch can either be slipping ωe 6= ωc
or locked ωe = ωc. When the clutch is slipping the two
masses move independently governed by the following
differential equations

Jeω̇e = Me−Mc (87)
Jtotω̇c = Mc−Mtot (88)

where Jtot and Mtot is the total inertia and torque, respec-
tively, on the wheel side. The total inertia is the sum of the
equivalent inertia of the vehicle and motor, which is

Jtot =
Iw

i2g
+udci2tcJm (89)

and the total torque is

Mtot = udcigMm−
Mw

ig
. (90)

In this case the torque transfered through the clutch is

Mc = Mmax,kuclsgn(we−wc) (91)

When the clutch is locked the two systems should rotate
with identical speed. The governing differential equation
now becomes

(Je + Jtot)ω̇e = Me−Mtot . (92)

For this to hold the transfered torque through the clutch
must be

Mc =
MeJtot +MtotJe

Je + Jtot
. (93)

This torque is also compared with the maximum static
torque possible to transfer through the clutch, in order to
determine if the clutch should start slipping. More infor-
mation about the clutch model can be found in (Eriksson,
2001).

2.5 Chassis
The chassis model describes the vehicles interaction with
the environment by calculating the resistive forces acting
on the vehicle. The total resistive force acting on the ve-
hicle is a sum of four components

F = Fa +Fr +Fg +Fb (94)

where
Fa =

1
2

ρCdAv2 (95)

is the aerodynamic resistance,

Fr = cosα mg
(
Cr,0 +Cr,1v2) (96)
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is the rolling resistance,

Fg = sinα mg (97)

is the gravitational force, and

Fb = min(ubKb,mg) (98)

is the force generated by the brakes. The vehicle torque is
calculated as

Mvehilce = rwF. (99)

and the equivalent vehicle inertia is

Jvehicle = mr2
w. (100)

3 Parameterization and Validation
The parameterization and validation have been done using
data from two vehicles, some specifications of these vehi-
cles are shown in Table 1. The data that was used consist
of measurements from a set of senors during real world
driving. All models are based on physical properties of
the system and as a starting point physically reasonable
values on all parameters are chosen, but to get a better
agreement with measurements tuning of some parameters
have been done. The rest of this section contains the pa-
rameterization and validation of the different components
in the model.

Table 1. Vehicle specifications

Vehicle 1 Vehicle 2
Type Bus Truck

Engine 5 Liter 10.6 Liter
Motor 100 kW / 900 Nm 136 kW / 1050 Nm
Weight 14.5 Tonnes 14.5 Tonnes

3.1 Engine
In the engine model the parameters in Table 2 was tuned.
Vd was taken as the actual engine size of the vehicle. The
rest of the parameters were tuned using the fact that the
change in mass flow is proportional to the change in en-
gine size, i.e.

W = γWorg (101)

where
γ =

Vd

Vd,org
(102)

where the index org refers to the mass flow and size of
the original engine. From the model equations we also get
that

Rc ∝ W 1/3 (103)

Rt ∝ W 1/3 (104)
Avgt,max ∝ W (105)

and therefore the new values are taken as

Rc = γ
1/3Rc,org (106)

Rt = γ
1/3Rt,org (107)

Avgt,max = γAvgt,max,org (108)

When validating the engine, the measured engine speed
and torque was used as inputs to the model. The rest of
the control signals were held constant, V GT at 60%, EGR
fully closed, and no engine brakes was used. From the
measured engine torque the appropriate amount of fuel
was calculated using the inverse of the torque model. The
result from vehicle 2 is shown in Figure 6, where it can be
seen that the exhaust flow from the model agree well with
the measured. However, the temperature does not agree
quite as well. One possible explanation for this is that rel-
atively small errors in mass flow induce large errors in the
temperature, and therefore the model can be better than
what this figure gives the impression of.

Table 2. Tuned parameters in the engine model.

Vd Engine displacement
Rc Compressor radius
Rt Compressor radius

Avgt,max Maximal VGT area
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Figure 6. Measured and simulated exhaust mass flow and ex-
haust temperature for vehicle 2.

3.2 EATS
In the EATS model the parameters in Table 3 was tuned.
The lengths Li and diameters Di was scaled, compared to
the original model, so that the volumes of the components
scaled proportional to the change in maximal mass flow.
The rest of the parameters was tuned by simulating the
system using the measured mass flow and temperature be-
fore the DOC as inputs.

Since the measured temperature before the DOC was
measured with a temperature sensor, the measurements
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also include the dynamics of the sensor. Therefore the
measurements was first inverse filtered. By using the fol-
lowing model for the sensor

Ṫs =Csh(Wexh)(Tg−Ts) (109)

where Ts is the temperature measured by the sensor, Tg is
the temperature of the exhaust gas, Cs is a tuning constant,
and h is defined in (53). Using this we can calculate Tg as

Tg = Ts +
1

Csh(Wexh)
Ṫs. (110)

Ṫs was calculated numerical from the measurements and
Cs was chosen so that the time constant of the sensor was
around 7 seconds at a mass flow of an idling engine. The
filtered measurements and time constants for the sensor
can be seen in Figure 7.

Table 3. Tuned parameters in the EATS model.

Li Length of component i ∈ {doc,d p f ,scr}
Di Diameter of component i ∈ {doc,d p f ,scr}

ρsolid,i Density of component i ∈ {doc,d p f ,scr}
hsolid↔amb Heat transfer coefficient, solid to ambient
hsolid↔air Heat transfer coefficient, solid to air
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Figure 7. Inverse filtered temperature measurements and time
constant for the temperature sensor.

The validation for vehicle 1 and 2 can bee seen i Fig-
ure 8 and Figure 9, respectively. As can bee seen the
model and measurements agree well at higher mass flows.
When the mass flow is zero, however, they do not agree
well, but when the mass flow increases they quickly con-
verge again. No validation data for the temperature after
the SCR was available, but in Figure 10 measured tem-
perature after the DPF and modeled temperature after the
SCR, for vehicle 2, is shown. As expected the temperature
after the SCR is a slightly smoothed version of the temper-
ature after the DPF, however, fast transient due to changes
in mass flow are not smoothed.
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Figure 8. Exhaust flow and modeled and measured temperatures
in the following places: before the DOC (here model is inverse
filtered measurements), after the DOC, and after the DPF. All
data is from vehicle 1.

3.3 Electrics
The parameters for the motor model was estimated, using
least squares, from a map of the power losses af a motor
that was produced by a motor design tool developed in
(Le Berr et al., 2012). The parameters for the battery was
taken from (Energy, 2016).

To validate the model the required current from the mo-
tor model, when producing the same torque and at the
same speed as the measured, was compared to the mea-
sured current. The measured current also include the cur-
rent required from auxiliary components and therefore a
current equivalent to a power of 10 kW was subtracted
from the measured current. The result for vehicle 1 is
shown in Figure 11, where it can be seen that the mod-
eled and measured current mostly agree well, especially
considering that the power required by the auxiliary com-
ponents most likely varies a little with the time.

3.4 Chassis
The parameters for the chassis model are taken from
(Eriksson et al., 2016). The validation of the chassis model
was done by using the measured road slope, motor torque,
engine torque, and gear as input signals to the model. The
torque from the engine and motor was transformed to ap-
propriate input signals to the engine and motor model by
using the inverse of their toruqe models. Since no infor-
mation of how the friction brakes were used was available
a brake controller was also included. The brake controller
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Figure 9. Exhaust flow and modeled and measured temperatures
in the following places: before the DOC (here model is inverse
filtered measurements), after the DOC, and after the DPF. All
data is from vehicle 2.

is a proportional controller with a dead band. The dead
band is 5 km/h and is included to avoid unnecessary brak-
ing. Also, when the measured speed was zero the brakes
were applied to make sure the vehicle is standing still even
if it is in a down or uphill. The result for vehicle 1 is shown
in Figure 12. As can be seen the modeled and measured
velocity agree well large parts of the simulation and the
simulated speed is about as often higher than the measured
as it is lower.

4 Conclusions
A model of a complete hybrid vehicle with an aftertreat-
ment system has been developed and documented. The
model contains several subcomponents and is based on
the physical properties of the system. Parameterization
and validation of the model have been done using mea-
surements gathered from two vehicles during real world
driving, and the model has shown to agree well with the
measurements.
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Figure 10. Measured temperature after the DPF and modeled
temperature after the SCR for vehicle 2.
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Figure 11. Measured and modeled current required by the motor
for vehicle 1.
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Figure 12. Measured and simulated vehicle speed or vehicle 1.
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A Notation and Subscripts
Notation

γ Specific heat capacity ratio (-)
ε Emissivity (-)
η Efficiency (-)
Θ Surface coverage (-)
ρ Density (kg/m3)
σ Stefan-Boltzmann constant (W/m2K4)
ω Rotational speed (rad/s)
A Area (m2)
cp Const. pressure specific heat capacity (J/kgK)
D Diameter (m)
E0 Activation energy (J)
Fv Gray body view factor (-)
g Acceleration due to gravity (m/s2)
h Heat transfer coefficient (W/m2K)
I Current (A)
i Gear ratio (-)
J Inertia (kgm2)
k0 Pre-exponential factor (-)
M Torque (Nm)
m Mass (kg)
N Rotational speed (r/min)
Nu Nusselt number (-)
P Power (W)
p Pressure (Pa)
Q Heat (J)
qHV Heating value of fuel (J/kg)
R Gas constant (J/kgK)
R Resistance (Ω)
Re Reynolds number (-)
T Temperature (K)
U Voltage (V)
u Control signal
V Volume (m3)
v Velocity (m/s)
W Mass flow (kg/s)
X Mass fraction (-)
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Subscripts
a Air
aft.turb After turbo
amb Ambient
b Battery
bpv Back pressure valve
c Compressor
crb Compressing release brake
cv Convection
cyl Cylinder
d Displacement
dc Dog clutch
e Internal combustion engine
eats Engine after treatment system
egr Exhaust gas recirculation
ei Engine in
em Exhaust manifold
eo Engine out
exh Exhaust
f Fuel
fc Friction clutch
fric Friction
gb Gearbox
g Gas
i Internal
ig Indicated gross
igch Ignition chamber
im Intake manifold
m Electric machine
O Oxygen
oc Open circuit
p Pump
t Turbine
us Upstream
vgt Variable geometry turbine
vol Volume
w Wall
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Abstract
The diesel engine remains one of the key components
in the global economy, transporting most of the worlds
goods. To cope with stricter regulations and the continu-
ous demand for lower fuel consumption, optimization is
a key method. To enable mathematical optimization of
the diesel engine, appropriate models need to be devel-
oped. These are preferably continuously differentiable, in
order to be used with a gradient-based optimization solver.
Demonstration of the optimization-based methodology is
also necessary in order for the industry to adapt it. The
paper presents a complete mean value engine model struc-
ture, tailored for optimization and simulation purposes.
The model is validated using measurements on a heavy-
duty diesel engine. The validated model is used to study
the transient performance during a time-optimal tip-in, the
results validate that the model is suitable for simulation
and optimization studies.
Keywords: Diesel Engine Modeling, Diesel Engine Con-
trol, Mean Value Models, Optimal Control, Optimization,
Tip-in.

1 Introduction
The diesel engine is one of the prime movers of the global
economy (Smil, 2010). It propels everything from cargo
ships to passenger cars, and helps sustain modern life as
we know it. Over the years, diesel emission regulations
have become more and more strict, but it seems as the pace
is not fast enough. Urban air pollution possibly caused by
vehicle emissions, has led to major cities now saying they
will ban diesel engines completely (Harvey, 2016). Zero-
emission vehicles, benefiting from electrification, is one
potential way of solving the emissions problem. However,
the solution to the problem still lies in the future while
diesel engines continues to be used today. It is therefore
important that the diesel engine continues to be improved
in order to reduce the environmental impact, local emis-
sions, and fuel consumption. However, making improve-
ments on a diesel powertrain is not a trivial task. Firstly,
the diesel engine itself is very complex, and combining
it with modern aftertreatment systems makes it consider-
ably more complex because of the symbiotic dependence

∗This work was supported by the Vinnova Industry Excellence Cen-
ter LINK-SIC Linköping Center for Sensor Informatics and Control.

between the two systems. The engine needs the aftertreat-
ment system to meet the regulations and the aftertreatment
system needs heat from the engine to reduce the emis-
sions. Secondly, more than 120 years of continuous de-
velopment has led to the fact that the low-hanging fruits
have already been picked. To overcome this, and con-
tinue to develop the diesel engine, there is a demand for
new and different methodologies. Such a methodology
that is starting to gain acceptance within the automotive
industry is optimization. Together with modeling and sim-
ulation, it can help balance conflicting interests, such as
keeping the aftertreatment warm while maintaining a low
fuel consumption. For the transition to optimization-based
methodologies to work, models suitable for optimization
are needed, which is the focus of this paper. In it, a con-
tinuously differentiable heavy-duty diesel engine model,
suitable for use with gradient-based optimization software
is developed, and a simple use-case, showing how it can
be used in an optimization framework, is demonstrated.

The developed model is a so-called mean value engine
model, which is a control-based model for the study of the
air and fueling system. The model is developed from sta-
tionary measurements on a heavy duty diesel engine and
has four states, intake manifold pressure, exhaust mani-
fold pressure, pressure after the compressor, turbocharger
speed. The system also has three actuator inputs, fuel in-
jection per cycle, throttle position, and wastegate position.
Also, since there is no load connected to the engine model,
the engine speed is treated as an exogenous input into
the system, meaning that it is set from outside the model,
which enables studying the engine under load conditions.

For a comprehensive treatment of modeling diesel en-
gines for optimal control, the reader is referred to Asprion
(2013), and for the modeling of hybrid electric power-
trains for optimal control the reader is referred to Siverts-
son (2015). Numerical optimal control is extensively
treated in Betts (2010); Biegler (2010). For the solution
of the optimal control problems in this paper, a toolbox
called YOP† is used. It is based on CasADi (Anders-
son, 2013), which is a general symbolic framework for
dynamic optimization. The resulting nonlinear program
(NLP) from the optimal control algorithm is solved us-
ing the general NLP-solver IPOPT (Wächter, Andreas and
Biegler, Lorenz T., 2006). Similar optimal control prob-

†Contact the authors for more information about YOP.
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Figure 1. Sketch of a diesel engine equipped with turbocharger,
charge air cooler, throttle and wastegate. The model states are
pressure after compressor pcaf, pressure in the intake manifold
pim, pressure in the exhaust manifold pem and turbocharger ro-
tational speed Nt. The charge air cooler is assumed to be ideal,
therefore there is no pressure drop from the compressor to the
throttle.

lems, as studied in this paper, have previously been solved
in for example Nezhadali and Eriksson (2016), Sivertsson
and Eriksson (2014), and Leek et al. (2017).

The paper is outlined as follows. In Section 3 the model
is presented and validated sub-model by sub-model. In
Section 4 an optimal control problem for optimzing the
transient response, for a tip-in, is formulated. In Section
5 the problem is solved numerically and the results pre-
sented. In Section 6 the conclusions are presented.

The contributions are, a complete model structure for a
heavy-duty diesel engine equipped with a fixed geometry
turbocharger and inlet throttle, and optimal control trajec-
tories for a parametrization of the model during a tip-in.

2 Model

The model is intended to be used for controller design and
evaluation of, both controller structures and control strate-
gies. To reduce computational time when simulating the
model, the number of states is kept low. The model is a
mean value engine model, a model structure suitable for
study of the air and fueling system of the engine. The
sub-models are parametrized using sum of least squares
method, the results from the parametrization’s are shown
as R2 of the model fit, displayed in the figure title of each
model that is adapted to measurement data.

Symbol Description Unit
ṁ Massflow kg/s
nr Revolutions per stroke -
p Pressure Pa
qhv Fuel Lower heating value J/kg
qin In-cylinder specific heat J/kg
rc Compression ratio -
t Time s
u f uel Injected fuel mg/cycle
uwg Wastegate position -, [0,1]
uthr throttle position -, [0,1]
A Area m2

BSR Blade speed ratio -
Cd Drag coefficient -
J Rotational inertia kg m2

M Torque Nm
N Rotational speed rpm
N̄ Normalized rotational speed rpm
P Power W
R Gas constant J/(kg K)
T Temperature K
V Volume m3

W Work J
γ ratio of specific heats -
η Efficiency -, [0,1]
λ Air-fuel equivalence ratio -
φ Fuel-air equivalence ratio -
(A/F)s Air-Fuel stoichiometry relation -
ψ Flow condition function -
ω Angular velocity rad/s
Π Pressure ratio -

Table 1. List of Symbols

2.1 States
The model states is described by four dynamic equations

d pca f

dt
=

Ra Tamb

Vcac
(ṁc− ṁthr) (1a)

d pim

dt
=

Ra Tamb

Vim
(ṁthr− ṁair) (1b)

d pem

dt
=

Re Tem

Vem

(
ṁair + ṁ f uel− ṁt − ṁwg

)
(1c)

dωt

dt
=

1
Jtc ωt

(Ptηt −Pc) , (1d)

and consequently has four states x = [pca f pim pem ωt ]
T . It

also has three actuator inputs u = [u f uel uthr uwg], and one
exogenous input, the engine speed Ne.

2.2 Control Signals
The control signals in the model are the amount of fuel
injected in the cylinders u f uel in [mg/cycle], the wastegate
control signal uwg in a range from 0 to 1 [-], the throttle
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Index Description
a Air
amb Ambient
cac Charge air cooler
ca f Compressor after
ch Choke line
c Compressor
corr Corrected
crit Critical
cyl Cylinder
d Displacement (cylinder)
D Displacement (engine)
des Desired
e Engine
em Exhaust manifold
f Final
f ric Friction
ig Indicated gross
ign Ignition
im Intake manifold
lin Linear
re f Reference
sc Seiliger cycle
thr Throttle
t Turbine
vol Volumetric
zsl Zero-slope line

Table 2. List of subscripts

control signal uthr in a range from 0 to 1 [-], and the en-
gine speed Ne in [rpm]. The engine speed is treated as an
exogenous input to be able to investigate the engine behav-
ior in different load and speed conditions without having
a driveline model.

2.3 Engine
The engine model is divided into four sub models; one for
engine torque, one for cylinder air charge, one for engine
stoichiometry, and one for exhaust temperature.

2.3.1 Engine Torque
The torque delivered by the combustion engine (Eriksson
and Nielsen, 2014) is described by

ṁ f uel =
u f uel Ne ncyl 10−6

nr
(2a)

Wpump =Vd ncyl (pem− pim) (2b)

Wig =
ηign ṁfuel qHV nr

Ne

(
1− r

1−γcyl
c

)
(2c)

Wf ric =Vd ncyl

(
cfr1 + cfr2

Ne

1000
+ cfr3

(
Ne

1000

)2
)

(2d)

Me =
Wig−Wpump−Wf ric

2π nr
(2e)

where the parameters ηig, cfr1. cfr2 and cfr3 are model pa-
rameters. The control signal is the fuel flow u f uel and the
engine rotational speed Ne, expressed in rps.

2.3.2 Engine Air Massflow

The amount of fresh air entering the cylinders is dependent
of the pressure in the intake manifold pim and the engine
rotational speed Ne (Eriksson and Nielsen, 2014).

ṁcyl =
ηvol pim Ne VD

nr 60Ra Tim
(3a)

ηvol = cvol1
√

pim + cvol2
√

Ne + cvol3 (3b)

Where cvol1, cvol2, and cvol3 are model parameters.

2.3.3 Air-to-Fuel Equivalence Ratio

The air-to-fuel equivalence ratio λ is described by

λ =
ṁair

ṁ f uel(A/F)s
(4)

where (A/F)s is the stoichiometric air to fuel ratio.

2.3.4 Exhaust Gas Temperature

The exhaust gas temperature from the engine cylinders
is needed to get the correct power to the turbine. The
gas temperature leaving the cylinders and entering the ex-
haust manifold is described in a similar way as Skogtjärn
(2002), but by an ideal diesel cycle (constant pressure dur-
ing combustion), with a correction parameter ηsc which is
a compensation factor for non ideal cycles.

qin =
ṁ f uel qHV

ṁ f uel + ṁair
(5a)

Tem = ηsc

(
pem

pim

) γair−1
γair

r
1−γcyl
c

(
qin

cp,air
+Tim rγair−1

c

)
(5b)

The model validation for models (2)-(5) is displayed in
Figure 2. Since the charge air cooler after the compres-
sor is assumed to be ideal, the inlet manifold temperature
Tim = Tamb.

2.4 Turbocharger
The compressor model consists of two parts, the first mod-
els the compressor air massflow, and the second the com-
pressor efficiency.

2.4.1 Compressor Massflow

The compressor massflow model is developed in Leufvén
and Eriksson (2013) and further described in Eriksson and
Nielsen (2014). The model used in this paper is the repre-
sentation from Eriksson and Nielsen (2014), described as
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Figure 2. Model validation, blue dots represent measurement
plotted against model, and the red line represents the line indi-
cating an exact fit.

N̄ = Nt/105 (6a)
Πzsl = 1+ c11N̄c12 (6b)

ṁzsl = c20 + c21N̄ + c22N̄2 (6c)
Πch = c30 + c31N̄c32 (6d)
ṁch = c40 + c41N̄c42 (6e)

C = c50 + c51N̄ + c52N̄2 (6f)

ṁc,corr = ṁzsl +(ṁch− ṁzsl)

(
1−
(

Πc−Πch

Πzsl−Πch

)C
) 1

C

.

(6g)

There are 14 model parameters to estimate, the complete
model fit is displayed in Figure 3. Equation (7) is used to
translate the corrected massflow to massflow in [kg/s].

ṁc = ṁc,corr
pamb

pre f

√
Tre f

Tamb
(7)

where pamb and Tamb are the pressure and temperature in
the compressor inlet, pre f and Tre f are the reference pres-
sure and temperature for which the compressor is tested.

2.4.2 Compressor Efficiency
The compressor efficiency model (Eriksson and Nielsen,
2014) has two inputs, the corrected compressor massflow

Corrected Massflow

P
re

s
s
u

re
 R

a
ti
o

Compressor Massflow, R 2= 0.99379

Measurment

Model

Corrected Massflow

E
ff

ic
ie

n
c
y

Compressor Efficiency, R2= 0.85628

Figure 3. Compressor model validation, the measurement data
(red) is compared with the massflow model (plot above) and the
efficiency model (plot below), the models output data is shown
in blue.

ṁc,corr and the pressure ratio over the compressor Πc. The
model is described as

χ =

(√
Πc−1−

√
Πmax

c −1
ṁc,corr− ṁmax

c,corr

)
(8a)

ηc = η
max
c −χ

T Qχ (8b)

where Q is a symmetric positive definite matrix. In Figure
3, the model output is compared to the measured data.

2.4.3 Turbine Massflow
The turbine model (9) is found in Eriksson and Nielsen
(2014), but (9b) has been extended to get a better model
fit. The model output is compared to measured data in
Figure 4, where it is seen, that the estimation of the tur-
bine massflow is better at higher expansion ratios. When
the turbocharger speed is higher, the estimation at lower
expansion rations gets less accurate.

Πt =
pamb

pem
(9a)

k0 = c20 + c21Nt + c22N2
t (9b)

Π0 = c10 + c11Nc12
t (9c)

ṁt = k0

√
1− (Πt −Π0)

k1 (9d)

2.4.4 Compressor Out Temperature
The compressor outlet temperature is calculated by using
the inlet air temperature, the assumption of an isentropic
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Figure 4. Turbine model validation, the measurement data (red)
is compared with the turbine massflow model (plot above) and
the turbine efficiency model (plot below), the output data from
the models is shown in blue.

compression, and the compressor efficiency. (Eriksson
and Nielsen, 2014)

Tc = Tamb +
Tamb

ηc

(
Π

γair−1
γair

c −1

)
(10)

2.4.5 Turbine Efficiency and BSR

Figure 4 shows a spreading of the speed lines that relate
efficiency to BSR, to be able to capture this, a turbocharger
rotational speed dependent model has been adapted (11).
The efficiency model consists of three sub-models, the
first describing the relation between the maximum turbine
efficiency and the turbine rotational speed (11b), the sec-
ond describing the relation between the mechanical losses
parameter cm and rotational speed (11c), and the third de-
scribing the relation between BSRopt and the rotational
speed (11e). The models are found in Wahlström and
Eriksson (2011), but the equations are slightly modified
to take the spreading of the speed lines into account, also
a max-selector used in Wahlström and Eriksson (2011)
has been removed (in Equation 11c) to ensure continu-
ous properties. To handle the loss of the switch, a bound-
ary constraint is added to the optimization procedure, to
make sure that the turbocharger speed never drops below
the value of c22.

Nt,corr =
Nt√
Tem

(11a)

η
max
tm = c11 + c12

(
Nt,corr

105

)2

(11b)

cm = c21 (Nt,corr− c22)
c23 (11c)

BSR =
rtωt√

2cp,exhTem(1−Π
1−1/γexh
t )

(11d)

BSRopt = c31 + c32

(
Nt,corr

105

)c33

(11e)

ηt = η
max
tm − cm (BSR−BSRopt)

2 (11f)

2.4.6 Compressor and Turbine Power
The turbine and compressor powers are described as in
Eriksson and Nielsen (2014)

Ptηt = ηtṁtcp,exhTem

(
1−Π

1−1/γexh
t

)
(12a)

Pc =
ṁccp,airTamb

ηc

(
Π

1−1/γair
c −1

)
(12b)

2.5 Controllable Flow Restrictors
2.5.1 Throttle Massflow
The throttle is described as an isentropic compressible
restriction, the massflow through the throttle is depen-
dent on the temperature Tca f and pressure pca f before the
throttle, and the pressure pim after the throttle. Eriks-
son and Nielsen (2014) describes the model Equations
(13). The model is linearized when the pressure ratio ex-
ceeds Πlin = 0.98. At low pressure ratios the massflow
increases, and eventually the flow reaches sonic velocity,
which is reached at the critical pressure ratio Πcrit

thr .

Π
crit
thr =

(
2

γair +1

) γair
γair−1

(13a)

Πthr = max
(

pim

pca f
,Πcrit

thr

)
(13b)

Ψ =

√√√√ 2γair

γair−1

(
Π

2
γair
thr −Π

γair+1
γair

thr

)
(13c)

Ψlin =

√√√√ 2γair

γair−1

(
Π

2
γair
lin −Π

γair+1
γair

lin

)
1−Πthr

1−Πlin
(13d)

To handle the change in characteristics, happening at Πlin
and Πcrit

thr , two tangenshyperbolicus-based functions (tan-
hyp) are adapted to switch from 0 to 1 when the pressure
ratios exceed Πlin and Πcrit

thr . The main benefit of the tan-
hyp switch, compared to a conditional function, is that it
holds the property of being continuously differentiable,
which is a property desired by the optimal control soft-
ware. Equations (13) and the tanhyp function forms the

DOI: 10.3384/ecp17138317 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

321



0 0.2 0.4 0.6 0.8 1

thr

e
x
p
(

th
r)

Parametrization Tanhyp Switch

(
thr

)Reference

(
thr

)Model

0 0.2 0.4 0.6 0.8 1

thr

-10

-5

0

5

R
e
la

ti
v
e
 E

rr
o

r

10
-11

Figure 5. Model validation, the reference value of Ψexp(Πthr)
data (red) is compared with the tanhyp switch model output data
(blue). The relative error when introducing the tanhyp switches
are shown in the lower plot.

following expressions for the flow condition Ψexp through
the throttle

Ψexp = Ψ(Πcrit
thr )+ ftanhyp,1(−Ψ(Πcrit

thr )

+Ψ(Πthr)+ ftanhyp,2 (Ψlin(Πthr)−Ψ(Πthr))) (14a)

ftanhyp,x(Πthr) =
1+ tanhyp(cx1 (Πthr− cx2))

2
(14b)

The error introduced when using the tanhyp functions,
compared to using a conditional function switching be-
tween the pressure ratio and the critical pressure ratio
(13b), and the linearized and non-linearized flow equa-
tions (13c) and (13d), is shown in Figure 5.

The resulting massflow through the throttle is described
as (Eriksson and Nielsen, 2014)

ṁthr =
pca f√
Ra Tca f

Cd Athr(uthr)Ψexp(Πthr). (15)

No measurement data for different throttle positions was
available (other than fully open), but the throttle area Athr
for different control signals uthr was known and has been
used to build the throttle model. The relation between the
throttle area and the control signal is described by a fourth
order equation (16), the result is displayed in Figure 6.

Athr = c1 uthr + c2 u4
thr (16)

2.5.2 Wastegate Massflow
The model describing the wastegate massflow is devel-
oped in the same way as the throttle model (Equations
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 [-]

A
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 [
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Throttle Area, R
2
= 0.99403
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Figure 6. Model validation, the known throttle area (red) is
compared with the model output data (blue).

(13)-(16)) but with another area Awg, and flow coefficient
Cd,wg. The wastegate model is developed without the first
tanhyp function in Equation (14a). There was no mea-
surement of the wastegate massflow, the wastegate model
is therefore used without any validation, other than mak-
ing sure that the wastegate control signal is able to bypass
massflow from the turbine. Cd,wg is a scaling constant to
ensure that the wastegate is working properly.

ṁwg =
pem√
RaTem

Cd,wgAwg(uwg)Ψexp(Πwg) (17)

3 Optimal Control
To demonstrate the model’s optimization and simulation
capabilities an optimal control problem is solved. The op-
timization scenario is a so-called tip-in, this means tran-
sitioning the engine from a low load operating point to a
high load operating point, essentially this corresponds to
pushing the accelerator. Since no vehicle model is added,
the tip-in is performed at constant engine speed, simply
making a load increase. The problem is solved using a
toolbox called YOP, using the direct collocation algorithm
and NLP-solver IPOPT.

3.1 Objective
The optimization objective is to transition between the low
load operation point to the high load operating point as fast
as possible. This type of problem is interesting for investi-
gating the performance boundaries of the engine. This can
for instanced be used for analyzing the engine design, con-
troller benchmarking, or comparing engine performance.
In mathematical terms the objective function is formulated
as

min
x(t),u(t)

t f , (18)

where t f is the duration of the tip-in.

3.2 Model Constratints
To restrict the optimization to meaningful solutions, con-
straints need to be introduced. The most basic of these are
the model constraints:
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ẋ(t) = f (x(t),u(t)) (19a)
xmin ≤ x(t)≤ xmax (19b)
umin ≤ u(t)≤ umax (19c)

0≤ φ(t)≤ 1/λmin (19d)
BSRmin ≤ BSR(t)≤ BSRmax (19e)

ṁc(t)≥ ṁzsl(Nt) (19f)
ṁc(t)≤ ṁch(Nt) (19g)
Nt(t)≥ c22 (from Equation (11c)) (19h)
Ne(t) = Ne, f ixed (19i)

The first constraint (19a) says that the state must follow
the system dynamics, the second (19b) and third (19c) that
the state and control must be operated within their limits,
the fourth (19d) that the air-to-fuel equivalence ratio (ex-
pressed as the fuel-to-air equivalence ratio in φ(t) to avoid
the singularity when no fuel is injected) must be above the
smoke limit, the fifth (19e) that the turbine blade-speed-
ratio must be within its bounds, the sixth (19f) and sev-
enth (19g) that the compressor must stay below surge and
above choke massflow, and the eight (19h) that the tur-
bocharger speed should be above the value of the c22 pa-
rameter (from Equation (11c)), and the ninth (19i) that the
engine speed is fixed at Ne, f ixed . The sixth (19f) and sev-
enth (19g) constraints are illustrated in Figure 7, where the
red line represents the surge line and the green the choke
line.

3.3 Boundary Constraints
To setup the tip-in scenario, boundary constraints defining
the initial and terminal operating conditions of the opti-
mization are introduced

x(0) = x0 (20a)
u(0) = u0 (20b)

Me(t f ) = Me,des, (20c)

where x0 and u0 define the initial operating point, and
Me,des the desired engine torque. When the desired torque
is reached, the tip-in is completed.

3.4 Numerical Solution
The numerical solution to the optimal control problem was
found using an open-source software called YOP. For the
solution presented in the paper the direct collocation al-
gorithm was used, using 9 Legendre points in each col-
location interval. The control signal was discretized into
90 equidistant segments on which the control was parame-
terized as constant, making it piecewise constant over the
entire time horizon. The resulting NLP from the direct
collocation algorithm was solved using IPOPT.

4 Results
The optimal control problem was parameterized in such
a way that the engine was running at 1300 RPM, starting

Corrected Massflow
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re
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a
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Compressor Constraints

Map

Choke

Zero Slope

Figure 7. Compressor constraints. The minimum massflow
bound is drawn in red and called the zero slope line. The max-
imum massflow bound is drawn in green and called the choke
line. The black lines are speed lines from the compressor map.

at 15 Nm and required to reach 1800 Nm. The minimum
time of doing this is 2.95 s, which is seen in the top plot of
Figure 8. In Figures 9 and 10 the state and control trajec-
tories are shown, in Figure 8 interesting internal system
variables are shown, and in Figure 11 the turbocharger
behavior can be studied from a turbo map perspective.
Trivially, it takes oxygen to combust fuel, this is however
what limits the tip-in performance. Looking at the bot-
tom plot of Figure 8, it is seen that the minimum value of
the fuel-to-air equivalence ratio λmin is an active constraint
as soon as the engine begins to increase the load. λmin is
set close to, but above 1 (below λ = 1 there is too little
oxygen to burn all the fuel), which prevents smoke forma-
tion. However, even without this constraint there is still
not enough air to be able to combust the necessary amount
of fuel to produce the requested torque. To increase the
air massflow, the compressor rotational speed needs to be
increased in order to change the operating point. What re-
stricts the transition time is the turbocharger inertia. Since
it restricts how fast the compressor can change operating
point, it consequently also restricts the entire engine’s re-
sponse time, limiting the tip-in performance.

Looking at the optimal control trajectories in Figure 10,
the trajectories are predictable and intuitive. The fuel in-
jection follows the smoke limit, the throttle stays open,
and the wastegate is kept closed right until the end where
it opens fully. The reason for the wastegate to open at
the end, is that it decreases the pumping loss, this can
be seen in the middle plot of Figure 8. For the presented
parametrization of the problem, the engine is not required
to be in a steady-state condition at the terminal bound-
ary, which is why it opens the wastegate fully and not just
partly.

The results shows that the model behaves in an intuitive
way, which indicates that the model is physically sound
and that it is suitable for simulation and optimization stud-
ies.
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Figure 8. Internal system variables during tip-in. At the top, the
engine torque is shown, in the middle the pumping torque, and
at the bottom the air-to-fuel equivalence ratio.
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Figure 9. Tip-in state trajectories. Top plot showing the pressure
states, and the bottom plot showing the turbocharger speed.
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Figure 10. Tip-in control trajectories. At the top, fuel injection
is seen, and at the bottom throttle and wastegate control are seen.
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Figure 11. Tip-in turobocharger behaviour. Top plot showing
the compressor behavior in the compressor map, and bottom plot
showing the turbine behavior in the turbine map.
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5 Conclusions
This paper has:

• Developed and validated a model of a turbocharged
heavy-duty diesel engine equipped with throttle and
wastegate.

• Developed a component based model, to make it eas-
ily adjustable for future use and further development.

• Shown, using optimization, that the model behaves
in a sound and intuitive way, strongly indicating that
it is suitable for optimization and simulation studies.
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Abstract  
An experimental study was designed to measure shock 

waves (supersonic gas flow) in a shock tube. A high-

speed camera captured images of the shock waves, at a 

framerate up to 500,000 frames per second. With respect 

to the huge number of images to be analyzed, an image-

processing algorithm was developed for automatic 

tracking of the shock waves. However, each shock wave 

might be divided into to two parts; a normal shock (the 

shock wave is perpendicular to the flow direction), and 

an oblique shock (the shock is at an oblique angle 

relative to the flow direction).  

The proposed framework calculates the characteristics 

of the wave front, i.e. the angle and velocity of normal 

and oblique shocks. A technique based on Template 

Matching and an extended version of Segmented 

Regression is developed to track the wave front in the 

high-speed videos.  

To our understanding, the proposed framework is novel, 

and our findings are in accordance with results derived 

from pressure sensors within the test tube 

Keywords: front tracking, image processing template 

matching. 

1 Introduction 

This paper introduces a framework for automatic 

tracking of shock wave fronts in high-speed video films. 

One major challenge is that high-speed video films are 

often blurred and corrupted with noise, and accurate 

physical measurements of key elements within the wave 

front are difficult to obtain. Figure 1 illustrates wave 

front propagation throughout a high-speed video. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 1. Illustration of wave front propagation through 

the test section of the test rig. Images (a) through (e) 

show frames from 62 through 142 with a 20-frame 

interval between each frame. 
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Figure 2 illustrates elements of interest within a wave 

front which are normal and oblique shock angles and 

velocities. 

 

 

Figure 2. Illustration of key elements within a wave front 

where 𝜶𝟏 and 𝜶𝟐 are normal and oblique shock angles, 

and 𝒗𝟏 and 𝒗𝟐 are normal and oblique shock velocities, 

respectively. 

It is observed in Figure 2 that the normal and oblique 

shock appears in approximately 90- and 45-degree 

orientations, relative to the horizontal plane. This 

orientation of the normal and oblique shocks is also the 

case throughout multiple videos which are studied.  

2 Methods 

This chapter describes the test rig and methods that first 

generates two datasets which are later combined using 

Segmented Regression. 

2.1 Test Rig 

The wave front is generated by a test rig where a 

flammable gas mixture is pumped into the shock tube, 

then ignited. The rest of the tube is filled with a specific 

gas to examine wave front velocities through the 

selected gases. Among the gases in which the wave front 

velocity is studied are Ar, N2 and CO2. Figure 3 shows 

a drawing of the test rig used in production of the high-

speed videos. The test section of the test rig has a 

window in which the high-speed camera can film the 

wave front at up 500 000 frames per second. 

 

Figure 3. Drawing of the test rig used to produce shock 

wave experiments. Red lines in the splitter plate represents 

pressure sensors. 

During the test procedure, the wave front hits the end-

wall in the test section and reflects causing the desired 

shock phenomena to occur. The splitter plate is 

equipped with pressure sensors, and measurements from 

these sensors can be used to calculate both the normal 

and the oblique shock velocity. 

The splitter plate contains pressure sensors which are 

placed in the holes in the splitter plate. The accuracy of 

which the holes have been drilled has an impact when 

calculating wave front velocities, as the wave front 

velocities are sometimes upwards of 400 [m/s], 

depending on the gas being studied. Unfortunately, the 

technique based on pressure sensors is limited to spares 

measurements (1D+time). Even though, having 

velocities calculated through pressure sensors in 

addition to image processing creates a way to compare 

results. More importantly, with the framework based on 

image processing, the entire front is revealed (2D+time).  

The outline of this paper is as follows: in Section 2, 

an edge detection algorithm based on Template 

Matching is introduced. Thereafter, a modified version 

of Segmented Regression is utilized to merge 

information generated by the Template Matching. In 

Section 3 the results are present, and the paper is closed 

with Conclusions in Section 4. 

2.2 Removal of Outlier Frames 

It was found that every 10th image (i.e. no.: 1, 11, 21, 31 

etc.) in the high-speed video films were severely 

corrupted by noise and blur compared to the rest of the 

film, due to hardware failure. These frames were 

therefore removed and are not expected to have 

significant influence on the final results. The removed 

frames must, however, be considered when estimating 

velocities, as the number of frames dictates the elapsed 

time of a wave front over a given distance. 

2.3 Template Matching 

Template Matching is used to generate two wave front 

tracking datasets. One template is designed to track the 

oblique shock segment, and one template is designed to 

track the normal shock segment. Both these datasets are 

later (see Subsection 2.3) processed by a modified 

Segmented Regression technique, leading to an accurate 

location of the entire front.   

2.3.1 Normal Shock Template 

Figure 4 illustrates the process of normal shock 

Template Matching using two 5-by-5 pixel matrices. 

Each of the templates (a 5-by-5 matrix) is assigned a 

pre-allocated value representative for the shock wave.  

 

 

Figure 4. Normal shock Template Matching matrices on 

brightened raw image. Matrices are not to scale. 

The left-hand template matrix is pre-allocated to best fit 

the brighter front portion of the wave front, while the 
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right-hand template matrix is pre-allocated to best fit the 

darker portion within the wave front. The template is 

moved pixel by pixel, through the entire image. At each 

location, the deviation between the pre-allocated 

template value and all pixels covered by the template, is 

calculated. This error is then assigned to an error matrix, 

i.e. if the template is centered at row 𝑖 , column 𝑗 , the 

deviation between the template and the pixels covered 

by the template, is assigned an error matrix at row 𝑖,  
column 𝑗. Results from the normal shock template 

matching is visualized in Figure 5. 

 

 

Figure 5. Error matrix produced by the normal shock 

Template Matching. A dark “ridge” is prominent where 

the normal shock is expected, indicated by the red ellipse. 

The dataset for the normal shock is then generated from 

the error matrix by a simple approach; for each row, 

mark the position of the minimum value in the error 

matrix. The produced dataset is visualized as blue points 

in Figure 7. (a).    

2.3.2 Oblique Shock Template 

Figure 6 illustrates the process of oblique shock 

Template Matching using two 5-by-5 pixel matrices, 

both with the same pre-allocated average value, in a 45-

degree skewed orientation.  

 

 

Figure 6. Oblique shock Template Matching matrices on 

brightened raw image. Matrices are not to scale. 

The average value matches the brighter lower portion of 

the wave front, which is where the oblique shock occurs. 

At each location, the deviation between the pre-

allocated template value and all pixels covered by the 

template, is calculated. This error is then assigned to an 

error matrix. The dataset for the oblique shock is then 

generated by the same approach as for the normal shock 

dataset, i.e. for each row, mark the position of the 

minimum value in the corresponding error matrix. The 

produced dataset is visualized as blue points in Figure 7. 

(b).    

 

2.4 Modified Segmented Regression 

A modified Segmented Regression technique is 

implemented to fit two line segments using two separate 

datasets. The modified approach is founded on the 

following observation; each of the templates is designed 

to track a specific feature in the shock wave. The normal 

shock template is designed to identify the vertical part 

of the shock wave, whereas the oblique shock template 

is designed to track the tilted part. However, the 

template designed to track normal shocks is, not 

expected to perform well in regions where oblique 

shocks occur, and vice versa. The datasets obtained 

through the Template Matching are illustrated in Figure 

7. Please note that the normal shock template tracks the 

vertical part of the shock wave rather accurately, but 

fails to track the oblique part of the shock, see the lower 

part of Figure 7.(a). For the exact same input image, the 

oblique shock template tracks the tilted part of the shock 

wave rather accurately, but to some extent fails to track 

the vertical part of the shock, see the upper part of Figure 

7.(b). Based on this, these two datasets should “merge” 

in such a way that coordinates describing the normal and 

the oblique shock, within these two datasets, are selected 

optimally.  

 

  
(a)              (b) 

Figure 7. (a) and (b) are the resulting datasets of normal 

and oblique shock Template Matching. 

To fit two line segments with the datasets illustrated in 

Figure 7, an optimization problem was formulated, and 

solved by a brute force approach: 

𝑆𝑖 = ∑(𝑦̂𝑗 − (𝑎𝑥̂𝑗 + 𝑏))
2

𝑖

𝑗=1

+ ∑ (𝑦̅𝑗 − (𝑐𝑥̅𝑗 + 𝑑))
2

,

𝑛

𝑗=𝑖+1

 

  

for   i = 2: n − 2 

(1) 

where 𝑆𝑖 is a vector containing the combined error of 

both line segment estimates in each iteration, and 𝑛 is 

the number of rows in the image. Moreover, 𝑦̂𝑗,𝑥̂𝑗 and  
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𝑦̅𝑗, 𝑥̅𝑗 represent the data points given by the normal and 

the oblique shock template, respectively. The constants 

𝑎, 𝑏 and 𝑐, 𝑑 are the line segment coefficients 

representing the normal and oblique shock. 

By minimizing 𝑆𝑖, the optimal combination of the two 

datasets is given. The index 𝑖 which corresponds to the 

lowest error 𝑆𝑖 becomes the breaking point. Meaning 

that coordinates situated at, and above, row number 𝑖 
should be collected from the normal shock dataset, and 

coordinates situated below row number 𝑖 should be 

chosen from the oblique shock dataset. The result from 

the modified Segmented Regression technique is shown 

in Figure 8. 

 

Figure 8. Resulting line segments obtained with a 

modified Segmented Regression approach. The red dot 

represents the breaking point, while the blue and orange 

line represents normal and oblique shock estimates, 

respectively. 

2.5 Normal and Oblique Shock Angle Estimation 

As first order polynomials are used to estimate both the 

normal and oblique shock, i.e. polynomials on the form 

𝑦 = 𝑎𝑥 + 𝑏, the slope of each shock is given by 

coefficient 𝑎, and thereby the angle is calculated by 

𝛼 =
π

2
− 𝑡𝑎𝑛−1(𝑎) (2) 

Where 𝛼 is the calculated angle and 𝑎 is the slope of the 

line segment representing the normal or the oblique 

shock. Formula (2) is applied to all wave front 

estimations throughout the videos, and the median of all 

normal angles is defined as 𝛼1 and the median of all 

oblique angles is defined as 𝛼2.  

2.6 Normal and Oblique Shock Velocity Estimation 

The velocity is estimated by comparing the position of 

the wave front in the first and the last image, relative to 

the time interval between the frames, i. e.  

 

𝑣 =

(Δx ∙ Pmm
px

)

𝑇𝑐𝑎𝑚 ∙ 𝑁𝑓𝑟𝑎𝑚𝑒𝑠
  

(3) 

where 𝑣 is the velocity of the shock wave in [
𝑚𝑚

𝑠
], Δx is 

the number of pixels the shock wave has moved, Pmm

px
 is 

a pixel to millimeter conversion factor, 𝑇𝑐𝑎𝑚 is the 

elapsed time per frame capture and 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 is the 

number of frames the wave front is tracked. 

The reason for calculating wave front velocities globally 

(first to last frame) instead of locally (two subsequent 

frames), is due to variations in the wave front estimate. 

Through visual inspection it comes clear that each wave 

front estimation might vary around +/- 7 pixels while 

still being considered a satisfactory wave front estimate. 

In Figure 9, the span of an accepted wave front estimate 

is shown. 

 

 

Figure 9. Illustration of expected wave front estimate. 

The black lines in the right-hand image displays the 

variation to be expected by a wave front estimate. The 

variation is around +/-7 pixels. 

If the velocity is to be calculated from one frame to the 

next, +/-7 pixels could make a significant impact on the 

velocity estimate as a wave front moves approximately 

5 pixels per frame. However, calculating the velocity 

over 100 frames, using the first and last frame, reduces 

the impact of wave front estimate variance. 

A different solution to estimating the velocity could be 

calculating the velocity from one frame to the next for 

all frames, then find the median velocity of all the 

estimated velocities.  

3  Results 

The presented framework is tested on different high-

speed videos to study the robustness of the framework. 

The results obtained through applying the framework to 

different high-speed videos are shown in Table 1 and 

Table 2. 
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Table 1. Velocity estimations of the shocks using the 

proposed framework. 

 

 

 

 

 

 

 

 

 

 

Table 2. Angle estimations of the shocks in the high-

speed videos using proposed framework 

Experime
nt no. 

Normal shock 
angle [𝒅𝒆𝒈] 

Oblique shock 
angle [𝒅𝒆𝒈] 

2516 87 50 

2533 89 89 

2543 87 54 

2573 87 50 

2592 89 62 
 

Table 3 shows the confidence interval of the estimated 

normal and oblique shock angles. 

Table 3. Confidence interval of normal and oblique shock 

angle estimations. 

Experime 
nt no. 

Normal shock 
95% confidence 
interval [deg] 

Oblique shock 
95% confidence 
interval [deg] 

2516 [86 … 87] [47 … 53] 

2533 [88 … 91] [88 … 91] 

2543 [86 … 88] [50 … 58] 

2573 [85 … 87] [45 … 52] 

2592 [85 … 93] [57 … 63] 
 

A plot of all wave fronts tracked in experiment 2516 and 

2573 can be seen in  Figure 10 and  Figure 11, 

respectively. 

 

Figure 10. Result of all wave front estimations for 

experiment 2516 is displayed as red lines. The wave front 

in the first frame is the rightmost red line, while the wave 

front in the last frame is the leftmost red line. 

 

Figure 11. Result of all wave front estimations for 

experiment 2573 is displayed as the red lines. The wave 

front in the first frame is the rightmost red line, while the 

wave front in the last frame is the leftmost red line. 

4 Conclusions 

The task of developing a wave front tracking framework 

given by the Combustion, Process Safety and 

Explosions research group (CPSE) at University 

College of South-East Norway (USN) was approached 

with focus on finding a viable solution. As the high-

speed videos provided is blurred and corrupted with 

noise, developing a solution which shows promise was 

prioritized. The result is a framework that estimates 

normal and oblique shock angle and velocity, as well as 

triple point estimation in each frame and triple point 

velocity in the given video. The framework is limited by 

the quality of the video provided, as the video is the only 

source of information the framework receives. Certain 

inputs from the user is required in order to ensure 

optimal performance of the framework. 

The framework developed was first implemented on a 

single high-quality frame as a way to do a feasibility test 

during development. Secondly, the framework was 

expanded to automatically run for an entire video. 

Lastly, the framework was tested on different high-

speed videos to test diversity of the framework. 

An extended Segmented Regression method was 

developed in order to handle two separate data sets in 

parallel. 

The proposed framework delivers results in accordance 

with theoretically calculated values and measured data 

presented by the CPSE research group at USN in 

cooperation with Caltech. 
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Abstract 
This paper presents a mathematical model developed to 

aid decision making in the design of a supply chain for 

liquefied natural gas (LNG). The supply problem 

considers the delivery of LNG from a number of supply 

ports to a set of consumers by maritime transportation to 

satellite terminals and by land-based truck transports 

from the terminals to consumers on or off the coast. The 

model addresses both tactical and strategic aspects in the 

design of a new supply chain, optimizing maritime 

routing of a heterogeneous fleet, truck connections and 

the strategic locations of the satellite terminals. The 

objective is to minimize the overall cost for the selected 

time horizon, considering both operation and investment 

costs. By contrast to an earlier effort by the authors, the 

present work also addresses storage sizes and inventory 

at the satellite terminals by applying a multi-period 

formulation. The performance of the model is illustrated 

by a case study, where the optimal LNG supply chain 

for a coastal region at a gulf was designed. The model 

was found to be a flexible tool for an initial design and 

feasibility analysis of small-scale LNG supply chains. 

Keywords: Energy Systems; MILP; Optimization; Small 
Scale LNG; Supply Chain 

1 Introduction 

Liquefied natural gas (LNG) is produced by cooling 

natural gas (NG) below -162 °C (at atmospheric 

pressure), which reduces the volume to approximately 

one six-hundredth of the original. It is the cleanest form 

of fossil fuels since it has undergone purification during 

the liquefaction process, and it has a high H/C ratio as it 

is primarily composed of methane. The lower carbon 

intensity is the key of its recent growth of popularity: 

LNG is a perfect bridge fuel on the way to a world using 

100 % renewable energy, providing grid stability and 

reliability during fluctuations in the electricity 

generation of intermittent renewable sources. Further-

more, the recent regulations against pollution in the 

maritime transportation within identified emission 

control areas imposed by the International Maritime 
Organization (IMO) have also increased the popularity 

of LNG, making it the most suitable fuel for maritime 

vessels propulsion. 

The rising interest in LNG and the lack of 

infrastructures have served to activate several LNG-

related projects worldwide. Among these, a new market 

segment of small-scale LNG supply chains has become 

increasingly important, promoting LNG utilization for 

middle- to small-scale applications and in sparsely 

distributed areas. Traditionally, the LNG supply chains 

have been designed for large volumes transported over 

long distances with LNG cargo capacities between 

125,000 m3 and 140,000 m3 (but with tanker sizes up to 

265,000 m3 currently available), in what is called liner 

shipping networks. Small-scale supply chains present 

specific characteristics and features, which differ 

substantially from larger chains. Vessels capacities vary 

from some thousand cubic meters to 30,000-40,000 m3 

and the ship loads can be split on consecutive receiving 

ports. Demands are small and distributed over short 

distances, from hundred to a few thousand kilometers. 

Satellite terminals are equipped with small storage tanks 

(<50,000 m3) to be refilled once or a few times a month. 

Given the high investment cost involved in both 

infrastructure and operation of such supply networks, 

the optimization of the supply chain design can have a 

very significant effect on the overall economics of an 

LNG project. 

The model presented in this paper is partially based 

on previous work by the authors (Bittante et al. 2016), 

where a single-period model was introduced to aid 

decision making on crucial aspects in the design of 

small-scale LNG supply chains. The work focused on 

both strategic and tactic decisions, simultaneously 

optimizing location of the satellite terminals, size of the 

fleet and vehicle routing to solve the overall logistic 

problem. The contribution of the current paper lies in the 

consideration of storage size and inventory level 

optimization, achieved through the adoption of a multi-

period formulation. 

In general, the problem studied can be considered 

part of the broad research area of vehicle routing 

problems (VRP), for which the literature is rich and 

many variants and classes have been established 

(Braekers et al. 2015). However, classical VRP 

problems do not consider all aspects tackled by the 
proposed model. The subproblem defining the number 

and size of vessels needed to solve the maritime 
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transportation represents a fleet-size and mix-vehicle 

routing problem (FSMVRP), while the strategic 

subproblem of locating the satellite terminals and the 

linked routing belongs to the class of location-routing 

problems (LRP). Finally, the sizing of storage tanks and 

the associated inventory include aspects attributable to 

the class of inventory routing problems (IRP). For more 

detailed information on these classes of problems we 

refer to Hoff et al. (2010) for a review paper on 

FSMVRP with both maritime and land transport, Drexl 

and Schneider (2015) for a recent survey and 

classification on LRP, and Andersson et al. (2010) for a 

comprehensive review on IRP. 

Most of the approaches proposed in the literature 

focus on heuristics solutions and very few papers 

present exact methods. Baldacci et al. (2009) designed a 

mixed integer linear programming (MILP) model to 

solve a FSMVRP problem similar to the one considered 

in this paper, but where each customer is associated with 

a single route as in the classic VRP. By contrast, in our 

approach we allow for multiple visits at the customers 

by multiple vehicles. This feature also occurs in the 

formulation of the LRP subproblem. While most of the 

variables used for describing the activation of satellite 

terminal and their associated routes and delivery are the 

same as those used in the literature (Gonzalez-Feliu 

2009), the set of binary variables to activate the routes 

associated with an activated satellite terminal has been 

changed into integer variables to allow for multiple 

voyages to the same port. According to the classification 

given in the review paper by Andersson et al. (2010), 

our approach falls into the finite time class, featuring 

deterministic demand, many-to-many topology, 

multiple routing, fixed inventory, and heterogeneous 

fleet composition. A contribution listed in the reviewed 

literature presenting similar features and where a 

deterministic approach is used is the work by Al-

Khayyal and Hwang (2007) for an IRP for a multi-

commodity liquid bulk. Their problem is a classic IRP 

problem, where storage sizes are given as well as the 

fleet of ships. The model focuses on the key aspects of 

a multi-product pickup-delivery problem and the 

authors solve a small illustrative example for detecting 

the central parameters to be used in developing a 

strategy for solving larger instances. A recent paper by 

Koza et al. (2017) presents many characteristics similar 

to our problem, including the focus on LNG market and 

infrastructure. Our contribution differs by the market-

segment it is directed to (i.e., small-scale logistics versus 

liner networks), the feature of locating the satellite 

terminals and the multi-period formulation for 

optimized storage sizing and inventory. Furthermore, 

our approach is based on an arc-flow formulation while 

the above-mentioned reference applies a path-based 

model. 

The literature on routing problems often favors path-

flow formulation over arc-based ones: with the feasible 

routes being predefined, the path-flow formulations do 

not include constraints related to routing feasibility, but 

focus on the set of ports or customers to serve. This is 

usually beneficial when the size of the problem 

increases. Often, the solution time is anyhow 

unacceptably long and pure heuristics or early 

terminations in exact methods are preferred. This is 

mainly due to the intrinsic complexity of VRP in 

general. Usually only very small problems, not relevant 

for real-life studies, can be solved in reasonable 

computation time with a deterministic approach. To 

overcome this limitation  still applying an exact 

method  we neglected some operational aspects that 

were not considered essential at the first level of 

planning: We do not consider scheduling, supply 

availability according to production rate or inventory, 

boil-off loss, time windows at the ports, or load 

dependent fuel consumption for the ships. With these 

simplifications, a mixed integer linear programming 

(MILP) model was formulated that can solve realistic 

problems within a few hours of computation time. Both 

strategic infrastructure decisions and tactical planning 

are simultaneously optimized. The multi-period 

formulation allows for a more detailed evaluation of the 

storage tank sizes and inventory, offering the possibility 

for a more efficient routing. The multi-period 

formulation is illustrated by comparison to the single-

period solution of a case study based on the emerging 

LNG market in the Gulf of Bothnia. 

2 Problem description 

In this paper we present a multi-period formulation as 

an extension of the model presented in Bittante et al. 

(2016). The problem tackled is a regional supply of 

LNG from a set of potential supply ports to inland end 

customers through a set of potential satellite terminals. 

At the supply ports LNG is loaded to specially designed 

vessels and transported to the satellite terminals. LNG 

can also be transported by truck from the ports to inland 

customers. Satellite terminals have potential locations 

and can be activated or not according to the overall 

objective. Potential satellite terminals and inland 

customers have given fixed demands for the time 

horizon considered, which must be satisfied either by 

transported LNG or by an alternative fuel. This generic 

fuel is merely used to allow the model to partly or fully 

exclude customers from the LNG supply chain; 

therefore we do not consider the transportation costs of 

the alternative fuel. It should be noted that the demand 

sites represent cluster of consumers, which justifies the 

use of multiple fuels. The fleet of vessels can be freely 

chosen from a set of heterogeneous ship types, each of 

which has a given cruising speed, capacity, fuel 

consumption and loading/unloading rate. The ships can 

perform split delivery and no limitations on routes or 

ship-port connections are imposed. Restrictions 

regarding the maximum amount of LNG available at the 
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supply ports is included in the formulation and can be 

parametrically activated. LNG tank trucks for the land-

based transportation are chosen from a homogeneous 

fleet of given capacity and fuel consumption and cannot 

perform split delivery. Each truck is associated to a 

single supply or satellite terminal, cannot be swapped 

among ports and is limited to a maximum travelling 

distance. The number of trucks is constrained by the 

number of filling stations at the ports and the weekly 

working hours at the facilities. Inland customers are 

assumed to have enough storage capacity to stock the 

full LNG demand for the time horizon and no 

investment costs are considered at these sites. However, 

size dependent investment costs for the storage tanks are 

considered at the activated satellite terminals. There are 

three key decisions in the optimization: to locate the 

satellite terminals, to determine the fleet and routing for 

both maritime and land transport, and to size the storage 

tanks at the satellite terminals and to determine their 

inventory levels. 

3 Mathematical model 

3.1 Sets and variables 

Let 𝑇 denote the set of time periods indexed by 𝑡. Let 𝐽 

and 𝑆 denote the sets of satellite terminals and supply 

ports, respectively. The set of all ports is denoted by 𝑃 =
𝐽 ∪ 𝑆. Let 𝐷 denote the set of inland customers and 𝐿 =
𝐽 ∪ 𝐷 denote the set of all customers of given demand 

𝐷𝑙,𝑡. The indexed set of LNG ship types is 𝐾. The arc set 

𝐴 is defined as {(𝑝, 𝑚): 𝑝𝜖𝑃, 𝑚𝜖𝑃, 𝑝 ≠ 𝑚} and 

represents all the sailing legs between pairs of ports. Let 

𝐵 = {(𝑝, 𝑙): 𝑝 ∈ 𝑃, 𝑙 ∈ 𝐿, 𝑑𝑝,𝑙 ≤ 𝑑max} denote the land-

based port-consumer connection, the distance of which 

is below an upper limit 𝑑max. Maritime routing is 

described by the use of three sets of variables: Integer 

variables 𝑦𝑝,𝑚,𝑘,𝑡 indicate how many times ship type 𝑘 

travels the sailing leg (𝑝, 𝑚) ∈ 𝐴 in time period 𝑡. 

Continuous variables 𝑥𝑝,𝑖,𝑘,𝑡 specify the number of LNG 

loads transported by ship type 𝑘 on the route (𝑝, 𝑖) ∈ 𝐴 

in time period 𝑡. The ship types composing the fleet are 

given by binary variables 𝑧𝑘.Three sets of variables are 

also used to model the land-based transport. Continuous 

variables 𝑞𝑝,𝑙 express the amount of LNG transported on 

the route (𝑝, 𝑙) ∈ 𝐵. The number of allocated trucks per 

port and the number of trips per route are given by 

integer variables 𝑧𝑝 and 𝑧𝑝,𝑙, respectively. The 

activation of satellite terminals is controlled by the 

binary decision variables 𝑤𝑖. Continuous variables 𝑠𝑖 

and 𝑞𝑖,𝑡
𝑆  denote the storage size at the activated satellite 

terminals and the inventory at the beginning of each 

time period, respectively. Finally, the supply of 

alternative fuel to the consumers is represented by 

decision variables 𝑞𝑙
𝐴. 

3.2 Mathematical formulation 

The objective of the problem is to minimize the 

combined fuel, operation and investment costs. The first 

term in Eq. (2), the fuel cost, is given as the quantity of 

LNG and/or alternative fuel used multiplied by the 

specific fuel price. The second term, representing the 

operation cost, is the sum of port calls fees, costs of ship 

propulsion, chartering of the ships, and truck fuel 

consumption. Finally, the investment cost includes the 

truck purchase and the construction of the satellite 

terminal infrastructure and storages. The parameter 

𝛾 =
1

365 d
∙

𝑒

1 − (1 + 𝑒)−𝑛
 (1) 

in the last term of Eq. (2) rescales the total investment 

cost to the contribution for the time horizon 𝐻 

considered in the optimization, where 𝑒 is the interest 

rate and 𝑛 is the life length of the investment. 

The model is formulated as 

min 𝐶𝑡𝑜𝑡

= ∑ ∑ ∑ ∑ 𝐶𝑠
𝐺𝑄𝑘 𝑥𝑠,𝑖,𝑘,𝑡

𝑡∈𝑇𝑘∈𝐾𝑖∈𝐽𝑠∈𝑆

+ 𝑁 (∑ ∑ 𝐶𝑠
𝐺𝑞𝑠,𝑙

𝑙∈𝐿𝑠∈𝑆

+ ∑ 𝐶𝐴𝑞𝑙
𝐴

𝑙∈𝐿

)

+ ∑ ∑ ∑ 𝐶𝑝𝑦𝑝,𝑚,𝑘,𝑡

𝑡∈𝑇𝑘∈𝐾(𝑝,𝑚)∈𝑃

+ 𝑁𝐻 ∑ 𝐶𝑘
𝑅𝑧𝑘

𝑘∈𝐾

+ ∑ ∑ ∑ 𝐶𝑘
𝐹𝑑𝑝,𝑚𝑦𝑝,𝑚,𝑘,𝑡

𝑡∈𝑇𝑘∈𝐾(𝑝,𝑚)∈𝑃

+ 2𝑁 ∑ ∑ 𝐶𝐹𝑑𝑝,𝑙
𝐿 𝑧𝑝,𝑙

𝑙∈𝐿𝑝∈𝑃

+  𝛾𝑁𝐻 [𝐼𝑇 ∑ 𝑧𝑝

𝑝𝜖𝑃

+ ∑(𝐼𝑊𝑤𝑖 + 𝐼𝑆𝑠𝑖)

𝑖∈𝐽

] 

(2) 

∑ ∑ 𝑄𝑘𝑥𝑝,𝑖,𝑘,𝑡

𝑘∈𝐾

 

𝑝∈𝑃

− ∑ ∑ 𝑄𝑘𝑥𝑖,𝑗,𝑘,𝑡

𝑘∈𝐾

 

𝑗∈𝐽

+ ∑ 𝑞𝑝,𝑖

𝑝∈𝑃

− ∑ 𝑞𝑖,𝑙

𝑙∈𝐿

+ 𝑞𝑖
𝐴

+ 𝑞𝑖,𝑡
𝑆 ≥ 𝐷𝑖,𝑡𝐻 ∀ 𝑖 ∈ 𝐽, 𝑡 ∈ 𝑇. 

(3) 

∑ 𝑞𝑝,𝑑 + 𝑞𝑑
𝐴

𝑝∈𝑃

≥ 𝐷𝑑,𝑡𝐻     ∀ 𝑑 ∈ 𝐷, 𝑡 ∈ 𝑇 (4) 

(1 − 𝑓𝑆)𝑠𝑖 ≥ 𝑞𝑖,𝑡
𝑆 + ∑ ∑ 𝑄𝑘𝑥𝑝,𝑖,𝑘,𝑡

𝑘∈𝐾𝑝∈𝑃

−  ∑ ∑ 𝑄𝑘𝑥𝑖,𝑗,𝑘,𝑡

𝑘∈𝐾

 

𝑗∈𝐽

∀ 𝑖   

∈ 𝐽, 𝑡 ∈ 𝑇 

(5) 
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𝑞𝑖,𝑡
𝑆 ≥ 𝑓𝑆𝑠𝑖      ∀ 𝑖 ∈ 𝐽, 𝑡 ∈ 𝑇 (6) 

𝑞𝑖,𝑡
𝑆 = 𝑞𝑖,𝑡−1

𝑆 + ∑ ∑ 𝑄𝑘𝑥𝑝,𝑖,𝑘,𝑡−1

𝑘∈𝐾𝑝∈𝑃

− ∑ ∑ 𝑄𝑘𝑥𝑖,𝑗,𝑘,𝑡−1

𝑘∈𝐾

 

𝑗∈𝐽

− ∑ 𝑞𝑖,𝑙

𝑙∈𝐿

− 𝐷𝑖,𝑡−1𝐻𝑤𝑖      ∀ 𝑖

∈ 𝐽, 𝑡 ∈ 𝑇 and 𝑡 > 1 

(7) 

𝑞𝑖,𝑡𝑓𝑖𝑟𝑠𝑡

𝑆 = 𝑞𝑖,𝑡𝑙𝑎𝑠𝑡

𝑆 + ∑ ∑ 𝑄𝑘𝑥𝑝,𝑖,𝑘,𝑡𝑙𝑎𝑠𝑡

𝑘∈𝐾𝑝∈𝑃

− ∑ ∑ 𝑄𝑘𝑥𝑖,𝑗,𝑘,𝑡𝑙𝑎𝑠𝑡

𝑘∈𝐾

 

𝑗∈𝐽

− ∑ 𝑞𝑖,𝑙

𝑙∈𝐿

− 𝐷𝑖,𝑡𝑙𝑎𝑠𝑡
𝐻𝑤𝑖      ∀ 𝑖 ∈ 𝐽 

(8) 

∑ ∑ ∑(𝑦𝑝,𝑖,𝑘,𝑡 + 𝑦𝑖,𝑝,𝑘,𝑡)

𝑡∈𝑇

 

𝑘∈𝐾𝑝∈𝑃

≤ 𝑀𝑤𝑖   ∀ 𝑖 ∈ 𝐽 (9) 

𝑠𝑖/MWh ≤  𝑀 𝑤𝑖     ∀ 𝑖 ∈ 𝐽 (10) 

𝑦𝑝,𝑖,𝑘,𝑡 ≥ 𝑥𝑝,𝑖,𝑘,𝑡   ∀ 𝑝 ∈ 𝑃, 𝑖 ∈ 𝐽, 𝑘 ∈ 𝐾, 𝑡 ∈ 𝑇 (11) 

∑ 𝑦𝑚,𝑝,𝑘,𝑡

𝑚∈𝑃

= ∑ 𝑦𝑝,𝑚,𝑘,𝑡

𝑚∈𝑃

    ∀ 𝑝 ∈ 𝑃, 𝑘

∈ 𝐾, 𝑡 ∈ 𝑇 

(12) 

∑ 𝑥𝑝,𝑖,𝑘,𝑡

𝑝∈𝑃

≥ ∑ 𝑥𝑖,𝑝,𝑘,𝑡

𝑝∈𝑃

     ∀ 𝑖 ∈ 𝐽, 𝑘 ∈ 𝐾, 𝑡

∈ 𝑇 

(13) 

𝑀𝑥𝑝,𝑖,𝑘,𝑡 ≥ 𝑦𝑝,𝑖,𝑘,𝑡      ∀ 𝑝 ∈ 𝑃, 𝑖 ∈ 𝐽, 𝑘 ∈ 𝐾, 𝑡

∈ 𝑇 
(14) 

𝑎𝑘𝐻𝑧𝑘
 ≥

1

𝑣𝑘
∑ 𝑑𝑝,𝑚𝑦𝑝,𝑚,𝑘,𝑡

(𝑝,𝑚)∈𝑃

+ ∑ (𝑡p
B ∑ 𝑦𝑝,𝑚,𝑘,𝑡

𝑚∈𝑃

)

𝑝∈𝑃

+
2

𝑟𝑘
∑ ∑ 𝑄𝑘𝑥𝑠,𝑝,𝑘,𝑡

𝑝∈𝑃𝑠∈𝑆

∀ 𝑘

∈ 𝐾, 𝑡 ∈ 𝑇 

(15) 

∑ ∑ 𝑄𝑘𝑥𝑠,𝑖,𝑘,𝑡

𝑘∈𝐾𝑖∈𝐽

+ ∑ 𝑞𝑠,𝑙

𝑙∈𝐿

 ≤ 𝑄𝑠
𝑈𝐻∀ 𝑠 ∈ 𝑆, 𝑡

∈ 𝑇 

(16) 

∑ 𝑞𝑖,𝑙  ≤

𝑙∈𝐿

 𝑀 𝑤𝑖  MWh    ∀ 𝑖 ∈ 𝐽 (17) 

𝑧𝑝,𝑙  ≥
𝑞𝑝,𝑙

𝑄
     ∀ 𝑝 ∈ 𝑃, 𝑙 ∈ 𝐿 (18) 

𝑧𝑝  ≤ 𝑍𝑝
𝑈     ∀ 𝑝 ∈ 𝑃 (19) 

∑ 𝑧𝑝,𝑙

𝑙∈𝐿

≤  
5

7
𝐻𝑍𝑝

𝑈     ∀ 𝑝 ∈ 𝑃 (20) 

𝑎𝐻𝑧𝑝 ≥ ∑ (
2

𝑣
𝑑𝑝,𝑙

𝐿 + 𝑡𝑂) 𝑧𝑝,𝑙

𝑙∈𝐿

     ∀ 𝑝 ∈ 𝑃 (21) 

3.3 Constraints 

Most of the constraints are identical or similar to the 

ones for the single period model, with the addition of the 

time period index. New sets of constraints are required 

to control the tank storage mass balance and sizing. 

Constraints (3) and (4) guarantee that the demand is 

fulfilled at the satellite terminals and at the inland 

consumers, respectively. Constraints (5) and (6) define 

the tank storage size, ensuring sufficient capacity for all 

the LNG delivered in the time period and for an 

additional fraction (heel). The storage mass balance is 

controlled by constraints (7), taking into account the 

storage levels between time periods. Rolling horizon 

constraints (eq. (8)) make the storage level at the 

beginning of the first time-period the same as that in the 

end of the last period. The activation of the satellite 

terminals is defined by constraints (9). If a terminal is 

activated, constraints (10) permit the existence of a 

storage tank by allowing variables 𝑠𝑖 to be positive. As 

in the single-period formulation, four sets of constraints 

(eq. (11)-(14)) control the maritime routing. Constraints 

(15) determine the fleet composition (in terms of ship 

types) based on the ship time usage. Constraints (16) 

limit the amount of LNG available at the supply ports. 

Land-based transportation is controlled by five sets of 

constraints. Constraints (17) ban transportation of LNG 

from a non-activated satellite terminal. The number of 

required truck voyages from port to customer is 

obtained from constraints (18). The total number of 

trucks and truck voyages from each port are limited 

based on the maximum number of truck loads per day, 

by constraints (19) and (20). Finally, constraints (21) 

guarantee a sufficient number of trucks per port to carry 

out the total land-based LNG delivery. 

4 Case study 

The presented model has been applied to a study of LNG 

delivery in the Gulf of Bothnia (i.e., the northern part of 

the Baltic Sea). This fictitious was created inspired by 
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several LNG-related projects approved or under 

discussion in this region. 

Two supply terminals (Tornio, Stockholm), one fixed 

satellite terminal (Pori, 30,000 m3) and three potential 

ones (Turku, Vaasa, Umeå) on the coasts of Finland and 

Sweden have been preselected. A total of twenty 

clusters distributed in Finland and Sweden were 

identified as inland customers. Demands were assigned 

as gross estimates based on population, extent of 

industrial activity and time horizon considered. Five 

ship types, with capacities 𝑄𝑘 of 3,000 m3, 5,000 m3, 

6,500 m3, 7,500 m3 and 10,000 m3 were selected, with 

parameters inspired by small-scale LNG carrier designs 

by Wärtsilä (Wärtsilä 2015). Maritime distances were 

obtained from an online tool for calculation of distances 

between sea ports (Sea-Distances.org 2015), while road 

distances were collected from a web mapping service 

(Google Maps). A maximum distance 𝑑max = 350 km 

was used to identify the feasible port-customer road 

connections. The availability of vessels and trucks is a 

portion of the total time horizon, allowing for some extra 

time. An availability of 95 % was used for the ships 

(𝑎𝑘 = 0.95) while the corresponding number for trucks 

was 𝑎 = 0.298; the latter factor also considers a rescaling 

of the total time to ten-hour working days in a five-day 

working week. The optimization was first performed for 

a 10-day single-period time horizon (𝐻) and then 

successively for three identical time periods (𝑁 = 3) of 

10 days each to study the impact of the multi-period 

formulation on the overall optimization. Tables with the 

numerical values of all the parameters used in the model 

are presented in the Appendix. 

The MILP model was implemented in AIMMS 4.8 

using the IBM ILOG CPLEX Optimizer (AIMMS-

CPLEX). The problem of the case study results in 609 

integer and 444 continuous variables. The solution time 

of this size of problem varied between 30 s and 40 min 

depending on parameter values, on a computer with a 

3.5 GHz Intel Core i7 processor and 32 GB of RAM. 

4.1 Single-period results 

We first present results for the single-period case, where 

the price of LNG at the two supply ports is identical, 

C𝑠
𝐺 = 30 €/MWh, and the price of alternative fuel at the 

consumers is 𝐶𝐴 = 40 €/MWh. Figure 1 illustrates the 

optimal maritime routing (curved arrowed arcs) and 

port-to-customer truck connections (straight arrowed 

lines). Detailed numerical results of the optimization are 

reported in Tables 1 and 2. 

The results show that all the customers are served 

partially or entirely with LNG. Only two customers are 

partially supplied with alternative fuel (Sollefteå and 

Kokkola, both with 0.038 GWh). One ship of Type 3 

(6,500 m3) is needed for the LNG maritime distribution 

to the satellite terminals, which in addition to the one in 

Pori have been activated in Umeå and Vaasa. The 

storage sizes of the latter ones are about 7500 m3 and 

2500 m3, respectively, while Pori has a fixed capacity of 

30,000 m3.The maritime routing is reported in Table 1. 

One split delivery is performed between Umeå, Pori and 

Vaasa. Totally, 113.4 GWh of LNG is shipped to the 

three satellite terminals; one third from Stockholm and 

the remaining from Tornio. The total amount of LNG 

transported by truck is 113 GWh, in 364 trips. The 

number of trucks per port is indicated in Table 2, 

ranging from 1 in Vaasa to 17 in Tornio. Supply ports 

have the highest number as they serve the majority of 

the land customers reached. Among the satellite 

terminals, Pori has the largest amount of LNG for truck 

transport, and therefore a high number of allocated 

trucks. For this case, the overall optimal cost is 32.406 

€/MWh. 

 

 

Figure 1. Optimal satellite terminal locations and LNG 

distribution from ports for the single-period case. Straight 

arrows indicate land transport by truck and arrowed arcs 

maritime routing. Alternative fuel is reported in GWh. 

Table 1. Optimal results for the maritime routing for the 

single-period case, where 𝑦 denotes the number of trips 

and 𝑥 the ship loads. 

Route 𝑦𝑝,𝑚,𝑘 𝑥𝑝,𝑖,𝑘 

Stockholm-Pori 1 0.99 
Pori-Stockholm 1 - 

Tornio-Umeå 2 2.00 

Umeå-Tornio 1 - 

Umeå-Pori 1 0.97 

Pori-Vaasa 1 0.35 

Vaasa-Tornio 1 - 

Table 2. Number of trucks per port and amount of LNG 

delivered to customers by truck. 

Port 𝑧𝑝, − LNG trucked, GWh 

Tornio 17 42.5 
Stockholm 15 37 

Pori 8 21 

Umeå 4 9.1 

Vaasa 1 3.4 
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4.2 Multi-period results 

For the multi-period case, we consider three identical 

periods with a rolling time horizon. As it is interesting 

to optimize the storage tank sizes in combination with 

the maritime routing, the land-based transport solution 

was taken to be independent of the time period, so the 

amount of LNG delivered by truck, the number of trucks 

and the related port-customers connections are identical 

in the three periods. However, they need not be identical 

to the solution of the single-period case, as the land-

based transport will still be optimized together with the 

time-period-dependent maritime routing and storage. 

Results are presented in Figure 2 and Tables 3-4. The 

same satellite terminals as in the single-period case are 

seen to be activated, but the storage tank sizes are about 

4,000 m3 larger: Umeå and Vaasa now have tanks of 

about 11,500 m3 and 6,500 m3, respectively. This 

increase in investment cost is outweighed by a shift to a 

smaller ship of Type 2, which is sufficient for carrying 

out the maritime LNG deliveries. Figure 2 a-c presents 

the routing, which is seen to be different for the time 

periods. The total amount of LNG transported by ship in 

all three time periods is 341.8 GWh, supplied roughly 

equally from Stockholm and Tornio. The amount of 

LNG transported by trucks is about 337.5 GWh. 

Comparing these numbers with the results for the single-

period problem, on average and per period, LNG 

deliveries by sea have increased by 0.5 GWh while 

deliveries by road have decrease by 0.5 GWh. In more 

detail, the LNG transported by truck from Tornio and 

Pori has decreased by 1 GWh and 3.2 GWh, 

respectively, while the land transport from Vaasa has 

increased by 3.7 GWh. This explains how the increase 

in maritime delivery has been used to partially outweigh 

the decrease in Tornio by redistributing the land-based 

deliveries between Pori and Vaasa (see Table 4). The 

remaining reduction in LNG use found in the optimal 

solution of the multi-period case has been fulfilled by a 

larger quantities of alternative fuel (see Figure 2, where 

alternative fuel amounts reported in GWh). 

Table 3. Optimal maritime routing for multi-period case 

Route Time period 𝑦𝑝,𝑚,𝑘,𝑡 𝑥𝑝,𝑖,𝑘,𝑡 

Stockholm-Pori 1 1 1 
Pori-Stockholm 1 1 - 

Tornio-Umeå 1 2 2.00 

Umeå-Tornio 1 3 - 

Tornio-Vaasa 1 1 0.84 

Vaasa-Umeå 1 1 0.09 

Stockholm-Pori 2 3 2.95 

Pori-Stockholm 2 3 - 

Tornio-Umeå 2 1 0.93 

Umeå-Tornio 2 1 - 

Stockholm-Pori 3 2 2.00 

Pori-Stockholm 3 2 - 

Tornio-Umeå 3 1 1.00 

Umeå-Tornio 3 1 - 

Tornio-Vaasa 3 1 1.00 

Vaasa-Tornio 3 1 - 

Table 4. Number of trucks per port and amount of LNG 

delivered to customers by truck. 

Port 𝑧𝑝, − LNG trucked, GWh 

Tornio 16 41.5 
Stockholm 15 37 

Pori 6 17.8 

Umeå 4 9.1 

Vaasa 3 7.1 
Figure 3 and 4 show the use of the storage tank 

capacity by reporting the data of the stored and unloaded 

LNG at each port per time period. The stored LNG refer 

   

Figure 2. Optimal satellite terminal locations and LNG distribution from supply to satellite ports for the multi-period 

case. a) Time period 1, b) Time period 2, and c) Time period 3.  

a) b) c) 
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to the state at the beginning of the time periods, while 

the unloaded quantities refer to the ship deliveries for 

the time period. It can be seen that a bigger inventory is 

used for periods when the unloaded LNG is insufficient 

to cover the demand. This is particular the case for 

Vaasa, which does not have any ship visits during period 

2 (Figure 4 vs. Figure 2 b) and instead uses the storage 

to satisfy the local demand and the demands of its inland 

customers (Figure 3). The overall cost for the multi-

period solution is 32.333 €/MWh, which is more than 7 

cents lower than the costs of the single-period solution, 

yielding a yearly saving of about half a million euro.   

 

Figure 3. Amount of LNG stored at the satellite terminals 

in the beginning of every time period. 

 

Figure 4. Amount of LNG unloaded at the satellite 

terminals per time period. 

5 Conclusions and future work 

An MILP model for the optimal design of a small-scale 

LNG supply chain has been presented. The model 

addresses both strategic and tactical aspects, often 

treated separately in logistics studies. This is realized by 

a simultaneous minimization of investment and 

operation costs in the objective function. The extension 

to a multi-period formulation makes it possible to 

optimize storage tank sizing and inventory. The optimal 

solution gives the location of the satellite terminals (to 

be built), the fleet configuration in terms of number and 

type of ships and number of tank trucks per port, the 

associated distribution network (maritime routing and 

road connections), the size of the storage tanks at the 

satellite terminals, and their inventory levels. The results 

from a case study demonstrate the advantages of a multi-

period formulation on the overall optimal supply chain 

design. In small-scale designs where demands and 

distances are relatively small, it is not clear at the outset 

whether, in terms of costs, operations should drive 

investments decisions or vice versa. This can be 

clarified by using the proposed model, which has proven 

to be a valuable tool for early evaluation of new LNG 

projects, but also for initial planning and design. The 

simplicity and flexibility of the formulation make it an 

ideal basis for studies of other supply chains, e.g., in the 

evaluation and upgrading of existing networks. 

In the future work, attention will be directed to 

consider uncertainties since transportation conditions, 

equipment availability and market circumstances may 

vary. A stochastic model could be developed to consider 

parameters variation and different scenarios to find 

solutions that are robust, i.e., insensitive to parametric 

changes. 
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Appendix 

In this appendix we report all the numerical values of 

the parameters of the mathematical model. Table A.1 

reports the sea distances expressed in kilometers. 

Parameters regarding port specifications are given in 

Table A.2. The parameter 𝑍𝑝
𝑈 limiting the truck trips has 

been estimated considering the number of loading 

stations available at the ports (5 for supply ports, 3 for 

satellite terminals), an average two-hour time for 

loading operations and a ten-hour service at the port for 

twenty working days a month. Table A.3 reports 

parameters of the different ship types. Other 

miscellaneous model parameters are listed in Table A.4. 

Finally, Table A.5 reports the road distances between 

ports and customers, as well as the customers’ demands.
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Table A. 1. Sea distances between ports (Sea-Distances.org 2015). 

𝑑𝑝,𝑚, km Tornio Stockholm Turku Pori Vaasa Umeå 

Tornio 0 809 885 559 373 338 

Stockholm 809 0 324 422 580 632 

Turku 885 324 0 315 485 452 

Pori 559 422 315 0 253 288 

Vaasa 373 580 485 253 0 115 

Umeå 338 632 452 288 115 0 

 

Table A. 2. Port specific parameters 

Ports 𝐶𝑝, € 𝐶𝑠
𝐺 , €/MWh 𝑄𝑠

𝑈, GWh/d 𝑡𝑝
𝐵, h 𝑍𝑝

𝑈, - 

Tornio 5,000 30 40 5 25 

Stockholm 5,000 30 40 5 25 

Turku      5  15 

Pori      5 15 

Vaasa      5 15 

Umeå      5 15 

 

Table A. 3. Ship-related parameters 

Ship Type 𝑎𝑘, - 𝐶𝑘
𝐹, €/km 𝐶𝑘

𝑅, €/d 𝑄𝑘, MWh  (m3) 𝑟𝑘, MW  (m3/h) 𝑣𝑘, km/h 

Type 1 0.95 4 11,000 17,499  (3,000) 4666.4  (800) 21 

Type 2 0.95 5 14,000 29,165  (5,000) 4666.4  (800) 23 

Type 3 0.95 5 17,000 37,914.5  (6,500) 4666.4  (800) 24 

Type 4 0.95 6 19,000 43,747.5  (7,500) 4666.4  (800) 25 

Type 5 0.95 6 23,000 58,333.0  (10,000) 4666.4  (800) 26 

 

Table A. 4. Other model parameters 

Parameter  

𝑎, - 0.298 

𝐶𝐴, €/MWh 40 

𝐶𝐹, €/km 1 

𝑒, - 0,01 

𝑓𝑆, - 0.1 

𝐻, d 10 

𝐼𝑇, € 2,000,000 

𝐼𝑆, €/MWh 200 

𝐼𝑊, € 20,000,000 

𝑛, a 30 

𝑁, -. 3 

𝑄, MWh (m3) 320.8  (55) 

𝑡𝑂, h 2 

𝑣, km/h 50 

𝛾, 1/d 0.0001 
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Table A. 5. Road distances between ports and customers (Google Maps) and customer daily demands. 

𝑑𝑝,𝑙
𝐿 , km 

T
u

rk
u
 

P
o

ri
 

V
a
a

sa
 

U
m

eå
 

K
em

i 

K
o
kk

o
la

  

M
a
lm

b
er

g
et

 

O
u

lu
 

P
ie

ta
rs

a
a

ri
 

P
it

eå
 

Jy
vä

sk
yl

ä
 

H
ä

m
ee

n
li

n
n
a
 

K
a
ja

a
n

i 

T
a

m
p
er

e 

U
p

p
sa

la
 

L
in

kö
p

in
g
 

N
o

rr
kö

p
in

g
 

K
a

rl
st

a
d
 

M
o

ra
 

L
yc

ks
el

e 

S
o
ll

ef
te

å
 

R
a
a

h
e 

L
u

le
å
 

S
u
n
d

sv
a

ll
 

Tornio 778 639 450 386 28 330 260 131 368 175 470 658 313 618 957 1,219 1,182 1,198 945 388 589 206 130 649 

Stockholm 1,000 455 747 638 1050 868 1,138 1,153 845 850 622 456 1,335 476 70 197 160 305 307 717 493 1228 906 375 

Turku 0 142 334 1,163 752 436 1,036 647 413 951 308 143 622 162 1,000 511 474 599 590 581 647 563 907 1,425 

Pori 142 0 191 1,024 612 309 897 508 286 813 263 186 577 111 459 654 617 742 864 438 508 434 767 1,285 

Vaasa 334 191 0 835 424 121 709 320 98 624 267 321 367 240 686 948 911 927 674 1,000 1,000 246 579 1,097 

Umeå 1,163 1,024 835 0 413 1,000 501 516 752 213 1,000 441 698 360 572 833 797 812 560 128 203 591 265 264 

                         

𝐷𝑙,𝑡 ,  GWh/d                         

 1 4 1 3 0.7 0.1 0.6 1 0.3 0.3 0.3 0.3 0.3 0.5 1 1 1 0.5 0.2 0.5 0.1 1.2 0.1 0.3 
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Nomenclature  
Sets 

𝐽 Set of satellite terminals  

𝐷 Set of inland customers  

𝐾 Set of ship types  

𝐿 Set of customers  

𝑃 Set of ports  

𝑆 Set of supply ports  

𝑇 Set of time periods  

Indices 

𝑗 Satellite terminals 𝑗𝜖𝐼 

𝑑 Inland customers 𝑑𝜖𝐷 

𝑘 Ship types 𝑘𝜖𝐾 

𝑙 Customers 𝑙𝜖𝐿 

𝑝, 𝑚 Ports (𝑝, 𝑚)𝜖𝑃 

𝑠 Supply ports 𝑠𝜖𝑆 

Variables 

𝑞𝑙
𝐴 Continuous variable indicating the amount of 

energy from alternative fuel, MWh  

𝑞𝑝,𝑙   Continuous variable indicating the amount of 

energy from LNG trucked, MWh  

𝑠𝑖 Continuous variable indicating the size of the 

tank storage, MWh 

𝑧𝑝 Integer variable indicating number of trucks per 

port, - 

𝑧𝑝,𝑙 Integer variable indicating number of truck 

trips between 𝑝 and 𝑙, - 

𝑤𝑖 Binary variable, 𝑤𝑖 = 1 if satellite terminal 𝑖 is 

activated, - 

𝑥𝑝,𝑖,𝑘,𝑡 Continuous variable indicating ship load 

transported, - 

𝑦𝑝,𝑚,𝑘,𝑡  Integer variable indicating number of time the 

route between 𝑝 and 𝑚 is travelled, -  

𝑧𝑘 Binary variable indicating the ship types, - 

𝑞𝑖,𝑡
𝑆  Continuous variable indicating amount of LNG 

stored at the beginning of the time period, 

MWh 

 

Parameters 

𝑎 Truck availability, - 

𝑎𝑘 Ship availability, - 

𝐶𝐴 Price of the alternative fuel, €/MWh 

𝐶𝑠
𝐺 Price of LNG in supply port 𝑠 , €/MWh 

𝐶𝑝 Port call cost, € 

𝐶𝐹 Truck fuel consumption cost, €/km 

𝐶𝑘
𝐹 Ship propulsion cost, €/km 

𝐶𝑘
𝑅 Ship renting cost, €/d 

𝑑𝑝,𝑚 Maritime distance, km 

𝑑𝑝,𝑙
𝐿  Road distance, km 

𝐷𝑙,𝑡  Energy demand, MWh/d 

𝑒 Interest rate, - 

𝑓S Fraction of storage capacity for LNG heel, - 

𝐻 Time horizon, d 

𝐼𝑇  Truck investment cost, €  

𝐼𝑆 Tank storage investment cost, €/MWh 

𝐼𝑊 Fixed investment cost of satellite terminal, € 

𝑀 Big-M parameter, - 

𝑛 Payback time, year 

𝑁 Number of time periods, - 

𝑄 Truck capacity, MWh 

𝑄𝑠
𝑈 Maximum amount of LNG available at the 

supply port, MWh/d 

𝑄𝑘 Ship capacity, MWh 

𝑟𝑘  Loading/unloading rate, MW 

𝑡𝑝
𝐵  Berthing time, h 

𝑡𝑂 Operation time loading trucks, h 

𝑍𝑝
𝑈 Maximum number of truck’s loads per day in 

port 𝑝, 1/d 

𝑣  Truck average speed, km/h 

𝑣𝑘 Ship average cruising speed, km/h 

𝛾 Investment instalment factor, 1/d  
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Abstract
In this paper we investigate how the disturbance rejection
properties of physiological regulatory systems depend on
the signalling kinetics between the biochemical species
being considered as controlled and manipulated variables.
Based on the mathematical model of a physiological regu-
latory system, we analyse the impact of three different sig-
nalling models, i.e. linear signalling, first order and second
order Hill kinetics. We separate the analysis in two parts.
First we identify to what extend the signalling from the
manipulated variable to the controlled variable affect the
range and ratio of manageable disturbances. In the second
part we investigate whether and how the signalling from
the controlled variable to the manipulated variable will af-
fect the parameters of the controller part of the regulatory
system. In this context, saturable Hill kinetics display ad-
vantages compared to linear signalling.
Keywords: Systems Biology, Control Engineering, Ho-

moeostasis, Signalling Kinetics

1 Introduction
In order for organisms to function properly it is imperative
that their internal environment is maintained within cer-
tain thresholds independent on external conditions. This
ability of living systems to adjust their own environment
was first described by Claude Bernard with his definition
of milieu intérieur (Cooper, 2008; Langley, 1973). Can-
non later refined this concept and coined the term home-
ostasis (Cannon, 1929, 1939). The term homeostasis has
since become the most commonly used concept when talk-
ing about an organism’s ability to regulate its own internal
environment in an ever changing external environment.
This concept is closely related to that of control engi-
neering, where the objective is to maintain a given set-
point, regardless of external perturbations (Skogestad and
Postlethwaite, 2005).

An example of a physiological regulatory system is the
regulation of cellular glucose concentration in the pres-
ence of varying blood glucose concentration. Related to
the intracellular stability is also the cell’s ability to coun-
teract for e.g. large variations in intracellular consump-
tion. For the blood glucose example, an intensive ex-
ercise session will dramatically increase the intracellular
glucose consumption, leading to an increased glucose up-
take from the blood stream. The physiological mecha-
nisms behind this regulation include hormones acting as

signalling species, cellular membrane receptors transfer-
ring the signalling information within the cell, and cellu-
lar membrane proteins acting as pumps. For glucose to
enter a cell, the insulin hormone secreted by the pancreas
is sensed by the insulin receptor located in the cell mem-
brane. This again leads to a cascade of signalling events
inside the cell, which finally activates the glucose trans-
porter facilitating glucose uptake. In order to utilize the
glucose as cellular fuel, the glucose enters the glycolysis
which is a chain of enzyme catalysed reactions convert-
ing glucose into pyrovate which again is transported into
the mitochondria and the TCA cycle (Jeoung and Harris,
2010; Lam et al., 2005).

The modelling of such systems involves enzymes and
transporter proteins, and the models can be made at differ-
ent levels of complexity, all depending on the aim of the
modelling effort. If the goal is to make a detailed model
of one part of the glycolysis, it can be very different com-
pared to a model of the overall cellular homeostatic func-
tion (Ackerman et al., 1965; Swierkosz, 2015). In the lat-
ter case, the underlying model structure which would in-
clude signalling events from other cellular species is per-
haps more important than details about certain enzymatic
steps. In this respect, we are interested in the properties
of different signalling models and how the underlying sig-
nalling kinetics will affect the performance of regulatory
systems. Performance is, in this context, defined as the
disturbance rejection properties of the regulatory systems,
i.e. to what extend is different signalling kinetic imple-
mentations able to cope with increasing level of distur-
bances/perturbations. In order to compare the different
signalling models we have defined a regulatory system
where the involved species varies between some prede-
fined levels. Thus, we maintain as much as possible of
the surrounding cellular conditions enabling us to com-
pare the results.

2 Controller Motifs
We have previously published the eight controller motifs
shown in Figure 1, all being candidates for physiological
regulatory systems (Drengstig et al., 2012). The function
of these controller motifs show similarities with standard
integral control (Drengstig et al., 2012), and their control
theoretic properties have been investigated (Thorsen et al.,
2013). From a synthetic biology approach, we have also
shown how such controller structures can be tuned similar
to an industrial control system (Thorsen et al., 2016), and
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the motifs are also shown to be closed loop asymptotically
stable (Tveit and Thorsen, 2017).

The analysis in this paper is based on controller motif 5,
given in Eqs. (1) and (2).

Ȧ = ki
p−V A

max ·
A

KA
M +A

· f (E) (1)

Ė = kE
s ·g(A)−V E

max ·
E

KE
M +E

(2)

The concentrations of A and E represent the con-
trolled variable and the manipulated variable, respectively.
Furtermore, ki

p is the inflow perturbation and V A
max is the

maximum turnover number for A. The parameter KA
M is

the Michaelis-Menten constant for the degradation of A.
The synthesis rate of E is given by kE

s , and V E
max is the

maximum turnover number for E. The parameter KE
M is

the Michaelis-Menten constant for the degradation of E .
All concentrations and rate constants are given in arbitrary
units (a.u.) unless stated otherwise.

The function of the motif can be described as follows.
When the inflow perturbation ki

p increases, the level of A
increases, which again will increase the synthesis rate of
E through the signalling from A to E. As the level of E
increases, the E-mediated compensatory outflow of A will
also increase, bringing A back towards its pre-perturbed
value. A necessary condition for this behaviour is that the
enzyme degrading the controller species E is saturated, i.e.
KE

M�E (Drengstig et al., 2012). If this condition is not
satisfied, there will be a deviation between the level of A
prior to and after the perturbation. Such deviation mea-
sures are found in many in silico studies of physiological
regulatory systems, see e.g. (Ma et al., 2009).

The structure in Eqs. (1) and (2) is schematically illus-
trated in Figure 2, where the signalling from A to E is
represented by the function g(A). From a control theo-
retical point of view, this corresponds to the measurement
in a negative feedback loop (see Figure 2.). Furthermore,
the signalling from E to A is represented by the function
f (E), which is how the manipulated variable E enters the
process.

In our analysis we have looked further into the fol-
lowing three types of signalling events for both f (E) and
g(A), commonly used to model enzyme kinetics in physi-
ology (Cornish-Bowden, 2012) :

1. Linear signalling, i.e. f (E) = E and g(A) = A.

2. First order Hill kinetics, i.e. f (E) = E
KE

a +E and

g(A) = A
KA

a +A , where KE
a and KA

a are the activation
constants. The enzymatic activation is assumed to be
mixed activation.

3. Second order Hill kinetics, i.e. f (E) = E2

(KE
a )

2
+E2

and

g(A) = A2

(KA
a )

2
+A2

Figure 1. Eight different controller motifs, all representing neg-
ative feedback loops (Drengstig et al., 2012). Based on the lo-
cation of the E-mediated compensatory flow, the controllers are
either classified as inflow or outflow controllers. The species A
represent the controlled variable, and the species E the manipu-
lated variable. The perturbations are represented by the variables
ko

p and ki
p. The signalling between A and E (dashed lines) are ei-

ther based on activation (plus sign) or inhibition (minus sign).

To compare these different signalling events, we have,
as mentioned above, defined levels of A and E, here rep-
resented as low and high levels, i.e.

A ∈ [Alow,Ahigh] = [1,3] (3)
E ∈ [Elow,Ehigh] = [2,8] (4)

These levels represent combinations of steady state values
of the process. The numerical values in Eqs. (3) and (4)
are arbitrary chosen, and are only used to illustrate the
principle.

3 Signalling from E to A, f (E)
In the presence of inflow perturbation ki

p, the signalling
from E to A affect the compensatory outflow of A as shown
in Eq. (1). Thus, the high and low levels in Eqs. (3) and (4)
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Figure 2. Representation of Eqs. (1) and (2) as a negative feed-
back loop. Eq. (1) represents the dynamics of the process, while
Eq. (2) represents the controller dynamics.

are therefore related to corresponding high and low levels
of ki

p. In order to organize these 6 low/high levels into two
working points, we note that a low inflow perturbation,
ki

p,low, will lead to a low level of A. A low level of A will
again lead to a low level of E, as A activates the synthesis
of E. Similarly, a high perturbation level ki

p,high, will lead
to high levels of both E and A. This behaviour is shown
in the qualitative simulation shown in Figure 3, where the
inflow perturbation is increased in a stepwise manner, and
the corresponding levels of A and E are increased. Hence,

Figure 3. Qualitative simulation of motif 5. A low perturbation
level ki

p results in low levels of both E and A. Similarly, a high
perturbation level ki

p results in high levels of both E and A.

the following steady state combinations exist for motif 5 1:

[ki
p,low,Alow,Elow] (5)

[ki
p,high,Ahigh,Ehigh] (6)

In order to have a quantitative measure of the motif’s
disturbance rejection properties, we define both the range
between the high and low perturbations (∆ki

p), and the ra-
tio of the high to low perturbations (λki

p) as:

∆ki
p = ki

p,high− ki
p,low (7)

λki
p =

ki
p,high

ki
p,low

(8)

Thus, our aim is to investigate how these two measures
are affected by the choice of signalling event f (E). The
expressions for the range and ratio are found by inserting
each of the steady state combinations in Eqs. (5) and (6)

1The other motifs in Figure 1 will have other combinations, deter-
mined by the kind of signalling in f (E) and g(A), together with the kind
of controller (inflow or outflow).

into Eq. (1). Thus, solving for ki
p,low and ki

p,high, respec-
tively, we find

∆ki
p =V A

max
Ahigh

KA
M +Ahigh

· f (Ehigh)

−V A
max

Alow

KA
M +Alow

· f (Elow)

(9)

λki
p =

Ahigh

KA
M+Ahigh

· f (Ehigh)

Alow
KA

M+Alow
· f (Elow)

(10)

There is, in general, an important distinction between
linear and Hill based signalling. While Hill kinetics are
saturable, i.e. f (E) ∈ {0,1}, the linear signalling varies
between f (E) ∈ {Elow,Ehigh}. Thus, using the same value
of V A

max would favour linear signalling with respect to
range ∆ki

p. In order to make a fair comparison between
linear and Hill signalling, we therefore choose V A

max in the
linear signalling case as

V A,lin
max =

V A
max

Ehigh−Elow
(11)

3.1 Linear Signalling
In many cases, the use of linear signalling kinetics is mo-
tivated by the fact that the influence of an activator or in-
hibitor is not saturated, i.e. the influence is approximated
to be in the linear domain of the saturation curve. As such,
the V A,lin

max is therefore far from the actual maximum level
V A

max, and Eq. (11) is therefore a reasonable assumption.
In the following, we use V A

max=1, and hence, V A,lin
max = 1

6 .
Linear signalling for activating kinetics is often used

when modelling physiological systems (Sedaghat et al.,
2002). One of the benefits is that the models are easier to
analyse analytically compared to more complex signalling
kinetics (Thorsen et al., 2013, 2016) .

Using f (E)=E in Eqs. (9) and (10), leaves us with one
unknown parameter, i.e. KA

M . Thus, we present the distur-
bance rejection properties as a function of this parameter,
see Figure 4.

We see from Figure 4a) that the range ∆ki
p is maximized

when KA
M=0, and it is minimized when KA

M→∞. At the
same time, the ratio λki

p is maximized when KA
M→∞ and

minimized when KA
M=0. Thus, there exists a trade-off be-

tween range and ratio in the regulatory system. Figure 4b)
shows the corresponding values of ki

p,low and ki
p,high.

3.2 First Order Hill Signalling
The simplest saturable signalling event is the first order
Hill expression:

f (E) =
E

KE
a +E

(12)
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Figure 4. Panel a) The range ∆ki
p and ratio λki

p for controller
motif 5 (using f (E)=E) as a function of KA

M (V A
max=

1
6 ). Panel b)

The corresponding low and high values of ki
p.

Applying Eq. (12) in Eqs. (9) and (10), gives two unknown
parameters, i.e. KA

M and KE
a , and thus, the range and ra-

tio could have been presented as 3-dimensional surfaces.
However, in order to focus on the effect of the signalling,
we use KA

M=0, and the results shown in Figure 5 are there-
fore comparable to the left part of Figure 4 were KA

M=0.

Figure 5. Panel a) The range ∆ki
p and ratio λki

p for controller
motif 5 (using f (E) = E

KE
a +E ) as a function of the activation con-

stant KE
a (V A

max=1 and KA
M=0). The maximum range is found at

KE
a = 4 (indicated with a black dot). Panel b) The corresponding

low and high values of ki
p.

Unlike the results for the linear signalling in Figure 4a),
there is a maximum value for the perturbation range. By
differentiating the expression for the range ∆ki

p (Eq. (9))
with respect to KE

a , we find the maximum value as

∂∆ki
p

∂KE
a

= 0 ⇒ KE
a = 4 (13)

At KE
a =4, the range is ∆ki

p=0.33 while the ratio is λki
p=2.

The results indicate that the perturbation range and ra-
tio, using first order Hill signalling from E to A, is re-

duced compared to linear signalling (∆ki
p=1 and λki

p=4
at KA

M=0 in Figure 4). It is important to note that V A
max

at the same time is increased from V A
max=

1
6 to V A

max=1 in
the Hill signalling. The decline in both perturbation range
and ratio was expected when considering the Hill-based
signalling. In the next section we increase the enzymatic
cooperativity by increasing the order of the Hill kinetic
expression.

3.3 Second Order Hill Signalling
The second order Hill kinetic expression is given in
Eq. (14).

f (E) =
E2

(KE
a )

2 +E2 (14)

As in the previous subsection, we assume KA
M=0 and focus

entirely on the effect of f (E) through KE
a , and the results

are shown in Figure 6.

Figure 6. Panel a) The range ∆ki
p and ratio λki

p for controller

motif 5 (using f (E) = E2

(KE
a )2+E2 ) as a function of the activation

constant KE
a (V A

max=1 and KA
M=0). The maximum range is also

here found at KE
a = 4 (indicated with a black dot). Panel b) The

corresponding low and high values of ki
p.

As in Figure 5a), we find in Figure 6a) a similar peak
for the perturbation range at KE

a =4. The noteworthy
difference is that the peak is substantially higher com-
pared to first order Hill signalling (∆ki

p=0.6 compared to
∆ki

p=0.33 in Figure 5a)). Moreover, the ratio λki
p is also

significantly increased from 2 to 4. Thus, both values for
perturbation range and ratio for the second order Hill sig-
nalling is comparable to those from linear signalling.

3.4 Higher Order Hill Signalling
The general expression for higher order Hill signalling is
given in Eq. (15)

f (E) =
En

(KE
a )

n +En (15)

and the effect on perturbation range and ratio of increasing
n is shown in Figure 7. As n increases, so does the per-
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Figure 7. The range ∆ki
p and ratio λki

p for controller motif 5
(using f (E) = En

(KE
a )n+En for n∈ {1 . . .5}) as a function of the ac-

tivation constant KE
a (V A

max=1 and KA
M=0). Panel a) The ranges

∆ki
p. Panel b) The ratios λki

p (note the logarithmic ordinate).

turbation range ∆ki
p and ratio λki

p. As n→ ∞, the range
∆ki

p→ 1 as obtained for the linear signalling.
To summarize, we have investigated the effect on the

range and ratio of disturbances as function of the sig-
nalling from E to A given the low and high levels of A
and E in Eqs. (3) and (4), respectively. The combination
of low and high values represent therefore different pos-
sible steady state combinations (or working points) of the
process.

In the next section, we investigate how the signalling
g(A) will affect the controller’s ability to bring the process
through these working points.

4 Signalling from A to E, g(A)
The signalling from A to E represented by the function
g(A) is a part of the dynamic model of the controller
species E given in Eq. (2). Hence, the complexity of the
signalling g(A) will therefore, to a large degree, deter-
mine whether the steady state combinations from the pre-
vious subsection are obtainable when closing the feedback
loop. As Figure 8 illustrates, the task of the controller is to
match the low and high limits of A and E, and is therefore
not directly affected by perturbation levels.

The procedure in this subsection is similar to what we
did in the previous subsection, i.e. we apply the signalling
g(A) and insert each of the two steady state combinations
in Eqs. (3) and (4) into Eq. (2). Thus, we have two equa-
tions and three unknowns i.e. kE

s , V E
max, and KE

M . For the
cases where we apply Hill based signalling, we have an
addition unknown parameter in the activation constant KE

a .
In general, the level of the synthesis rate kE

s and degra-
dation rate V E

max of E is a measure of the swiftness of
the controller (Thorsen et al., 2016). These two param-
eters are therefore individually not a part of the steady

Figure 8. An illustration showing that the controller part is only
dependent on the low and high levels of E and A, and indirectly
dependent on the perturbation levels.

state properties of the controller. However, their ra-
tio participate in the definition of the physiological set-
point (Thorsen et al., 2016), which represents the steady
state levels of E. In this subsection, we therefore specify
one of the parameters, i.e. V E

max=1, and calculate the other.

4.1 Linear Signalling
In case of linear signalling, we have g(A) = A. The two
unknown parameters KE

M and kE
s are calculated by solving

the two versions of Eq. (2). Interestingly, in order to find
positive solutions to these parameter, the following condi-
tion on the steady state levels must be satisfied

Ehigh

Elow
>

Ahigh

Alow
(16)

Thus, if the variation in the controlled variable A is too
large compared to the variation in the manipulated vari-
able E, the controller is not able to bring the process
through the identified working points using linear activa-
tion.

4.2 First Order Hill Signalling
If we apply first order Hill signalling from A to E, we have

g(A) =
A

KA
a +A

(17)

One could expect that this saturable expression would
complicate the process of finding a suitable controller
even further, i.e. introducing stricter conditions compared
to Eq. (16). However, to our surprise, the signalling in
Eq. (17) enables us to identify controllers where Eq. (16)
is not fulfilled. Thus, if the low and high steady state levels
of E and A do not satisfy Eq. (16), the following additional
condition on KA

a

KA
a <

Ahigh ·Alow ·
(
Ehigh−Elow

)
Ahigh ·Elow−Alow ·Ehigh

(18)

will make the control system feasible. The expression in
Eq. (18) is found in the symbolic expression for the so-
lution to KE

M and kE
s when solving the two versions of

Eq. (2).
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In order to illustrate this phenomena, we show in Fig-
ure 9 three different simulations where

A ∈ [Alow,Ahigh] = [1,3] (19)
E ∈ [Elow,Ehigh] = [2,5] (20)

Note that we have reduced Ehigh=5, and hence, the con-
dition in Eq. (16) is therefore not satisfied. The signalling
f (E) from E to A is in all three simulations based on the
first order Hill kinetics in Eq. (12). Thus, using the new
low and high levels in Eqs. (19) and (20), the optimum KE

a
is found to be KE

a =3.16.
For the linear signalling g(A)=A, we get the dashed

lines in Figure 9. We note that, as expected, the controller
is not able to bring the process through the working points.
The solid line in Figure 9 represents the first order Hill sig-
nalling in g(A) where the constraint on KA

a in Eq. (18) is
met, i.e. KA

a =5 < 9. In order to show the effect of not sat-
isfying either Eq. (16) nor Eq. (18), we have included this
simulation as dotted lines as well. Both parameters KE

M
and kE

s are kept constant for all three simulations. In order
to avoid negative values of A, we have used KA

M = 0.001.

Figure 9. Simulations of controller motif 5 using three dif-
ferent signalling events between A and E, constrained by the
steady state levels in Eqs. (19) and (20). Solid lines: First
order Hill signalling using KA

a =5, satisfying the condition in
Eq. (18). Dotted lines: First order Hill signalling using KA

a =10,
violating the condition in Eq. (18). Dashed lines: Linear sig-
nalling. Other parameter values used in these simulations are:
KA

M=0.001,KE
a =3.16,V E

max=1,kE
s =0.44 and KE

M=25.

4.3 Second Order Hill Signalling
Extending the Hill signalling to second order, we have

g(A) =
A2

(KA
a )

2 +A2 (21)

Similar to the above results, we find conditions on both
i) the values of steady state levels (similar to Eq. (16))

and ii) the parameter KA
a (similar to Eq. (18)). These new

conditions are shown in Eqs. (22) and (23).

Ehigh

Elow
>

A2
high

A2
low

(22)

KA
a <

√(
Ehigh−Elow

)(
ElowA2

high−EhighA2
low

)
ElowAhighA−1

low−EhighAlowA−1
high

(23)

We observe that the condition in Eq. (22) is stricter com-
pared to Eq. (16). Moreover, inserting the steady state
levels in Eqs. (19) and (20) into Eq. (23) reveals that also
this condition is strengthened compared to first order Hill
signalling.

5 Conclusions
We have in this paper investigated the effects of differ-
ent signalling kinetics between the controlled and manip-
ulated variables in physiological regulatory systems. The
results indicate that the level of complexity in the sig-
nalling certainly has an influence on the disturbance re-
jection properties.

By introducing first order Hill signalling from E to A
via the function f (E), we initially experience a drop in
performance in both range (∆ki

p) and ratio (λki
p). However

if we allow second order Hill signalling the performance
becomes comparable to the linear case, and by allowing
higher order Hill signalling we find that the ratio ∆ki

p is
significantly improved over linear signalling.

In the signalling from A to E, represented by the func-
tion g(A), we find that the introduction of Hill signalling
allows us to model data which would not be possible when
using linear signalling.

References
E. Ackerman, L. C. Gatewood, J. W. Rosevear, and G. D.

Molnar. Model studies of blood-glucose regulation. The
Bulletin of Mathematical Biophysics, 27:21–37, 1965.
doi:10.1007/BF02477259.

W. B. Cannon. Organization for physiological homeostasis.
Physiological Reviews, 9(3):399–431, 1929.

W. B. Cannon. The Wisdom of the Body. Revised and Enlarged
Edition. Norton, New York, 1939. ISBN 978-0393002058.

S. J. Cooper. From Claude Bernard to Walter Cannon. Emer-
gence of the concept of homeostasis. Appetite, 51(3):419–
427, 2008. doi:10.1016/j.appet.2008.06.005.

A. Cornish-Bowden. Fundamentals of Enzyme Kinetics, 4th
Edition. Wiley-Blackwell, 2012. ISBN 978-3-527-33074-4.

T. Drengstig, I. W. Jolma, X. Y. Ni, K. Thorsen, X. M.
Xu, and P. Ruoff. A basic set of homeostatic controller
motifs. Biophysical Journal, 103(9):2000–2010, 2012.
doi:10.1016/j.bpj.2012.09.033.

DOI: 10.3384/ecp17138343 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

348

http://dx.doi.org/10.1007/BF02477259
http://dx.doi.org/10.1016/j.appet.2008.06.005
http://dx.doi.org/10.1016/j.bpj.2012.09.033


N. H. Jeoung and R. A. Harris. Role of pyruvate dehy-
drogenase kinase 4 in regulation of blood glucose lev-
els. Korean Diabetes Journal, 34(5):274–283, 2010.
doi:10.4093/kdj.2010.34.5.274.

T. K. T. Lam, R. Gutierrez-Juarez, A. Pocai, and L. Ros-
setti. Regulation of blood glucose by hypothalamic pyru-
vate metabolism. Science, 309(5736):943–947, 2005.
doi:10.1126/science.1112085.

L. L. Langley. Homeostasis: Origins of the Concept. Dowden,
Hutchinson & Ross, 1973. ISBN 9780879330071.

W. Ma, A. Trusina, H. El-Samad, W. A. Lim, and
C. Tang. Defining network topologies that can achieve
biochemical adaptation. Cell, 138(4):760–773, 2009.
doi:10.1016/j.cell.2009.06.013.

A. R. Sedaghat, A. Sherman, and M. J. Quon. A
mathematical model of metabolic insulin signaling path-
ways. American Journal of Physiology - Endocrinol-
ogy And Metabolism, 283(5):E1084–E1101, nov 2002.
doi:10.1152/ajpendo.00571.2001.

S. Skogestad and I. Postlethwaite. Multivariable Feedback Con-
trol. Wiley, 2005. ISBN 978-0470011683.

A. Swierkosz. Modeling of metabolic diseases - a review of
selected methods. Bio-Algorithms and Med-Systems, 11(4):
205–209, jan 2015. doi:10.1515/bams-2015-0016.

K. Thorsen, P. Ruoff, and T. Drengstig. Control theo-
retic properties of physiological controller motifs. In
2013 International Conference on System Science and
Engineering (ICSSE), pages 165–170. IEEE, jul 2013.
doi:10.1109/ICSSE.2013.6614653.

K. Thorsen, G. B. Risvoll, D. M. Tveit, P. Ruoff, and
T. Drengstig. Tuning of physiological controller motifs. In
9th EUROSIM Congress on Modelling and Simulation, pages
28–33, Oulu, 2016. ISBN 978-1-5090-4119-0.

D. M. Tveit and K. Thorsen. Passivity-based analysis of bio-
chemical networks displaying homeostasis. To be presented
at SIMS 2017, 2017.

DOI: 10.3384/ecp17138343 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

349

http://dx.doi.org/10.4093/kdj.2010.34.5.274
http://dx.doi.org/10.1126/science.1112085
http://dx.doi.org/10.1016/j.cell.2009.06.013
http://dx.doi.org/10.1152/ajpendo.00571.2001
http://dx.doi.org/10.1515/bams-2015-0016
http://dx.doi.org/10.1109/ICSSE.2013.6614653


Data-driven Modeling of Ship Motion Prediction Based on Support
Vector Regression

Bikram Kawan1 Hao Wang1 Guoyuan Li2 Khim Chhantyal3

1Faculty of Engineering and Natural Sciences, Norwegian University of Science and Technology, Norway,
bikramkawan@gmail.com, hawa@ntnu.no

2Faculty of Maritime Technology and Operations, Norwegian University of Science and Technology, Norway,
guoyuan.li@ntnu.no

3Faculty of Technology, Natural Sciences, and Maritime Sciences, University College of Southeast Norway, Norway,
khim.chhantyal@usn.no

Abstract
This paper presents a flexible system structure to analyze
and model for the potential use of huge ship sensor data to
generate efficient ship motion prediction model. The noisy
raw data is cleaned using noise reduction, resampling
and data continuity techniques. For modeling, a flexible
Support Vector Regression (SVR) is proposed to solve
regression problem. In the data set, sensitivity analysis
is performed to find the strength of input attributes for
prediction target. The highly significant attributes are
considered for input feature which are mapped into higher
dimensional feature using non-linear function, thus SVR
model for ship motion prediction is achieved. The
prediction results for trajectory and pitch show that the
proposed system structure is efficient for the prediction of
different ship motion attributes.
Keywords: Ship Motion time series Prediction, Support
Vector Regression

1 Introduction
The maritime industry is one of the key business
backbones in Norway and has experienced significant
increase in recent years. Ships are - driving force for
maritime business and - important in aspect of companies
and safety, (Baldauf et al., 2013). The dynamics of ships
is complex due to control system forces and external
forces, (Fossen, 2002; Sørensen, 2011). Hydrodynamic
perturbations are also induced from ship motions. The
external forces are a combination of wind, waves and
sea currents. The control system perturbation is defined
by propulsion and steering system of the ship, (Fossen,
2002). The ship motion is non-linear due to resultant
forces obtained from the combination of external forces
and control system. The priority of health, safety,
environment and economic loss are in high priority for
ship maneuvering. Therefore, a prediction model will be
useful to take consideration of different factors in ship
motion planning which is important for human safety, loss
of economy and eventually to increase the efficiency of the
ship.

There are different types of sensors installed in the ship.
The information collected from sensors are used directly
or indirectly. The real-time purpose is to maneuverer
the ship and for control signals. The indirect use can
be very useful for diagnose purpose in future to measure
performance of different components of ships such as
propeller blade, motor etc. The information produced
from sensors are normally huge size which is in the form
of big data, (Kaisler et al., 2013) for the several years’
tenure. Big data are the huge source of information if
we can dig into effectively. The information hidden are
valuable for ship owners and companies for the prediction,
identifying the patterns.

The accurate prediction of ship motion can be
challenging due to high non-linearity of ship dynamics,
the variable operational parameters of the vessel and the
stochastic external excitations exerted by waves of the
wind, (Pena et al., 2011). Many works are carried out for
ship motion prediction. The use of traditional potential
theory such as Kalman filter used in the frequency domain
is not suitable due to the nonlinearity of ship dynamics
and ocean for the estimation of actual ship behavior,
(Blischke et al., 2011). Even though traditional algorithm
may provide reasonable solutions, it gets complicated and
requires more time to solve the problem mathematically,
(Min-Seok, 2013). Classical model based approach lacks
the generalization capabilities. Even though Extended
Kalman filter can work in non-linearity to some extent but
if failed when the non-linearity and complexity increases.
SVR is one type of non-linear models which is good for
solving a complex problem. Due to approximation ability,
it solves models which are hard to solve using ordinary
mathematical expression. Due to non-linearity behavior,
there occurs some degree of uncertainty. Therefore, some
intelligent techniques are required with the ability of
generalization to solve the uncertainty in ship motion.

The successful manoeuvring operation of the ship is
essential. Most important and key technique, such as
information fusion, danger prediction technology traffic
flow estimation, etc., cannot work without it. Therefore,
the prediction of future time step for manoeuvring
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of the ship is useful to implement the control forces
accurately. The research based on the application of
artificial intelligence such as neural network, genetic
algorithm, and Fuzzy Logic have shown the great potential
for the prediction of ship behavior. A lot of interesting
work has been carried out such as ship roll motion
time series forecasting (Pena et al., 2011), online ship
roll motion prediction (Yin et al., 2014), ship motion
prediction (Zhao et al., 2004), ship trajectory based on
backpropagation neural network (Xu et al., 2011) and ship
path following (Xia et al., 2013). From (Luo and Cai,
2014; Ristic et al., 2008; Ma et al., 2003; Yin et al., 2013)
it shows great potential to implement the SVR for the ship
motion prediction.

Figure 1. System structure of ship motion prediction. (Li et al.,
2016)

2 Methods
The system structure for the prediction of ship motion
will be based on the framework proposed as shown in
Fig 1. The proposed framework consists three blocks.
The first block of system structure is data cleaning. It
is important to clean sensory noises and resampling the
data if required to improve the model results. The second
block i.e. Data analysis and modeling. Data analysis is
carried out with the help of correlation analysis, which
helps to identify the relation between different sensors
attributes. The result obtained from correlation statistics
is a guideline for the modeling of SVR. The third block is
verification. The unique data which is not involved during
learning is used for verification of our model. The user can
import data from any ship model and make modification
in the model to make the prediction better making our
framework flexible.

2.1 Data Collection
The data is collected for three years from different
sensors by our partner. The data module is divided
into two category high frequency and low frequency.
Each category has two subsets of data with frequencies
from 1Hz to 4000Hz.The high frequencies information
is useful for the analysis of propulsion system using
information obtained from vibration and torque sensors.

The information related ship environment is provided by
low frequencies as shown in Table I. The intrinsic control
parameters like rotational speed, thruster forces (from M2)
induces the ship’s extrinsic representation (M1). Our
prediction model is based on low frequencies data (i.e. M1
and M2) only.

Table 1. Specification of Low Sampling Frequency Data.

Module Frequency [Hz] Parameter Unit

M1 1

Speed [m/s]
Position [m, m]
Heading [deg]

Roll [deg]
Pitch [deg]

Yaw Rate [deg/s]
Roll Rate [deg/s]
Pitch Rate [deg/s]

M2 1.65
Rotational Speed [RPM]
Drive of motor [W]
Propeller pitch [deg]

2.2 Data Cleaning

The raw data may contain noise, incomplete information
and redundant information. So, it is necessary to perform
data cleaning. In our case noise sources are internal
or external. The internal noises can be corrected from
statistical estimation. The external noises coming from
sensor is unavoidable in most case. In our case, the major
external noises are generated from cables and the coupling
of electric and magnetic fields, the measured temperature
is full of spikes. The natural way of eliminating the noise
is to apply low pass filter and apply median filtering, (Liu,
2013). The raw data is not continuous due to several
reasons such sensors are not actively running all the time,
sensor is broken for some time. Due to this there are
some gaps in recording data. In addition, there might be
jumping of data for some parameter such as heading. The
standard value is always within [0◦, 360◦]. The heading
degree changes from 360 to 0 after making one complete
cycle. To remove this kind of discontinuity an algorithm
is used to correct the such parameter in order to make the
data consistent, (Li et al., 2016).

2.3 Sensitivity Analysis

Sensitivity analysis is carried to find out the importance
of input attribute for the contribution of output. It
is not necessary that all the attributes have significant
contribution for the prediction. To measure the strength of
the attribute how much it is important for the contribution
of output is calculated using correlation between the input
attribute and the target attribute. (Hamby, 1994)
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2.4 SVR Modeling
Support Vector Machine (SVM) was developed by Vapnik
(Vapnik, 2013) and is used in many applications due to
significant results. SVM are a set of related supervised
learning methods applied in different machine learning
applications like classification and regressions (Scholkopf
and Smola, 2005). The basic process is to map the
original data input space into the higher dimensional
feature through non-linear mapping functions (Scholkopf
and Smola, 2005). We have implemented SVM to solve
regression problem as Support Vector Regression in our
work (Chhantyal et al., 2016).

Figure 2. General architecture of SVR model. Input/output
spaces consist of the variables shown in Table 1. (Chhantyal
et al., 2016)

The linear regression model in feature space for SVR is
represented as,

y =
Nsv

∑
i=1

wiΦi(x)+b (1)

where, Φi(x) is mapping function from input space to
feature space and Nsv is number of support vectors.

The performance of SVR model is measured by
ε-insensitive loss function and defined as,

L(d,y) =
{
|d− y|− ε f or |d− y| ≥ ε

0 otherwise

}
(2)

The SVR approach is defined in (3) based on minimization
of ε-insensitive loss and minimization of the norm of
linear parameters ||w||2.

J =
1
2
||w||2 +C

N

∑
i=1
|yi−di|ε (3)

subjected to


di− yi ≤ ε +ξi
yi−di ≤ ε +ξ ∗i
ξi ≥ 0
ξ ∗i ≥ 0


where, C- regularization parameter, ξ and ξ ∗ are

non-negative slack variables, which describe the loss
function J.

This primal optimization problem is then transformed
into a dual problem (Chhantyal et al., 2016). The solution

is defined in (4)

y =
Nsv

∑
i=1

(αi−α
∗
i )k(xi,x)+b (4)

where, α and α∗ are Lagrange multipliers and k(xi,x) is
the kernel function used in mapping the input space to a
higher dimensional feature space.

Radial Basis Function (RBF) kernel used in our work is
defined as (5)

k(xi,x) = exp
(
−||xi− x||2

2σ2

)
(5)

where, σ is the width parameter of RBF kernel.
Support Vectors are those data within the training set,

which are very close to the ε-insensitive tube. The number
of support vectors is equal to the number of non-zero (αi−
α∗i ), which will determine the number of mapping vectors,
determining the complexity of the model (Chhantyal et al.,
2016). Therefore, the architecture of SVR depends on the
number of support vectors as described in Fig. 2.

In this paper, the selection method for the parameters
for the RBF and SVM is based on selecting C given by,

C = max(|ȳ+3σy|, |ȳ−3σy|) (6)

and the parameter ε dependent on the level of noise in the
training data is computed as,

ε = τσn

√
ln(n)

n
(7)

σn =

(
k

k−1
1
n

n

∑
i=1

(yi− ŷi)
2

)1/2

(8)

For higher P-dimensional problems, RBF width parameter
σ can be set in the range σ ≈ (0.2 to 0.5)1/P, which
can be optimized further using train and error (Haykin,
2009).

3 Experiment and Results
The experiment is performed based on the raw data stored
for three years to verify the system structure proposed
in Section II. The case study aims to extract information
from raw data and verify the SVR model for prediction of
ship motions. This section describes the steps to develop
our system to predict ship motion.

First, we import raw data in our database storage. For
our case study, we are going to use a small subset for
simplicity. Data cleaning is carried as the second step.
We performed three data cleaning methods i) removing
noise using low pass filter ii) resampling is performed to
make both module (M1 and M2 shown in Table I) in same
frequency iii) phase correction is performed to make the
continuity of raw data. The detail process is discussed
in our previous article (Li et al., 2016). The third step is
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to perform sensitivity analysis to find out the contribution
of each attribute for the outputs as discussed in (Li et al.,
2016). For our case study, we found that surge velocity,
sway velocity, yaw velocity, roll velocity, yaw velocity,
position x, position y, heading, and roll has a significant
relation for the prediction of the pitch.

The next step is to model SVR. Fig 2 shows how
SVR model is constructed for our case. The selected
variables are considered in the input feature space that
are further transformed into high-dimensional space using
radial basis function. Finally, the output is computed
based on the local induced outputs from each hidden unit
also.

The models are evaluated using Root Mean Square
Error (RMSE) and Square Correlation Coefficient (R2).
RMSE is a tool to measure a difference between the actual
value and the value predicted by model defined in (9). The
prediction results of the model are efficient, when RMSE
value is near to 1 and the prediction results is treated bad
when near to 0.

RMSE(θ̂) =
√

E((θ̂ −θ)2) (9)

where, θ̂ is estimated value and θ is the actual value.
R2 is used to measure the goodness of fit of a model and

defined in (10). The estimate of the model is better if the
value is closer to 1.

R2 = 1− ∑
n
i=1(Ti− pi)

2

∑
n
i=1(Ti− T̄ )2 (10)

In this paper, we have only presented a case study for
trajectory and pitch velocity. For both of our case studies,
the size of the small subset of 2000 samples data was
taken. The training size was 1750 and testing was 250
samples. The result obtained for trajectory is shown in
Fig 3. The red line the actual trajectory while the blue one
is trajectory predicted by SVR model.

Figure 3. Prediction results of ship trajectory.

Fig 4 shows the prediction of the pitch. The red line
is the desired pitch, and the blue line is the prediction
obtained from SVR model.

In both of the case, it is clear from the Fig (3) and Fig
(4) that the prediction from our model is good enough to
predict trajectory and pitch. In addition, in both cases, R2

is near to 1 and RMSE is around 0.1. This verifies that our
model is good enough for the implementation.

Figure 4. Prediction results of ship pitch.

4 Conclusion
In this paper, system structure for the prediction of
ship motion is proposed from importing raw data to the
verification of SVR model. First, the raw sensor data
is cleaned before modeling. Then sensitivity analysis is
performed to find the better relation between inputs to
targets. Then flexible SVR model is constructed from
which user can define the desired data set and user define
model parameters. By applying training data set, SVR
prediction model is obtained. As a final step, testing
data is used for model verification. Two case studies for
trajectory and pitch are carried out, and the results indicate
that the proposed system outperformed for the ship motion
prediction. In both case studies, RMSE is very small, and
R2 is close to 1.

Future work will focus on the online prediction of ship
motion which will be helpful for real-time prediction. In
addition, the multi-step prediction will be studied for the
longer time steps prediction that is essential for real world
ship motion.

Acknowledgement
The authors would like to thank Mechatronics Lab,
Faculty of Maritime Technology and Operations, NTNU
i Ålesund for providing the data set for the research.

DOI: 10.3384/ecp17138350 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

353



References
M Baldauf, R Baumler, A Olcer, T Nakazawa, K Benedict,

and M Fischer, Sand Schaub. Energy-efficient ship
operation training requirements and challenges. TransNav:
International Journal on Marine Navigation and Safety of
Sea Transportation, 7(2), 2013.

W R Blischke, M R Karim, and D P Murthy. Reliability.
Technical report, Warranty Data Collection and Analysis,
2011.

K Chhantyal, H Viumdal, S Mylvaganam, and G Elseth.
Ultrasonic level sensors for flowmetering of non-newtonian
fluids in open venturi channels: Using data fusion based on
artificial neural network and support vector machines. In
Sensors Applications Symposium (SAS), 2016 IEEE, 2016.

T I Fossen. Marine control systems: guidance, navigation and
control of ships, rigs and underwater vehicles. Technical
report, Marine Cybernetics, 2002.

D M Hamby. A review of techniques for parameter sensitivity
analysis of environmental models. Environmental monitoring
and assessment, 32(2):135–154, 1994.

S Haykin. Neural networks and learning machines. Pearson,
Upper Saddle River, NJ, USA, 2009.

S Kaisler, F Armour, J A Espinosa, and W Money. Big data:
Issues and challenges moving forward. In System Sciences
(HICSS), 2013 46th Hawaii International Conference, 2013.

G Li, H Zhang, B Kawan, H Wang, O L Osen, and A Styve.
Analysis and modeling of sensor data for ship motion
prediction. In OCEANS 2016-Shanghai, IEEE, 2016.

Y Liu. Noise reduction by vector median filtering. Geophysics,
78(3):V79–V87, 2013.

W Luo and W Cai. Modeling of ship manoeuvring motion using
optimized support vector machines. In Intelligent Control and
Information Processing (ICICIP), 2014 Fifth International
Conference, 2014.

J Ma, J Theiler, and S Perkins. Accurate on-line support vector
regression. Neural computation, 15(11):2683–2703, 2003.

Kang Min-Seok. Ship motion prediction system development
based on neural network. Technical report, 2013.

F L Pena, M Gonzalez, V D Casas, and R J Duro. Ship
roll motion time series forecasting using neural networks.
In Computational Intelligence for Measurement Systems and
Applications (CIMSA), 2011 IEEE International Conference,
2011.

B Ristic, B La Scala, M Morelande, and N Gordon. Statistical
analysis of motion patterns in ais data: Anomaly detection
and motion prediction. In Information fusion, 2008 11th
international conference, 2008.

B Scholkopf and A Smola. Support vector machines. Technical
report, Encyclopedia of Biostatistics, 2005.

A J Sørensen. A survey of dynamic positioning control systems.
Annual reviews in control, 35(1):123–136, 2011.

V Vapnik. The nature of statistical learning theory. Technical
report, Springer science & business media, 2013.

G Xia, J Liu, and H Wu. Neural network based nonlinear
model predictive control for ship path following. In Natural
Computation (ICNC), 2013 Ninth International Conference,
2013.

T Xu, X Liu, and X Yang. Ship trajectory online prediction
based on bp neural network algorithm. In Information
Technology, Computer Engineering and Management
Sciences (ICM), 2011 International Conference, 2011.

J C Yin, Z J Zou, and F Xu. On-line prediction of ship
roll motion during maneuvering using sequential learning rbf
neuralnetworks. Ocean engineering, 61:139–147, 2013.

J C Yin, Z J Zou, F Xu, and N N Wang. Online ship roll
motion prediction based on grey sequential extreme learning
machine. Neurocomputing, 129:168–174, 2014.

X Zhao, R Xu, and C Kwan. Ship-motion prediction: algorithms
and simulation results. In Acoustics, Speech, and Signal
Processing, Proceedings (ICASSP’04) IEEE International
Conference, 2004.

DOI: 10.3384/ecp17138350 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

354



Transient Stability of Fault Ride Through Capability of a 
Transmission System of a Distributed Hydropower System 

J. Manjula Edirisinghe V.P.1     Thomas Øyvang1     Gunne John Hegglid1 
1 Faculty of Technology, Natural Sciences and Maritime Sciences, University College of Southeast Norway, Post box 235, 
N-3603 Kongsberg, Norway, {jagathe.m.edirisinghe, Thomas.Oyvang, gunne.j.hegglid}@usn.no 

 
 
 Abstract 

This paper describes the Fault Ride Through (FRT) 
capability of generators of a part of the 132 kV high 
voltage power network in Telemark region, Norway 
using a simplified power system simulator model.  The 
organization, “European network of transmission 
system operators for electricity” (ENTSO-e) is 
introducing a network code for the Transmission System 
Operators (TSO) in Europe where the upper limit of the 
FRT requirement for 132 kV system is 0.25 s.  However, 
according to the Norwegian network code, this limit is 
0.40 s. The generators in the Norwegian power system 
are located in a distributed network and most of these 
are hydropower generators. The simulation results show 
that the structure of the Nordic power system enhances 
the system stability. The dynamic model of the power 
network is developed by using DIgSILENT 
PowerFactory simulation tool.   
Keywords:     power system, transient stability, Fault 
Ride Through capability, hydropower, simulations, 
DIgSILENT 
1 Introduction 

The electric power system is one of the complex man 
made networks, which is subjected to frequent 
improvements and changes. Power market today is more 
international and transmission system operators (TSO) 
in Europe operate in a connected power network 
(Statnett, 2017; ENTSO-e, 2017). Large introduction of 
renewable energy generations to systems such as wind 
power, has made the power network more complex 
(Delfanti et al, 2014; Gebremedhin et al, 2012; Bekele 
et al, 2012). TSOs have their own regulations and 
procedures. Therefore, the “ENTSO-e” is introducing a 
network code in order to harmonize the operating 
procedures among different TSOs and it is going to be a 
common network code in Europe. FRT capability of 
generators is one of the major consideration in 
harmonized power transmission systems (Diez-Maroto 
et al, 2016). For a generator, FRT capability is define as 
the ability of the generator to remain connected to the 
grid in the event of an external fault as long as the 
voltage at the connection point remains above a defined 
voltage level (Diez-Maroto et al, 2016).  

ENTSO-e states that the synchronous generators need 
to stay connected if voltage at their connection point is 
above the voltage level defined by the FRT voltage 
profile. Advantage of this new code would prevent 
generation tripping in circuits when the fault is cleared 
in reasonable time. Lower time limit of the FRT 
requirement is set to 0.15 s, considering the clearing 
time of protection relays of the first zone, on the other 
hand, the upper time limit is set to 0.25 s considering the 
clearing time of protection relays of the first zone and 
the circuit breaker failure (ENTSO-e, 2017; Diez-Maroto 
et al, 2016). 

The Norwegian transmission system operator, 
Statnett has published a network code called “FIKS”, 
which describes the functionality of the Norwegian 
power transmission system (FIKS, 2012). This local 
network code defines the FRT limit based on 220 kV 
voltage limit. FRT maximum requirement time for the 
network above 220 kV is 0.15 s, while it is 0.40 s for the 
network below 220 kV. The voltage level of regional 
transmission networks in Norway, which is studied in 
this article,  is below 132 kV.  

At present, the FRT requirement of the European 
network code is an interesting topic for the European 
electrical power producers and Diez-Maroto et al (2016) 
have investigated whether a typical round rotor 
turbogenerator fulfills the FRT requirement for this 
network code. Moreover, Delfanti et al (2014) have 
investigated the distributed renewable energy 
integration into the electrical grid.  In addition to that, a 
preliminary study of the FRT requirements of the 132 
kV simplified Telemark regional power network has 
been done by Adb (2016). There were 69 buses included 
in the study. In the present study, the Telemark model 
(Adb, 2016) is more simplified to 47 bus network and 
static stability of the simulator is improved.  

The structure of the Norwegian power system is 
somewhat different from the many other countries in 
Europe where they use more centralized power sources 
(Delfanti et al, 2014). There are large numbers of 
hydroelectric generating units which supply electricity 
to the Norwegian power network (Gebremedhin et al, 
2012). These generators are located throughout the 
country in a distributed network.   
In the present study, the FRT performance of 
hydropower generators for a part of the 132 kV 
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transmission network in Telemark region of Norway is 
investigated. It also compares the simulation results 
with FIKS’s FRT time limits. Finally, the transient 
stability impact on a distributed power system is 
discussed. 

When the FRT requirements of some TSOs go far 
beyond than which are required by International 
Electrotechnical Commission (IEC) and Institute of 
Electrical and Electronic Engineering (IEEE) standards, 
the generator manufactures are facing more difficulties 
to fulfill the requirements (Diez-Maroto et al, 2016) .  

Therefore, it is an advantage to analyze FRT 
capability of Norwegian power system over the new 
code, because the future generating stations are 
supposed to follow the ENTSO-e regulations. 

The paper is organized as follows. Section 2 provides 
a brief overview of a transient stability of a power 
system. The simulator is described in section 3. 
Selection criteria of cases for the simulations are 
provided in section 4. Results and discussion are 
provided in section 5. Finally in section 6, the 
conclusion is presented. 

 
2 Transient stability of an electric 

power system 
Transient stability of a power system describes the 
dynamic security of the system. It is a fast phenomenon 
where the power system operators do not have sufficient 
time to correct it manually (Vaahedi, 2014). Figure 1 
shows the classification of power system stability.    

 
Power system stability

Frequency Stability Voltage stabilityRotor Angle Stability

Small-Disturbance Angle Stability
Transient stability

Short term Short term Long term

Large-Disturbance Voltage Stability

Small-Disturbance Voltage Stability

Short term Long term
 
Figure 1. Classification of power system stability 
(Kundur et al, 2004). 
 
According to the Figure 1, transient stability comes 
under the rotor angle stability.  Equation (1) describes 
the swing equation for a generating station. 

 

 em PPHdt
d

dt
d  2

0
2

2    (1) 
 

Where, ω is the angular speed of the machine, δ is the 
rotor angle of the machine, Pm is the mechanical input 
power to the machine, Pe is the electrical power output 
of the machine, H is the inertia constant of the machine 
in MWs / MVA, ω0 is the synchronous speed which is 
related to synchronous frequency (Vaahedi, 2014). 
 
The various components of the acceleration torque  
associated with the generator rotor are described in 
equation (2). Here, it is assumed that the damping is 
represented by damping torque which is proportional to 
the speed deviation of the machine. 
  geina DTTT    (2) 

 
  Where, Ta is the generator accelerating torque, Tin is the input torque, Te is the output torque, Dg is the 

damping coefficient of the generator and ∆ω is the speed 
deviation (Kundur, 1993). 

The electric power output of a machine considering 
the single-machine infinite bus system is described in 
equation (3). 

 sin.
1

'
inf
XX

VEPe     (3) 
 

Where, Pe is the electric power output of the machine, 
E is the internal voltage of the machine, δ is the phase 
angle induced by field voltage, Vinf is the infinite bus 
voltage, X´ is the internal reactance of the machine and 
X1 is the reactance of the transmission line (Vaahedi, 
2014). 
3 Simulator 
     A simplified model of a part of the 132 kV network  
in Telemark region, Norway (Adb, 2016) is simulated 
using a power analysis programme “Digisilent 
Powerfactory 2016”. The overview of the simplified 
local power network is shown in Figure 2.  
      The model consists of 49 buses. The voltage levels 
11 kV, 22 kV, 66 kV, 132 kV, 300 kV and 420 kV can 
be found in the model. There are 18 power generators in 
this model. All generators are implemented with salient 
pole rotors. Each and every station is equipped with an 
“IEEET1” automatic voltage regulator and a “HYGOV”  
speed governor. These two models which can be found 
in the software are used with standard coefficients. 
Buses are connected in the network using 23 
transmission lines and there are 24 power transformers 
included in this model. T-1_2 is an auto- transformer. 
External grid is acting as the local power reference point 
(slack bus).  
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Figure 2. Simplified power system simulator for a part of 132 kV Telemark regional power network, Norway. 
 
 
    First, a balanced, positive sequence AC load flow is 
executed using Newton-Raphson method allowing  
automatic adaption of step size. All the generating 
stations are set to their maximum power. Voltages at all 
the buses remain between 1 and 0.97 per unit (p.u.).  
     A balanced 3 phase short circuit is created using an 
additional transmission line. Therefore, there is no any 
structure change in pre-fault and post-fault network 
structures. Then the stability of the generators were 
checked by changing the fault location as shown in 
Figure 2.  The simulations were performed for six 
different fault-executing times as described in Table 1. 
4 Case definition 
The considered faults are three-phase symmetrical 
faults. Each fault scenario was selected for different 
radial circuits in the Figure 2 and the main 132 kV bus 
(B-0) was also selected. The manner of the voltage 
reduction in a fault location  impacts on generating units, 
which are distributed with considerable impedance, was 
considered when the cases were selected.  The selected 
cases are tabulated in Table 1. Each case is simulated for 
six different fault clearance times of 0.1, 0.2, 0.3, 0.4, 
0.5 and 0.6 seconds. 
 
 
 
 

Table 1. Simulated Cases; Refer to Figure 2. Case Fault  No Bus No Bus Voltage /[kV] 
1 F-0_1 B-0 132 
2 F-3_1 B-3_2 132 
3 F-4_1 B-4_7 132 
4 F-5_1 B-5_4 66 

5 Simulation Results and Discussion 
FRT performance for four different cases as 

described in Table 1 is provided in Figure 3. 
According to the results given in Figure 3, the 

available generation after a fault decreases with the 
increase in fault duration time for the cases 1, 2 and 4. 
This observation shows that the short circuit impacts to 
the generators increase when the  fault duration time is 
increased. Case 1 out of four cases is selected at the main 
132 kV bus (B-0) of the Figure 2, where the impact to 
the system stability is high. For the Case1, the voltage at 
the bus B-0 is reduced to a very low value (not 0, 
because of external fault to the bus) and according to the 
equation (3), power delivering ability decreases. 
Simultaneously, the electrical torque is reduced and 
acceleration torque is increased according to the 
equation (2). When the electrical power output suddenly 
get reduced, the delta angle of the machine is increased 
considerably as explained in equation (1). Case 1 
condition is the worst case condition for the system 

The colour of the maximum 
voltage level is applied to the 
transformers
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stability. Further, the cases 2, 3 and 4 show that more 
than 89 percent of the generating capacity stays in 
synchronism when the fault duration time is less than 
0.20 seconds. 

 

  
Figure 3. FRT performance of the generators for four 
different cases referred to Table 1, when a three-phase 
symmetric fault is executed. Generation capacity of the 
region is 418 MW. 
 
      Figure 4 shows the generator speed response of five 
generators, which are located in Figure 2 for the cases 1 
and 3. For both cases, speed of the generators get 
stabilized. Figure 5 shows that the voltage of the same 
generators get stabilized for cases 1 and 3.  

 Figure 4. Generator speed response in p.u. in the event 
of 0.15 s three-phase fault: upper plot for the Case 3 
and lower plot for the Case 1.  
  
With respect to frequency stability of the Norwegian 
power system, the total system should withstand any 
single fault included loss of the biggest operating unit, 
which is a nuclear unit connected to Nordic network 
producing 1400 MW. The maximum stationary 
frequency deviation should be kept within 0.5 Hz 
(Statnett, 2017). 
In a regional transmission system, the installed capacity 
is far less than 1400 MW and if the system remains 
interconnected during a fault as described above, the 
prospected system frequency deviation is negligible. 

Frequency stability of the separated system (Islanded 
mode) is not discussed here. 
 

 

 Figure 5. Generator voltage response in p.u. in the 
event of 0.15 s three-phase fault: upper plot for the 
Case 3 and lower plot for the Case 1.  
6 Conclusion  
       The simulation results show that the structure of the 
Nordic power system has positive effects to the system 
stability. About 80 percent of the 132 kV generating 
capacity of the model stayed in synchronism for the fault 
clearance time between 0.25 - 0.3 s. If the upper time 
limit is reduced to 0.25 s, it positively affects to the 
construction of generating stations mainly by reducing 
the inertia of generating stations. The results encourage 
to analyze the topic further.  
      According to the simulation results, a fault generally 
gives significant impacts to the nearby generating 
stations. As many of the hydropower stations in Norway 
are located in a distributed network, the improvements 
in relay systems would be a better solution for the upper 
limit of the  FRT requirement which is required by the 
Norwegian network code.  
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Abstract  
In 2013, Skagerak Kraft AS started a project to automate 

control of the floodgates in cooperation with the 

University College of Southeast Norway, Porsgrunn 

(USN). A prototype of a system was installed in June 

2014 using an MPC control algorithm due to the hard 

and soft concession constraints. However, the model of 

the system was found to give a poor description of 

severe floods during a major flood in September 2015. 

This article details some adjustments done to the 

original model of the system. The paper also describes 

the introduction of a database to handle information for 

the system, and some uses of such a database. 

The updated model shows improvement in flood-

handling but other parts of the system model need to be 

reviewed. The database was successfully integrated in 

testing, it is to be added to the live server at a later stage. 

Keywords: flood management, hydropower plant, 

MATLAB, MPC, SQL database, simulation. 

1 Introduction 

1.1 Background 

The Dalsfos hydro power plant is located at the outlet of 

Lake Toke in Telemark, Norway. The waterways 

leading to Lake Toke, the rivers and lakes downstream 

of it and down to the ocean are known as the Kragerø 

waterway. Dalsfos is the first of five hydro power plants 

downstream of Lake Toke. Dalsfos consists of a dam 

with intakes to three turbines, two floodgates, and the 

power station itself just below the dam. The dam at Lake 

Toke creates a magazine for Dalsfos and the other four 

hydro power plants downstream, making the four 

downstream plants in effect run-of-river plants that are 

dependent on flow from Dalsfos. The turbines are 

Francis turbines with a combined production capacity of 

just under 6 MW at a flow rate of 36m3/s through the 

turbines. The two floodgates are controlled individually 

from a control room on the dam. The gates have a 

capacity of 450m3/s each.  

Operating hydro power plants come with concession 

requirements from the Norwegian Water Resources and 

Energy Directorate (NVE). These concessions dictate 

the maximum and minimum water levels of Lake Toke, 
the minimum water flow downstream and the maximum 

change of water flow. 

1.2 Problem description 

The floodgates at Dalsfos are used to regulate the water 

level in Lake Toke during a flood. If the regulation is 

done successfully, it is possible to avoid property 

damage and risk of injury for people near Lake Toke and 

the Kragerø waterways. During a flood, water levels rise 

rapidly and if the floodgates are suddenly opened, the 

water will do extensive damage to the village 

downstream of the dam and the roads along the river. 

Any people close to, or on, the river at the time might 

also be in danger. During the flood in September 2015, 

the water inflow peaked at 700m3/s at hourly 

measurements. During this period, the roads 

downstream had to be closed and the operators had 

emptied the magazine for two weeks in advance to 

manage the inflow of water.  

This project is a part of automating the floodgates at 

Dalsfos. The long-term goal for Skagerak Kraft is to 

ensure that the TUC flood server is functioning in a 

satisfactory manner under operating conditions so that 

the output from the system can be relied upon. This 

requires storage of input- and output values, receiving 

correct outputs and being able to check how previous 

outputs compare to actual results. 

1.3 Previous work  

The development work for the prototype implemented 

in 2014, was done by faculty members with help from 

master students at USN, resulting in the Telemark 

University College (TUC) flood server. The system was 

implemented as an advisory system to the operators at 

the power plant, as a first step in an automation project. 

The TUC flood server is currently running at 

Skagerak Energi office in Porsgrunn. This system 

calculates the optimal floodgate opening for the Dalsfos 

hydro power plant based on inflow forecast and Model 

Predictive Control (MPC). How well an MPC controller 

performs is based on how accurate the model of the 

system is. The original model for Lake Toke was 

developed in Thoresen (2011). The model has been 

described and validated in Master theses at the 

University college of Southeast Norway (USN). During 

the flood in September 2015, it was discovered that the 

model for Lake Toke was insufficient for modeling such 

extreme conditions. 
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The MPC controller for TUC flood server was 

developed by faculty at current USN (Lie, 2014; Skeie, 

2014). The MPC algorithm was implemented in 

MATLAB (Shampine et al, 2003). , while the TUC 

Flood Control Converter (TFCC) is the part of the TUC 

flood server that handles communication between the 

MPC controller and Skagerak’s internal systems, 

including when to start the MPC controller. 

The original TUC flood server stored data in 

MATLAB matrices as *.mat files, making it difficult to 

access the data when trying to identify errors for 

troubleshooting the software. During the summer of 

2016, a Data Handler and a Flood management database 

was developed to replace the storage of data in *.mat 

files1.  

2 System overview 

Figure 1 shows the area around Lake Toke. The part 

marked in yellow is the catchment for Lake Toke, an 

area 1156 km2 wide. This is the area where rain- and 

snowfall (or lack thereof) will affect the water level in 

Lake Toke. 

 

Figure 1. Catchment for Lake Toke. From (Furenes, 2016), 

legend modified. 

Skagerak subscribes to a weather forecast service 

provided by Storm.no. The hydrologists at Skagerak 

analyze the catchment data to find a forecast for the 

water inflow to Lake Toke.  

The hydrological data is stored in an internal database 

called TRADE. A representation of how the TUC flood 

server interacts with the system at Skagerak is shown in 

Figure 2. From the TRADE database, the hydrological 

data is sent along with measurement data from the 

Dalsfos dam to the TUC flood server. In the TUC flood 

1 The Data Handler and the Flood management database 

were developed by A. Gjerseth for Skagerak Kraft AS. 

server, the input data is used to calculate a suggestion 

for the gate opening, and both the input and output data 

are stored in an internal database. The output data is sent 

to a measurement value comparison system, HIDACS. 

HIDACS will notify the dam operator via text message 

if any changes should be made to the floodgate opening. 

HIDACS is connected to sensors at the hydro power 

plant and sends these values to TRADE (Furenes, 2016).  

 

Figure 2. Network representation. From (Furenes, 2016), 

simplified. 

3 Model tuning 

3.1 System description 

Experience with the model of Lake Toke and the 

Dalsfos hydro power plant have shown there is a need 

for modifying/tuning the model. This section presents 

the work done on the model. First, a summary of the 

updated model is presented, followed by a description 

of which parts were updated and how. Finally, a 

comparison of the old and the new model are presented. 

In Figure 3, a description of the Lake Toke model 

and its parameters are presented. The model is divided 

into two parts. The larger part on the left represents the 

main part of the lake upstream of Merkebekk, and going 

all the way to Drangedal, etc. The smaller part on the 

right side of the sketch represents the Dalsfos magazine 

between Merkebekk and Dalsfos. The parameters 

presented in the sketch are as follows (beginning from 

the top of the sketch, left to right): 

• x is the height of the water level relative to sea 

level [m.a.s.l.] (xM - Merkebekk, xD - Dalsfos). 
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• h is the height [m] of the water level above the 

minimum height xLRV
min (h1 – Merkebekk, h2 - 

Dalsfos). 

• V̇i is the inflow of water from the catchment to 

the lake/magazine [m3/s]. 

• The β parameter determines the distribution of 

the catchment water inflow amongst the two 

parts. 

• xHRV
max is the maximum allowed water level 

[m.a.s.l.]. 

• V̇12 is the flow of water [m3/s] from Merkebekk 

to Dalsfos magazine. This value is assumed to 

depend on the height difference between 

Merkebekk and Dalsfos. 

• V̇g is the water flow through the floodgates at 

Dalsfos [m3/s]. This value is derived from 

measuring the floodgate opening [m] and the 

level at Dalsfos. 

• V̇t is the water flow through the turbines at 

Dalsfos [m3/s]. This value is derived from 

measuring the power production of the 

turbines, Ẇe [MWh]. 

• The α parameter determines the distribution of 

the surface area of each part, and thus the mass 

of water in each part.  

 

 

Figure 3. Sketch of Lake Toke (Lie, 2014). 

 

3.2 New model summary 

The updated model is presented below in Equations 1-9. 

The parameters, and their values, are given in Table 1. 

• h1 and h2 are the states of the model 

• hg is the control input (which can be varied at will) 

• Vi̇ is the predicted inflow of water given by the 

hydrology model (disturbance) 

• Ẇe is the planned power production (disturbance) 

• The outputs are: xM, xD, Vṫ and V̇g 

 

𝑑ℎ1

𝑑𝑡
=

1

(1 − 𝛼)𝐴(ℎ1)
[(1 − 𝛽)V̇i − 𝑉̇12] (1) 

𝑑ℎ2

𝑑𝑡
=

1

𝛼 𝐴(ℎ2)
(𝛽V̇i + 𝑉̇12 − 𝑉̇𝑡 − 𝑉̇𝑔) 

(2) 

 

Filling curve of Lake Toke: 

𝐴(ℎ) = 28 𝑥 106 ∙ 1.1 ∙ ℎ
1
10 (3) 

  

Inter-compartmental flow (volumetric flow within Lake 

Toke, from Merkebekk to Dalsfos): 

𝑉̇12 = 𝑘1 ∙  √ℎ1 − ℎ2
4  +  𝑘2 ∙  √ℎ1 − ℎ2 (4) 

 

Volumetric water flow through the floodgate: 

𝑉̇𝑔 = 𝐶𝑑 ∙  𝑤 ∙ min(ℎ𝑔, ℎ2) √2𝑔 ∙ 𝑚𝑎𝑥(ℎ2, 0) (5) 

The volumetric flow through the turbines is found by 

choosing the correct root of Equation 6 and inserting the 

answer into Equation 7: 

0 = 𝑐1𝑥𝑞
3 + (𝑐2 − 𝑐1𝑥𝐷)𝑥𝑞

2

+ (𝑐3  −  𝑐2𝑥𝐷 +  𝑐4𝑉̇𝑔)𝑥𝑞 

+ 𝑊̇𝑒 − 𝑐3𝑥𝐷 − 𝑐4𝑉̇𝑔𝑥𝐷 − 𝑐5 

(6) 

𝑉̇𝑡 = 𝑎
𝑊̇𝑒

𝑥𝐷 − 𝑥𝑞
+ 𝑏 (7) 

Water levels above sea level are given for Dalsfos: 

𝑥𝐷 = ℎ2 + 𝑥𝐿𝑅𝑉
𝑚𝑖𝑛 (8) 

and for Merkebekk as: 

𝑥𝑀 = ℎ1 + 𝑥𝐿𝑅𝑉
𝑚𝑖𝑛 (9) 

 

Table 1. Lake Toke new model parameters. 

Parameter Value Unit Comment 

α 0.01 - Fraction of surface area 

in compartment 

β 0.01 - Fraction of inflow to 

compartment 

Cd 0.7 - Discharge coefficient, 

Dalsfos flood gates 

𝑤1 11.6 m Width of Dalsfos gate 1 

𝑤2 11.0 m Width of Dalsfos gate 2 

𝑥𝐿𝑅𝑉
𝑚𝑖𝑛 55.75 m Minimal low regulated 

water level 

𝑥𝐻𝑅𝑉
𝑚𝑎𝑥 60.35 m Maximum high 

regulated water level 

g 9.81 m/s2 Acceleration of gravity 

k1 100 - Coefficient, Equation 4 

k2 1 - Coefficient, Equation 4 

c1 0.1315 - Coefficient, Equation 6 

c2 -9.524 - Coefficient, Equation 6 

c3 172.34 - Coefficient, Equation 6 

c4 -7.7e-3 - Coefficient, Equation 6 

c5 -87.35 - Coefficient, Equation 6 

a 124.69 - Coefficient, Equation 7 

b 3.161 - Coefficient, Equation 7 
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3.3 Historical data 

The data used for model fitting was provided by 

Skagerak Kraft AS. The data contains hourly 

measurements and their derived values, from the period 

01/01-2015 to 10/01-2017, totaling 17768 measurement 

points. The measurements for the water level in Lake 

Toke and the water inflow to the Dalsfos dam can be 

seen in Figure 4. The water inflow in the second part of 

Figure 4 is a derived value supplied by Skagerak Kraft 

AS, based on internal computations of measurement 

data. These measured values for water inflow are 

assumed to be more accurate than the water inflow 

prediction V̇i and used in evaluating the accuracy of the 

inflow predictions.  

When evaluating the data, one can see that the first 

4700 values seem to have some measurement errors. It 

does not make sense that the water level would be 

almost one meter higher at the point furthest 

downstream (points 1800-3300), thus creating a 

negative driving force from Merkebekk to Dalsfos. 

Then the sensor at Dalsfos seems to fail for an extended 

period, stuck at the same value. These assumptions can 

be further verified by looking at the water inflow in the 

lower half of the Figure 4. There is nothing to indicate 

the odd behavior that we see in the first 4700 data points. 

Based on these observations, the first 4800 

measurement points of data were excluded from further 

work. 

3.4 Gate flow parameter updating 

The original floodgate model (Equation 5) is the same 

as the updated one, but the discharge coefficient Cd was 

1.0 and is now updated to 0.7. This is simply an update 

based on information from Norwegian Water Resources 

and Energy Directorate (NVE) supplied by Skagerak 

Kraft AS (NVE, 2017). 

3.5 Inter-compartmental flow model 

reworking 

The inter-compartmental flow for this model is the 

amount of water flowing from measuring point 

Merkebekk to Dalsfos based on the water height 

difference between these two points. The original 

equation (shown in Equation 10) needed to be reworked 

based on historical data. 

𝑉̇12 = 𝐾12(ℎ1 − ℎ2)√ℎ1 − ℎ2 (10) 

Similar as to in the old model, it was assumed that the 

inter-compartmental volumetric flow rate is driven by 

the level difference between Merkebekk and Dalsfos. 

The available data was plotted as seen in Figure 5. In 

this description, it was assumed that the lower 

compartment (Dalsfos magazine) was at steady state so 

that the inter-compartmental flow rate equals the sum of 

the flow through the turbines and the floodgates. The 

height difference in water level values are from 

measurements made at the same time as the water flow. 

Amongst many possible model structures, the 

structure proposed in Eq. 4 was used and fitted to the 

experimental data. 

The “measured output” (in this case, the inter-

compartmental water flow) is described as seen in 

Equation 4. The polynomial coefficients k1 and k2 were 

found by using the Least Squares method (Van Loan, 

2000; Christensen and Christensen 2004).  

Equation 4 was restructured as seen in Equation 11 

where the right hand matrix is referred to as matrix Φ 

while the right hand parameter vector is referred to as 

Figure 4. Water level in Lake Toke, 2 measuring points and the difference between them and the measured water inflow 

to Lake Toke. 
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vector 𝜃 resulting in Equation 12. Here, 𝑦 and Φ are 

known, 𝜃 is the unknown. 

[

𝑦1

𝑦2

⋮
𝑦𝑁

] =

[
 
 
 
 √𝑥1

4
√𝑥1

√𝑥2
4

√𝑥2

⋮ ⋮

√𝑥𝑁
4

√𝑥𝑁]
 
 
 
 

∙  [
𝑘1

𝑘2
] (11) 

𝑦 =  Φ ∙  𝜃  (12) 

 
There is available a function in MATLAB called 

polyfit what will solve Equation 4, but there is no option 

to edit or weigh the factors. So this function cannot be 

used since we want the function to go through (0,0) in 

the plane. This is to ensure that when there is no level 

difference between the levels at Merkebekk and at 

Dalsfos, there is no flow of water between those 

locations either. To achieve this, we have to ensure that 

any constant term is equal to zero. Below is MATLAB 

code (Higham and Higham, 2005) used for finding the 

polynomial coefficients. 

 
x = levelMerkebekk - levelDalsfos; 

y = waterFlowTurbines + waterFlowGates; 

Phi = [x.^1/4 x.^1/2]; 

theta = Phi\y; 

 

This method of determining the polynomial 

coefficients was repeated with different orders of the 

polynomials in √𝑥
4

 within matrix Φ to have polynomials 

from first to fourth order, all the time with constant term 

forced to zero to ensure the models goes through the 

origin. Equation 13 shows the fourth order equation, a 

simplification of the fractions is shown in equation 14.  

To get the other orders of the polynomial: 

• Third order, k4 = 0 

• Second order, k3 and k4 = 0 (Eq. 4) 

• First order, k2, k3 and k4 = 0 

 

For compactness, the water level difference is defined 

as 𝑑ℎ = ℎ1 − ℎ2 here. 

 

𝑉̇12 = 𝑘1 ∙ √𝑑ℎ
4  +  𝑘2 ∙  √𝑑ℎ

24

 + 𝑘3 ∙  √𝑑ℎ
34

 

+ 𝑘4 ∙ √𝑑ℎ
44

   

 

(13) 

𝑉̇12 = 𝑘1 ∙ √𝑑ℎ
4  +  𝑘2 ∙  √𝑑ℎ  + 𝑘3 ∙  √𝑑ℎ

34

 

+ 𝑘4 ∙ 𝑑ℎ 

 

(14) 

The resulting models were plotted in Figure 6 against 

the measurement data to determine how well they fit the 

target data. In this figure, we see that the first order 

polynomial (green) falls outside of the data. The fourth 

order polynomial (orange) results in a parabola which is 

counter intuitive; the flow of water should be strictly 

increasing with the level difference. Finally, we see that 

the second and third order polynomials are nearly 

identical and give a decent fit to the data. Since the third 

order polynomial offers no extra information, the 

second order polynomial was chosen. 

3.6 ODE parameter tuning 

The 𝛼 and 𝛽 parameters in Equations 1 and 2 were 
originally set to 0.05 and 0.02. This was an experience-

based estimate done when the model was first 

Figure 5. Total water flow through Dalsfos Dam vs. level difference Merkebekk-Dalsfos. 
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developed. To estimate new values, the built-in 

MATLAB function lsqnonlin was used. ”lsqnonlin” is a 

nonlinear least-squares solver that solves nonlinear 

least-squares curve fitting problems (Mathworks, 2017).  

A MATLAB script was developed to tune the 𝛼- and 

𝛽 parameters. The historical measurement data provided 

by Skagerak was used as the target data. lsqnonlin was 

supplied with the updated model of Lake Toke and the 

option to vary the parameters. lsqnonlin tries out 

different values for the parameters, constantly trying to 

minimize the difference between the output of the model 

and the target data. 

Once suitable values for the 𝛼 and 𝛽 parameters were 

obtained, the tuning of parameters k1 and k2 (as 

described in section 3.5, Equations 11-13) was redone 

with the updated 𝛼 and 𝛽 parameters. The values for k1 

and k2 presented in Table 1 are those obtained from this 

second tuning. 

3.7 Model verification 

To test the model updates, a simulation (described in 

section 4.2) was run to compare new and the old model 

as seen in Figure 7. The data chosen was from early 

august 2015 and thirty days ahead into the beginning of 

Figure 6. Polynomial evaluation, different order of fitted function. 

Figure 7. Model verification simulation. 
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the large flood in September 2015. The blue lines show 

the water level in Dalsfos and the red lines show the 

water level in Merkebekk. The dotted lines are measured 

data while the solid lines are the simulated values. How 

the plot in Figure 7 was created is described in section 

4.2. The results of the plot are discussed in section 5.2. 

4 TUC Flood Server 

4.1 Server structure 

The TUC flood server consists of three subsystems: 

• Data Handler, a C# application 

• Flood management, an SQL database 

• MPC controller, a MATLAB application 

 

The Data Handler runs continuously, monitoring the 

input folder for new files and starts the MPC controller 

at chosen intervals. When the Data handler detects a new 

file, it reads the input values in the file and stores all the 

input values in the Flood management database. 

When the MPC controller is started, it queries the 

database for the newest input values and imports these. 

This data is used by the controller for simulating the 

system and calculating future gate openings. The output 

values are stored in both an output file and in the Flood 

management database. How the subsystems interact is 

shown in Figure 8. 

  

4.2 Simulating the model by fetching data 

from the database 

By using the model functions developed for the MPC 

controller and gathering data from the Flood 

management database, a simulator was developed. The 

main use of the simulator is for comparing the possible 

performance of the MPC algorithm compared to 

historical data.  

The user chooses a start date and for how many days 

the simulation should run. Assuming that the needed 

data is available, the Simulator will use the values to 

initiate the model. The model is supplied with the initial 

values of the levels at Merkebekk and Dalsfos, the 

current and future position of the floodgates and the 

current and future power production from the turbines. 

Under normal operations, the model would be supplied 

with predictions for the water inflow and a production 

plan for the turbines. Since historical data is available, 

the model is supplied with measurement data of the 

water inflow and of the turbine power production for the 

simulation period.  

The data stored in the database is structured around 

which (input- or output) file it belongs too and the data 

type. So when querying the database, it is possible 

retrieve one or several values from a given file or data 

type. MATLAB has a built-in toolbox named ODBC 

which has been used to handle communication between 

the MPC controller and the database. The MATLAB 

functions developed to integrate the MPC controller 

with the database were designed to be as general as 

possible. This was done to ensure that the functions 

could be re-used for simulations and for specific queries 

by the user. 

 

5 Discussion  

5.1 Inter-compartmental flow model 

assumptions and available data 

The model for the inter-compartmental flow (section 

3.5) is based on the assumption that the flow of water 

from Merkebekk to Dalsfos is the same as the computed 

flow through the floodgates and turbines at Dalsfos. 

There are some issues with this assumption that needs to 

be considered. 

First, it was observed in Figure 4 that some of the 

oldest measurement data was unreliable. It is possible 

that some of the more recent data also could be an error 

source.  

The data plotted in Figure 5 is quite scattered, making 

it difficult to find a function to fit the data. One possible 

Figure 8. TUC Flood server subsystems and interactions. 
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source of error is that there may be accumulation of 

water in the lower volume, i.e., in the dam in front of the 

flood gates – we have neglected this dynamics by 

assuming that the flow into this dam equals the flow out 

of the dam. Another source of error is that the models 

for computing flow through the turbines and flow 

through the floodgates may be inaccurate.   

Lastly, it is possible that during a flood, water “leaks” 

into the ground – at least if the flood comes after a dry 

period, and until the flooded area becomes saturated 

with water.  

To further improve on the inter-compartmental flow 

model, some advanced analysis methods and strategies 

would have to be explored. 

 

5.2 Model verification simulation 

In Figure 7, we can observe how the new and the old 

models perform in simulation when compared to 

historical data.  

The figure reflects some of the changes made to the 

model: 

• Both models handle the simulation for the first 

21 days well. This is as expected, as the old 

model functioned well under regular condition 

and there have not been made major changes in 

that regard.  

• The new model shows improvement over the 

old one once the flood starts to build up. There 

is still deviation from the measured data, but the 

general trend is followed. 

Some of the deviations in Figure 7 show up when the 

floodgates are opened, and it is thus reasonable to 

attribute them to inaccuracies of the floodgate model. 

On day 26-27, both models show a sudden jump of 

almost one meter of the level in Dalsfos in a very short 

period of time and then again an equally abrupt drop 

about one day later. These sudden jumps coincide with 

the sudden closing and opening of the flood gates.  

6 Conclusions 

The new model shows improvement compared to the old 

one; this improvement is particularly seen during floods, 

which is when the optimization of the floodgates 

actually is important. With the new database for 

handling information, the foundation is laid for further 

improving the model when more data becomes 

available.  

The model still has room for improvement, in 

particular the models for the inter-compartment flow 

and the floodgate flow should be examined further. 

Data storage and use has been made simpler now with 

the implementation of a database to store input- and 

output values. This inclusion has made troubleshooting 

and further work simpler.  

There remains some work in regards to the user 

interface of the Data Handler and error handling for the 

MPC controller. 

 

Future work: 

• Further tuning of model, with particular 

emphasis of floodgate models. 

• Improve efficiency of model.  

• Data Handler: Include UI to display status 

messages directly to the user. 

• MPC controller: Error- handling and reporting 

to the database should be implemented. 
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Abstract
In this paper, a detailed overview of hydropower system
components is given. Components of the system include
intake race, upstream and downstream surge tanks, pen-
stock, turbine and draft tube. A case study which includes
a Francis turbine, taken from the literature, was used. The
paper presents a case study hydropower system, with mod-
els implemented in Modelica. For simplicity, compress-
ibility of water and elasticity of pipe walls were neglected.
The main aims are to compare a turbine model based on
the Euler equations vs. a table look-up model, and illus-
trate how the surge tanks influence the transients of the
system.
Keywords: hydropower system, Modelica, mechanistic
model, table look-up model, Francis turbine

1 Introduction
A hydropower plant, including the waterway, energy
transformation block, and the distribution grid, constitutes
a complex dynamic system that we must control to op-
erate within constraints. A hydropower plant can be di-
vided into subsystems where several of these belong to the
same class, hence an object-oriented modeling language
will greatly simplify the process of setting up a model.

Mechanistic models based on physical principles are
useful in that they enable simulation of hypothetical sys-
tems. Empirical models, on the other hand, require fitting
to experimental data. Accurate mechanistic CFD mod-
els are too computationally intensive for transient analysis
and control design. Mechanistic models of turbines based
on the Euler equations are suitable for simulation of hy-
pothetical systems, but may have too constrained model
structure to allow for perfect representation. Dimension-
less models and hill chart models can be fitted to experi-
mental data, hence are considered empirical models. On
the other hand, it is possible to fit empirical models to
accurate CFD simulations instead of experimental data.
These empirical models typically consist of look-up ta-
bles for how turbine power efficiency varies with flow rate,
control input, etc.

In Section 2, the models of the various parts of the sys-
tem are presented. In Section 3, some simulation results
are given. Finally, some conclusions are drawn in Section
4.

2 Model development
Hydropower systems are diverse in terms of plant size,
generating unit, the water head and plant purposes (IEA,
2012). The common primary classification of hydropower
plants includes four functional classes: run-of-river plants,
reservoir (or storage), diversion system and pumped stor-
age plants. In this paper, the model of a hydropower sys-
tem is developed by neglecting compressibility of water
and elasticity of pipe walls. A reservoir hydropower sys-
tem, consisting of intake race, upstream and downstream
surge tanks, penstock, turbine and draft tube, is consid-
ered.

2.1 Reservoir
The reservoir is assumed as an open pond (Figure 1). The
water level difference from reservoir to tail water is a de-
termining factor for hydraulic effect of the entire system.
For model simplification the water level in the reservoir is
assumed as constant.

Figure 1. Schematic representation of the model for reservoir.

The mass and momentum balances for reservoir lead to:

dmres

dt
= ṁi,res− ṁe,res (1)

pres,2 = pa +ρgHres (2)

2.2 Intake race
The intake race is a part of the waterway between the wa-
ter intake and a surge tank, and ends with a sand trap (Fig-
ure 2). For model simplification, intake race, penstock and
discharge tube are assumed as filled pipes, which leads
to ṁ = const. Since the momentum flow is Ṁ = ρ

AV̇ 2,
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Figure 2. Schematic representation of the model for intake race.

an assumption of the water density constancy leads to
˙MIR,i = ˙MIR,e (Lie et al., 2016). Thus, the mass and mo-

mentum balances can be expressed as:

dmIR

dt
= 0 (3)

dMIR

dt
= FIR (4)

The forces acting on the inlet race are given as:

FIR = FIR,p +FIR,g−FIR,f (5)
FIR,p = pIR,1AIR− pIR,2AIR (6)

FIR,g = mIRg
HIR

LIR
(7)

(8)

For friction forces component the Darcy description of
friction is assumed:

FIR,f =
K′′′IRAIR,w fIR,D

4
AIR,w = πDIRLIR (9)

K′′′IR =
ρ

2A2
IR

V̇IR
∣∣V̇IR

∣∣ (10)

Darcy’s friction coefficient fIR,D can be given by the fol-
lowing explicit approximation of the implicit Colebrook
model (Lie et al., 2016):

1√
fIR,D

=−2lg
(

εIR

3,70DIR
+

5,74
NIR,Re

0,9

)
(11)

NRe,IR =
ρV̇IRDIR

µAIR
(12)

2.3 Manifold
The manifold connects the inlet race, the surge tank,
and the penstock. by assuming that there is negligible
mass (inertia) inside the manifold, steady state for both
mass and momentum balances can be assumed (Lie et al.,
2016). Since no mass is accumulated, the mass and mo-
mentum balances can be represented as:

dm∗
dt

= 0 (13)

dM ∗
dt

= 0 (14)

leading to:

V̇i = V̇P +V̇ST (15)
pIR,2 = pP,2 = pST,1 = p∗ (16)

2.4 Penstock
A penstock is a steep pipe which connects the inlet part of
a hydropower system (via the manifold) and a wicket gate
inlet to a turbine (Figure 3). The mass and momentum
balances for the penstock:

dmP

dt
= 0 (17)

dMP

dt
= FP (18)

The forces acting on the penstock are:

FP = FP,p +FP,g−FP,f (19)
FP,p = pP,1AP− pP,2AP (20)

FP,g = mPg
HP

LP
(21)

FP,f =
K′′′PAP,w fP,D

4
(22)

AP,w = πDPLP (23)

K′′′P =
ρ

2A2
P

V̇P
∣∣V̇P
∣∣ (24)

1√
fP,D

=−2lg
(

εP

3,70DP
+

5,74
NP,Re

0,9

)
(25)

NRe,P =
ρV̇PDP

µAP
(26)

2.5 Surge tank
While water flow is proceeding trough the waterway, it
can accelerate or decelerate causing pressure variations
with magnitude exceeding the nominal pressure in the
waterway, which, in its turn, leads to the load changes
causing the mass oscillations called "water hammer" ef-
fect (Kjoelle, 2001; Winkler et al., 2011). The surge tank
serves to reduce harmful effect of these oscillations (Fig-
ure 4). The surge tank design is an iterative process, where
the stability criterions (Thoma or Svee) are the determin-
ing factors (Brekke, 2001). Since the surge tank has vary-
ing mass, the mass and momentum balances can be repre-

Figure 3. Schematic representation of the model for penstock.

DOI: 10.3384/ecp17138368 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

369



Figure 4. Schematic representation of the model for surge tank.

sented as:

dmST

dt
= ṁST,i (27)

dMST

dt
= ṀST,i +FST (28)

MST =
ρ

AST
V 2

ST (29)

VST = πr2
ST`ST = π

(
D2

ST
4

)
`ST (30)

ṀST,i = ṁST,iυ = ρV̇STυ = ρV̇ST
V̇ST

AST
=

ρ

AST
V̇ 2

ST (31)

The forces acting in the surge tank:

FST = FST,p−FST,g−FP,f (32)
FST,p = pST,1AST− pST,2AST (33)

FST,g = mSTg
HST

LST
(34)

FST,f =
K′′′STAST,w fST,D

4
(35)

AST,w = πDST`ST (36)

K′′′ST =
ρ

2A2
ST

V̇ST
∣∣V̇ST

∣∣ (37)

1√
fST,D

=−2lg

(
εST

3,70DST
+

5,74

N0,9
ST,Re

)
(38)

NRe,ST =
ρV̇STDST

µAST
(39)

If the surge tank has a specific form where a cross sec-
tion is a function of the elevation (Nicolet, 2007; Nicolet
et al., 2007), the volume of the surge tank becomes a non-
linear function of the level.

2.6 Discharge race
The design of the outlet tunnel is similar to the intake race
tunnel (Figure 5). Additionally to assumptions considered

for the intake race, assume the transitional duct between
the turbine and the inlet to the discharge race is small, so
that it can be neglected.

dmDR

dt
= 0 (40)

dMDR

dt
= FDR (41)

The forces acting on the discharge race:

FDR = FDR,p +FDR,g−FDR,f (42)
FDR,p = pDR,1ADR− pDR,2ADR (43)

pDR,2 = pa +ρgHTW (44)

FDR,g = mDRg
HDR

LDR
(45)

FDR,f =
K′′′DRA,w fDR,D

4
(46)

ADR,w = πDDRLDR (47)

K′′′DR =
ρ

2A2
DR

V̇DR
∣∣V̇DR

∣∣ (48)

1√
fDR,D

=−2lg

(
εDR

3,70DDR
+

5,74

N0,9
DR,Re

)
(49)

NRe,DR =
ρV̇DRDRD

µARD
(50)

For the entire model, we assume that V̇DR = V̇P, since the
penstock and the discharge race belong to the same hy-
draulic string (Lie et al., 2016).

2.7 Francis turbine
Figure 6 illustrates absolute velocities, rotor reference ve-
locities and relative velocities in the Francis turbine. The
produced power can be given as:

Ẇs = ṁω

(
R1

V̇
A1

cotα1−ωR2
2−R2

V̇
A2

cotβ2

)
(51)

Ẇf t = k f t,1V̇ (cotγ1− cotβ1)
2 + k f t,2V̇ cot2α2 + k f t,3V̇ 2

(52)

The total work rate removed through the turbine:

Ẇt = Ẇs +Ẇf t +∆pVV̇ (53)

Figure 5. Schematic representation of the model for discharge
race.
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Figure 6. Key quantities in the Francis turbine model (the water
effluent comes out from the paper plan; blade angles β1,β2) (Lie
and Vytvytskyi, 2016).

Hence, the total pressure loss across the turbine can be
found as:

Ẇt = ∆ptV̇ (54)

Thus, the efficiency of the turbine can be defined as:

η = Ẇs/Ẇt (55)

3 Simulation results
The equation based modeling language Modelica supports
differential algebraic equations, and is a good choice for
modeling hydropower systems. OpenModelica is one of
several free simulation tools based on Modelica; Dymola
is an example of a commercial tool. Commercial hy-
dropower libraries are available for Dymola, but a simple,
free library is also under development at University Col-
lege of Southeast Norway.

A case study from (Valaamo, 2016), including a Fran-
cis turbine, was used for illustration. This paper presents
a case study hydropower system without surge tank, with
upstream surge tank (UST) and both upstream and down-
stream surge tank (DST), with models implemented in
Modelica (Vytvytskyi and Lie, 2016). The obtained re-
sults of turbine efficiency (Figure 7) were compared with
a table look-up model (Figure 10). To make this compari-
son turbine efficiency was plotted with respect to volumet-
ric flow rate (Figure 8). Pressure drop over the turbine for
mentioned study cases are shown on (Figure 9).

From (Figures 7, 10), we see that a turbine model
based on the Euler equations gives quite similar results
to a table look-up model.

To investigate the influence of the surge tanks on the
transients of the system, a ramp-up test (height=7%,
duration=1s) was performed. Since the developed model
is not suitable for analysis of cavitation, the water hammer
effect is in focus.

Figure 7. Turbine efficiency.

Figure 8. Volumetric flow rate.

Figure 9. Pressure drop over the turbine.

Figure 10. Turbine efficiency from look up table.

Figures 11, 12 show the dynamics of the inlet and outlet
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pressure of the turbine for systems with surge tank and
without. In the system with no surge tank, a significant
pressure drop occurs. For the system with surge tank, on
the other hand, the pressure oscillation is smooth (has less
amplitude and magnitude), hence, the components of the
system is less exposed to the harmful water hammer effect.

Figure 11. The turbine inlet pressure. Ramp-up test.

Figure 12. The turbine outlet pressure. Ramp-up test.

Figure 13 illustrates the dynamics of the outlet pressure
of the turbine for hydropower system with one and two
surge tanks to make a conclusion about feasibility of ad-
ditional installation of a downstream surge tank. In the
system with only upstream surge tank, the amplitude of
the pressure oscillation is higher than in the system with
additional downstream surge tank. Furthermore, the oscil-
lations are smoother in the second one.

4 Conclusions
In this paper, a detailed overview of hydropower system
components was given. A case study from the literature
including a Francis turbine was used. The paper presents a
case study hydropower system, with models implemented
in Modelica. In this paper, a mechanistic model of the tur-
bine based on the Euler equations was introduced, with di-
mensions computed using A-lab (McClimans et al., 2000).
The turbine model based on the Euler equations was com-
pared to a table look-up model. The influence of the surge
tanks on the transients of the system was illustrated. The

Figure 13. The turbine outlet pressure (cases with only up-
stream surge tank and both upstream and donwstream surge
tanks). Step-test.

developed model may not be suitable for analysis of cav-
itation, since neglecting compressibility and elasticity in
water/pipes filters out some pressure transients. The re-
search contributes in refining a case study for hydropower
systems, and in emphasizing the usefulness of mechanistic
turbine models.
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Appendix A. Parameters of the simulation
Reservoir

Initial height 48 m
Walls angle 20 deg
Bed width 100 m
Length 500 m
Friction factor 8e-4

Intake

Height 25 m
Length 2000 m
Diameter i&o 5 m

Penstock

Height 210 m
Length 450 m
Diameter i&o 4 m

Turbine

Diameter of the inlet pipe 1.73 m
Turbine blade inlet radius 2.02/2 m
Turbine blade outlet radius 1.5/2 m
Radius of the guide vane susp. circle 2.23/2 m
Width of turbine/blades inlet 0.259 m
Width of turbine/blades outlet 1.5/4 m
rv 0.9 m
rY 1 m
RY 2.5 m
Hydralic friction loss coefficient 1e5
β1 112 deg
β2 163.2 deg

Discharge

Height 5 m
Length 2000 m
Diameter i&o 4.5 m

Tail

Initial height 10 m
Bed width 100 m
Length 500 m
α 1145.9 deg
Friction factor 8e-4
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Abstract
Calculating the mechanical stresses in cable elements is
essential for analyzing the cable’s mechanical properties
and fatigue properties. This paper derives numerical cal-
culations of the stresses in helical cable elements for ca-
bles subject to bending- and twisting loads. The numerical
calculations are compared to analytical approximations
from the scientific literature. The former gives higher ac-
curacy, and discloses behaviors and coupling effects that
are not captured by the latter. These favorable properties
combined with easy implementation, no risk of conver-
gence issues, and very short CPU time, make the numeri-
cal calculations a very attractive alternative to the analyti-
cal approximations.
Keywords: Applied Numerical Analysis; Cross Section
Analysis; Differential Geometry; Power Umbilical; Sub-
sea Power Cable; Umbilical.

1 Introduction
Mechanical analyses of subsea power cables, umbilicals,
and power umbilicals establish the relationships between
the cables’ physical loads and the corresponding mechan-
ical stresses in the cable elements. The physical loads are
typically axial cable tension, cable bending curvature, ca-
ble twist, and hydrostatic pressure from the surrounding
seawater. Physical loads also include the internal pressure
inside umbilical tubes. Figure 1 shows an example of an
umbilical.

Figure 1. Umbilical with helical tubes, helical electric and fiber
optic signal cables, and helical armor wires.

The mechanical cable analyses give essential informa-

tion on how the cables will behave during manufacturing,
transportation, installation, and operation. Further, the
analyses conclude how large physical loads the cable can
withstand without the risk of being compromised. Also,
the results of these analyses are the basis for subsequent
analyses that study the interactions between the cables and
their surroundings, including the cables’ expected fatigue
lives.

Mechanical cable analyses date back to at least half a
century ago, with publications written in the 1960s and
1970s still being highly relevant today, such as Lutchan-
sky (1969) and Knapp (1979). Over the later decades the
field has matured through improved modeling and by in-
cluding new considerations in the analyses. Also, some
validations against physical testing have been performed,
but scientific publications on this topic are unfortunately
very sparse. Among the published papers on physical
testing are Maioli (2015), Tarnowski (2015), Ekeberg and
Dhaigude (2016), Dhaigude and Ekeberg (2016), Jordal
et al. (2017), and Komperød et al. (2017).

Like for most other fields of science and engineering,
the increased performance and reduced cost of computers
over the last decades have strongly influenced mechani-
cal cable analyses. Today, there are several software tools
specialized for mechanical analyses of cables and sim-
ilar structures, such as CableCAD, Helica, UFLEX2D,
and UFLEX3D. The author presented a comparison be-
tween UFLEX2D simulations and analytical calculations
in Komperød (2014).

Also general purpose finite element software tools, such
as Abaqus, ANSYS, and COMSOL, are used for an-
alyzing cables’ mechanical properties. Several papers
have been published on this topic, for example Tjahjanto
et al. (2017), which present interesting results on fatigue
stresses of helical power phases in a three-phases power
cable based on finite element simulations.

Although the field of mechanical cable analyses have
matured by the efforts of engineers and scientists over sev-
eral decades, it is constantly being challenged by the de-
sire of installing and operating cables in ever deeper wa-
ters, in lower temperatures, and in harsher weather con-
ditions. This calls for more accurate analyses, for more
thorough validation against physical testing, and for in-
clusion of new considerations in the analyses work, such
as cables’ sensitivity to the ambient temperature.

The present paper aims to give a contribution to the
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work of improving and extending mechanical cable analy-
ses. The paper derives numerical calculations of the cable
elements’ stresses and strains subject to cable bending and
twisting. Similar results have been presented in the scien-
tific literature using analytical calculations, see for exam-
ple Kebadze (2000), Sødahl et al. (2010), and Skeie et al.
(2012). As such analyses result in difficult mathemat-
ical problems, the analytical calculations are simplified,
typically through linearizations, until the simplified prob-
lem can be solved within reasonable efforts. However, as
shown by the author in Komperød (2017), these simplifi-
cations give less accurate results and abandon some inter-
esting information.

The work presented in this paper is a continuation of
the work presented by the author in Komperød (2017).
From the author’s point of view, mechanical cable analy-
ses based on numerical solutions of first principle models
is an attractive compromise between simplified analytical
solutions and complex finite element analyses using ad-
vanced software tools. The numerical solution is easy to
implement, gives high accuracy, and is efficient in terms
of CPU time. The author’s preliminary results also in-
dicate that the nature of the numerical calculations make
them suitable for parallel processing, which is necessary
for taking full advantage of modern computers.

The calculated element stresses will in future works be
used to establish the cable’s capacity (allowed combina-
tions of axial cable tension and cable bending curvature)
and its expected fatigue life. Also, the element stresses
and strains give the cable’s strain energy, from which the
cable’s axial stiffness, torsion stiffness, and bending stiff-
ness can be derived.

2 Nomenclature
Table 1 presents the nomenclature used in this paper. Sub-
script is a shorthand notation for discretization steps. For
example f−2 means f (x−2h), where the nominal value x
is understood from the context. The notation ‖ · ‖ means
the 2-norm, i.e. the length of a vector.

3 Assumptions and Simplifications
The mathematical derivation of this paper is subject to the
following assumptions and simplifications:

1. The cable is assumed to have constant bending cur-
vature and constant twist angle along its length.

2. Helical cable elements are assumed to follow a loxo-
dromic curve during cable bending. This means that
if the cable element initially follows a thin, helical
curve painted on the beneath cable sheath, the cable
element will cover the painted curve also after ca-
ble bending. Dhaigude and Ekeberg (2016), Ekeberg
and Dhaigude (2016), and Tjahjanto et al. (2017)
present results from physical tests and finite ele-
ment simulations which conclude that this assump-
tion holds.

Table 1. Nomenclature.

~b Binormal vector [-].
E E-modulus [Pa].
G Shear modulus [Pa].
h Discretization step [m].
L Pitch length [m].
l Cable length parameter [m].
~n Normal vector [-].
~p Vector from center of the element to the

point to calculate stresses [m].
pr Radial component of ~p [m].
ps Surface component of ~p [m].
R Pitch radius [m].
~r Parameterization vector of helical cable

element [m].
s Cable element length parameter [m].
~T Tangent vector [-].
~t Unit-length tangent vector [-].
~u Unit-length radial vector [-].
~v Unit-length surface vector [-].
α Pitch angle [rad].
β Helical cable element’s angular position

at l = 0 [rad].
γut , γvt , γψt Shear strain in helical cable element [-].
εtt Axial strain in helical cable element [-].
κ Cable bending curvature [m−1].
κh Helical cable element’s local curvature

[m−1].
~κh Helical cable element’s local curvature

vector [m−1].
κ r Radial component of ~κh [m−1].
∆κ r Difference in κ r relative to zero-load

[m−1].
κs Surface component of ~κh [m−1].
σtt Axial stress in helical cable element [Pa].
σvm von Mises stress in helical cable element

[Pa].
τut , τvt , τψt Shear stress in helical cable element

[Pa].
ϕ Cable twist [rad/m].
ϕh Helical cable element’s local torsion

[m−1].
∆ϕh Difference in ϕh relative to zero-load

[m−1].

3. The stress calculations assume the helical cable ele-
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ments to follow a linear stress vs. strain relationship.

4. Axial tension and compression in the cable elements
are not included in the calculations.

5. Friction / shear forces between cable elements is ne-
glected.

4 Parameterization of Helical Cable
Elements

The purpose of the present paper is to calculate the stresses
and strains of helical cable elements subject to cable bend-
ing and cable twisting. These calculations depend on the
elements’ local curvature and local torsion, which in turn
depend on a parameterization of the cable elements’ paths
in the three-dimensional space.

A parameterization is a function R → R3 which de-
scribes a curve in a three dimensional space in terms of a
scalar variable. Lutchansky (1969) presents a parameteri-
zation of a helical cable element in a bent cable under the
assumption that the element follows a loxodromic curve.
The author of the present paper provides a similar, but not
identical, parameterization in Komperød (2017). The lat-
ter parameterization has later been improved by including
cable twist. Also, the location of origin of the coordinate
system has been improved to give the parameterization
better numerical properties. The result is the following
parameterization, which will be used in the present paper:

~r(l) =[ x(l) , y(l) , z(l) ] , (1)

x(l) =
1
κ
(cos(κl)−1)

+R cos
((

2π

L
+ϕ

)
l +β

)
cos(κl),

y(l) =R sin
((

2π

L
+ϕ

)
l +β

)
,

z(l) =
[

1
κ
+R cos

((
2π

L
+ϕ

)
l +β

)]
sin(κl).

In Eq. 1, the scalar cable length parameter l expresses
the progress of the helical cable element in the three-
dimensional space. The angle β is the element’s orienta-
tion in the cable cross section at l = 0. The cable curvature
κ and the cable twist ϕ are the cable’s deformations due
to external loads. The pitch length L and the pitch radius
R express the helical cable element’s geometry relative to
the cable’s cross section center. The parameterization fol-
lows the common convention in the industry: Positive L
means right lay-angle of the helical cable element, while
negative L means left lay-angle. Usually, successive cable
layers have alternating left vs. right lay-angles. The pitch
radius R is always positive.

The angles of Eq. 1 have important practical interpreta-
tions: The angle ((2π/L+ϕ)l +β ) expresses the helical
element’s revolution around the cross section center. The
angle κl expresses the cable’s progress along a virtual cir-
cle with radius 1/κ . The center of the virtual circle is in
the point (−1/κ , 0 , 0 ).

The parameterization presented in Eq. 1 is not defined
for κ = 0, because κ occurs in the denominator. The prac-
tical interpretation of κ = 0 is that the cable is straight (not
bent). Taking the limit κ → 0 gives

lim
κ→0

~r(l) =
[

lim
κ→0

x(l) , lim
κ→0

y(l) , lim
κ→0

z(l)
]
, (2)

lim
κ→0

x(l) = lim
κ→0

1
κ
(cos(κl)−1)

+ lim
κ→0

R cos
((

2π

L
+ϕ

)
l +β

)
cos(κl)

=R cos
((

2π

L
+ϕ

)
l +β

)
,

lim
κ→0

y(l) =R sin
((

2π

L
+ϕ

)
l +β

)
,

lim
κ→0

z(l) = lim
κ→0

[
1
κ
+R cos

((
2π

L
+ϕ

)
l +β

)]
sin(κl)

= l.

Evaluating the limits in Eq. 2 results in two zero-over-
zero expressions, which can easily be evaluated through
MacLaurin series expansions of cos(κl) and sin(κl), or
by using L’Hopital’s rule.

The parameterization in Eq. 2 is the parameterization of
a helix. This result was expected, because a helical cable
element follows a helix curve when the cable is straight.
When doing analytical calculations based on the param-
eterization, the limit κ → 0 can be used. For numerical
calculations, however, κ = 0 must be considered a spe-
cial case, resulting in a parameterization with a piecewise
function, i.e.~r is defined by Eq. 2 for κ = 0, and by Eq. 1
otherwise. Whether very small, but non-zero, absolute
values of κ may result in numerical difficulties has not
been studied by the author and is beyond the scope of this
paper.

5 Calculating Curvature of Helical
Cable Element

This section establishes the relationship between the ex-
ternal cable loads in terms of cable bending curvature, κ ,
and cable twist, ϕ , and the helical cable element’s local
curvature vector, ~κh, where the superscript h means "heli-
cal element". This vector is essential for subsequent calcu-
lation of the element’s stress, which is the final goal of this
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paper. The derivation in this section is a brief modification
of the author’s derivation in Komperød (2017).

The tangent vector ~T of the parameterized curve ~r is
defined as

~T def
=

d~r
dl
, (3)

and the unit-length tangent vector~t is defined as

~t def
=

~T
‖~T‖

. (4)

The definition of curvature from the field of differential
geometry is

κ
h def
=

∥∥∥∥d~t
ds

∥∥∥∥ , (5)

where

ds def
= ‖d~r‖. (6)

However, for the subsequent calculations of the cable ele-
ment stresses, it is insufficient to know the curvature as a
scalar like it is defined in Eq. 5; also its direction must be
known. Hence, for the purpose of mechanical analyses, it
is more useful to define the curvature vector as

~κh def
=

d~t
ds

. (7)

Because~r is parameterized in terms of l, not s, it is conve-
nient to write the curvature vector as

~κh =
dl
ds

d~t
dl

(8)

=
1
‖~T‖

d~t
dl
,

where Eqs. 3 and 6 have been used.
A parameterization of the cable’s cross section center

can be obtained by setting R = 0 in Eqs. 1 and 2. In other
words; the cross section center is considered as a helical
cable element with zero pitch radius. Hence, a unit vector
~u pointing from the physical cable element towards the
cable’s cross section center can be expressed as

~u def
=

(
~r(l)|R=0

)
−~r(l)∥∥∥(~r(l)|R=0

)
−~r(l)

∥∥∥ . (9)

Taking the dot product between ~T and ~u shows that
these vectors are orthogonal. Because~t and ~T are parallel,
~t and~u are then orthonormal vectors. Hence, defining~v as

~v def
=~t×~u, (10)

gives that~t, ~u, and~v are an orthonormal set of local basis
vectors for R3.

As~t is a unit length vector, its derivative d~t/dl is nor-
mal to~t (please refer to Pressley (2012) p. 11 for proof).
Hence, the curvature vector can be expressed as a linear
combination of the two other basis vectors. That is

~κh = κ
r~u+κ

s~v, (11)

for some real scalars κ r and κs. Because ~u and ~v are or-
thonormal, κ r and κs are easily found by

κ
r =~κh •~u, (12)

κ
s =~κh •~v. (13)

Hence, the vector [0 , κ r , κs ] expresses the curvature vec-
tor ~κh in the local Cartesian coordinate system defined by
the basis vectors~t,~u, and~v.

6 Calculating Torsion of Helical Cable
Element

The curvature derived in the previous section expresses the
change in the direction of the tangent vector,~t, of the he-
lical cable element. The physical interpretation is that the
element bends locally. The present section considers tor-
sion, which expresses how the two other local basis vec-
tors, ~u and ~v, rotate in the plane normal to the tangent
vector ~t. This interprets into local twisting of the cable
element.

The terms "curvature" and "torsion" are used both in
the mathematical field of differential geometry and in me-
chanical cable analyses as in the present paper. Curvature
and torsion are defined almost similarly in these two fields,
but there is one important difference: Both fields define
curvature and torsion based on a local Cartesian coordi-
nate system in which the tangent vector~t is the first of the
three basis vectors. However, differential geometry de-
fines the two other basis vectors as

~n def
=

d~t
ds∥∥∥ d~t
ds

∥∥∥ , (14)

~b def
=~t×~n. (15)

Hence, the difference is that differential geometry defines
the second basis vector to be in the direction of the deriva-
tive of the tangent vector, while in cable analyses the sec-
ond basis vector is defined to point in the direction from
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the cable element towards the cable’s cross section center.
In both fields the third vector is the cross product of the
two other vectors.

When the cable is straight (not bent), the helical ca-
ble element has the parameterization of a helix. It can
be shown that in this case~n points from the cable element
towards the cable’s cross section center. Hence, ~n and ~u
coincide, which imply that also~b and~v coincide.

Differential geometry defines the torsion as

ϕ
h def
=−~n• d~b

ds
. (16)

In cable analyses the torsion is defined similarly as

ϕ
h def
=−~u• d~v

ds
. (17)

Again, Eqs. 16 and 17 give the same results if the cable is
straight, while the results may be very different when the
cable is bent. The definition of Eq. 17 will be used in this
paper.

Because~u and~v are orthogonal, i.e.~u •~v = 0, it follows
that

d
ds

(~u •~v) = d~u
ds
•~v+~u • d~v

ds
= 0, (18)

d~u
ds
•~v =−~u • d~v

ds
. (19)

Hence, the torsion of the helical cable element can alter-
natively be written as

ϕ
h =

d~u
ds
•~v. (20)

Similar as for the curvature, because~r is parameterized
in term of l, not s, it is convenient to write the torsion as

ϕ
h =

dl
ds

d~u
dl
•~v (21)

=
1
‖~T‖

d~u
dl
•~v.

7 Numerical Calculations
The two previous sections derive expressions for the cur-
vature and the torsion of a helical cable element. The
present section provides numerical calculations to evalu-
ate these expressions. The numerical results will be used
in the subsequent calculations of the element’s mechanical
stresses.

To numerically evaluate the derivatives, the finite differ-
ence method is used with a centered, second-order stencil.
That is, the derivatives are approximated by

d f
dx

=
f1− f−1

2h
+O(h2). (22)

In Komperød (2017), the author argued that forth order
accuracy is necessary to achieve sufficient accuracy. How-
ever, the present paper provides an improved parameteri-
zation of the helical cable element’s path, ~r. This allows
smaller discretization steps, h, which makes second order
accuracy sufficient.

For each value of l to evaluate the curvature and torsion,
the follow calculations are performed:

1. The parameterization vector~r is evaluated for l−2h,
l−h, l, l+h, and l+2h. That is,~r−2,~r−1,~r0,~r1, and
~r2 are calculated based on Eq. 1 and Eq. 2.

2. The tangent vector ~T is calculated for l− h, l, and
l +h using the definition of Eq. 3 and the numerical
differentiation of Eq. 22. I.e.

~Ti =
~ri+1−~ri−1

2h
, i ∈ {−1,0,1}. (23)

3. The length of the tangent vector,
∥∥∥~T∥∥∥, is calculated

for l−h, l, and l +h.

4. The unit length tangent vector is calculated for l−h,
l, and l +h using Eq. 4. That is,

~ti =
~Ti∥∥∥~Ti

∥∥∥ , i ∈ {−1,0,1}. (24)

5. The curvature vector is calculated at l using Eq. 8
in combination with the numerical differentiation of
Eq. 22, i.e.

~κh
0 =

~t1−~t−1

2h
1∥∥∥~T0

∥∥∥ . (25)

6. The vector~u is calculated for l−h, l, and l +h.

7. The vector~v is calculated for l using Eq. 10. That is,

~v0 =~t0×~u0. (26)

8. The curvature components κ r and κs are calculated
using Eqs. 12 and 13, i.e.

κ
r
0 =~κh

0 •~u0, (27)

κ
h
0 =~κh

0 •~v0. (28)
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9. The torsion are calculated using Eq. 21 and the nu-
merical differentiation of Eq. 22, which gives

ϕ
h
0 =

(~u1−~u−1)•~v0

2h
1∥∥∥~T0

∥∥∥ . (29)

8 The Zero-Load-Zero-Stress As-
sumption

A common assumption in mechanical cable analyses is to
assume that all cable elements have zero stress when the
cable is subject to no external loads. This means that resid-
ual stresses from the production process and other opera-
tions are neglected. Hence, the helical cable elements’
curvature and torsion when the cable is at rest are used as
zero-references for calculating the elements’ strains and
stresses.

When the cable is at rest, the radial component of the
helical cable elements’ curvature is

κ
r =

4π2R
4π2R2 +L2 . (30)

The surface component of the curvature, κs, is zero when
the cable is at rest. The torsion of the helical element is

ϕ
h =

2πL
4π2R2 +L2 . (31)

It simplifies the subsequent calculations to define
changes in curvature and torsion relative to the relaxed
values as

∆κ
r = κ

r− 4π2R
4π2R2 +L2 , (32)

∆ϕ
h = ϕ

h− 2πL
4π2R2 +L2 , (33)

where κ r and ϕh are the numerical values calculated in the
previous section. Because κs is zero when the cable is at
rest, there would be to no avail to introduce a correspond-
ing notation for this variable.

9 Analytical Approximations from the
Scientific Literature

The author is not familiar with other scientific publications
that calculate helical cable elements’ curvature and torsion
numerically, except for the author’s own paper Komperød
(2017). However, there are several publications on analyt-
ical approximations of these values. It is then of interest
to compare the analytical and numerical approaches. The
analytical approximations of Skeie et al. (2012) and Ke-
badze (2000) will be used for comparison in this paper.

Skeie et al. (2012) and Kebadze (2000) use the pitch
angle, α , instead of the pitch length, L. The pitch angle is
defined as

α = arctan
(

2πR
L

)
. (34)

The derivation of Skeie et al. (2012) results in these for-
mulas

∆κ
r =cos4(α)cos

(
2π

L
l +β

)
κ (35)

+2cos3(α)sin(α)ϕ,

κ
s =− cos(α)(1+ sin2(α))sin

(
2π

L
l +β

)
κ, (36)

∆ϕ
h =− cos3(α)sin(α)cos

(
2π

L
l +β

)
κ (37)

+ cos2(α)cos(2α)ϕ.

Kebadze (2000) provides these formulas

∆κ
r =cos(α)cos

(
2π

L
l +β

)
κ (38)

+2cos3(α)sin(α)ϕ,

κ
s =− sin

(
2π

L
l +β

)
κ, (39)

∆ϕ
h =− sin(α)cos

(
2π

L
l +β

)
κ (40)

+ cos2(α)sin4(α)ϕ.

Eqs. 35-40 are adapted to fit the notation and the orienta-
tion of the helical element used in this paper.

10 Example 1
This section compares the numerical calculations derived
in this paper with the formulas of Skeie et al. (2012) and
Kebadze (2000). The geometry of the helical cable ele-
ment used in the example is given in Table 2.

Table 2. Geometry of helical cable element used in Examples 1
and 2.

Property Value

Pitch length, L [m] 5.0
Pitch radius, R [m] 0.20
Initial angle, β [rad] 0.00

The analytical and numerical approaches will be com-
pared for the three load scenarios given in Table 3. Hence,
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the first scenario is twist only, the second scenario is cur-
vature only, while the third scenario is both curvature and
twist. Figures 2, 3, and 4 show the curvatures ∆κ r and κs,
and the twist ∆ϕh, plotted against the cable length param-
eter l for load scenarios #1, #2, and #3, respectively.

Table 3. Load scenarios used in Examples 1 and 2.

Scenario κ [m−1] ϕ [rad/m]

#1 0.00 3.49×10−2

#2 0.20 0.00×10−2

#3 0.20 3.49×10−2
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Figure 2. Curvatures ∆κ r (upper), κs (upper), and torsion ∆ϕh

(lower) for load scenario #1 given by Tables 2 and 3.

Figure 2 represents load scenario 1, which is the twist-
only case. The figure shows that twisting the cable adds
offsets to ∆κ r and ∆ϕh, while the graphs remains horizon-
tal, straight lines. The curvature κs does not change at all,
i.e. it remains at zero. These results are expected, because
after twisting the cable, the helical elements still have the
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Figure 3. Curvatures ∆κ r (upper), κs (upper), and torsion ∆ϕh

(lower) for load scenario #2 given by Tables 2 and 3.

shapes of helices, which are known to have constant κ r

and ϕh over the length l, and zero κs.
For load scenario #1 the numerical calculation derived

in this paper and the approximation of Skeie et al. (2012)
are similar to the extent that they can hardly be distin-
guished to the resolution of Figure 2. Kebadze (2000)
give the same result for κs as the two other approaches,
and also very similar result for ∆κ r. For ∆ϕh, Kebadze
(2000) gives very different results. This can also be seen
by comparing the second row of Eq. 37 and the second
row of Eq. 40. The latter has the factor sin4(α) which is
very small for realistic pitch angles. It is not known to the
author whether this is Kebadze’s actual result or whether
it is a typo in an otherwise excellent PhD thesis.

Load scenario #2, i.e. the curvature-only case, is shown
in Figure 3. While twist adds offsets to the graphs, cur-
vature induces sinusoidal-like oscillations around zero for
∆κ r, κs, and ∆ϕh. As seen from Eqs. 35-40, the formu-
las of Skeie et al. (2012) and Kebadze (2000) are perfect
sinusoidals, while Figure 3 shows that the numerical ap-
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Figure 4. Curvatures ∆κ r (upper), κs (upper), and torsion ∆ϕh

(lower) for load scenario #3 given by Tables 2 and 3.

proach produces graphs that differ somewhat from true si-
nusoidals.

The most distinct observation in Figure 3 is the differ-
ence in amplitude for ∆ϕh between the numerical calcu-
lation and the two analytical approximations. The former
gives an amplitude that is roughly twice as large as the lat-
ter two. To the author’s understanding, the difference is
caused by an oversimplification in the analytical approxi-
mations: Skeie et al. (2012) parameterize the helical cable
element in s, which is defined by Eq. 6, but simplify by
introducing an approximation equivalent to

s =
l

cos(α)
, (41)

which is exact only for κ = 0. In words this means that the
analytical approximation neglects that the element is elon-
gated in the cable’s outer arc of bending and compressed
in the inner arc. In the notation of the present paper this
corresponds to simplifying Eq. 4 to

~t = ~T cos(α). (42)

After doing the same simplification in the numerical cal-
culation, the result of load scenario #2 becomes as shown
in Figure 5. As seen from the figure, there is then quite
good agreement between the numerical calculation and
the analytical approximations. Hence, this comparison
supports that the difference in the lower subplot of Fig-
ure 3 is caused by the oversimplification in the analytical
approximations.
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Figure 5. Torsion ∆ϕh for load scenario #2 given after simpli-
fying Eq. 4 to Eq. 42.

Load scenario #3, which is shown in Figure 4, demon-
strates a coupling effect between the cable bending cur-
vature, κ , and the cable twist, ϕ , which is only captured
by the numerical calculation: When the cable is twisted,
the curvatures and the torsion are still periodic, but with
a period that is somewhat different from L, i.e. somewhat
different from 5.0 m in the figure. In other words; twisting
the cable increases or decreases the spatial frequency of
the curvature oscillations and the torsion oscillation. The
analytical approximations inherently fail to include this ef-
fect, because they are linearized in both κ and ϕ .

11 Calculating Mechanical Stresses
The previous sections derive numerical calculations of lo-
cal curvature and local torsion of helical cable elements,
and show that there are some differences between the
numerical calculations and the analytical approximations
presented by Skeie et al. (2012) and by Kebadze (2000).
The present section shows how to calculate the elements’
strains and stresses from the local curvature and the local
torsion. There is full agreement between the numerical
approach and the analytical approaches for how to calcu-
late the strains and the stresses, once the curvature and the
torsion have been established.
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The problem of interest is to calculate the axial strain,
εtt , the axial stress, σtt , the shear strains, γut and γvt , the
shear stresses, τut and τvt , and the von Mises stress, σvm,
at a specified point in the helical cable element’s cross sec-
tion. Let ~p be a vector from the helical cable element’s
cross section center to the specified point defined in the
local orthonormal basis~t, ~u, and ~v. Because~t is normal
to the element’s cross section plane, while ~p lies in this
plane, ~p has at most two nonzero components. Hence, ~p
is on the form

~p = [0 , pr , ps ] . (43)

The axial strain, εtt , is the negative dot product between
the curvature vector and the ~p vector where both are in
reference to the orthonormal basis~t,~u, and~v, i.e.

εtt =− [0 , ∆κ
r , κ

s ]• [0 , pr , ps ] (44)

=−∆κ
r pr−κ

s ps.

The axial stress, σtt , is the axial strain multiplied by the
E-modulus, which gives

σtt = Eεtt (45)

=−E (∆κ
r pr +κ

s ps) .

The shear strains are calculated as

γut =−∆ϕ
h ps, (46)

γvt = ∆ϕ
h pr. (47)

The corresponding shear stresses are then

τut = Gγut (48)

=−G∆ϕ
h ps,

τvt = Gγvt (49)

= G∆ϕ
h pr.

In mechanical cable analyses, it is often not necessary
to know γut and γvt as individual components. This leads
to an alternative approach: Replace the local Cartesian co-
ordinate system~t, ~u, and ~v with a cylindrical coordinate
system, where~t is the cylinder’s length direction, and ~u,
and ~v are replaced by polar coordinates. The shear stress
necessary for the analyses can then be expressed by

γψt = ∆ϕ
h
√

pr2 + ps2, (50)

where ψ is the argument of the polar coordinate system
and the square root expression is its magnitude. The stress
is then

τψt = Gγψt (51)

= G∆ϕ
h
√

pr2 + ps2.

The format of Eqs. 50 and 51 is suitable for calculating
the von Mises stress and the strain energy.

The axial stress and the shear stresses discussed in this
section gives the follwing expression for the von Mises
stress

σvm =
√

σtt 2 +3τψt 2, (52)

where σtt and τψt are given by Eqs. 45 and 51, respec-
tively.

12 Example 2
This example continues Example 1 by calculating stresses
as derived in the previous section for the geometry given in
Table 2 and the load scenarios given in Table 3. In addition
to these data, the helical element’s cross section geometry
and material properties must be given. Assume a 10 × 3
mm rectangular steel armor wire, where the stresses at the
corner in the first quadrant, i.e. along the positive ~u and
the positive ~v, are to be calculated. The ~p vector and the
material properties are as given in Table 4.

Table 4. The ~p vector and the material properties used in Exam-
ple 2.

Property Value

pr [m] 1.5×10−3

ps [m] 5.0×10−3

E-modulus, E [Pa] 2.0×1011

Shear modulus, G [Pa] 7.5×1010

Figure 6 shows the calculated stress for load scenarios
#1 (upper), #2 (middle), and #3 (lower). As expected from
Example 1, the axial stress and the shear stress are quite
similar to sinusoidals when the cable is bent, and straight
lines otherwise.

13 Further Work
The results presented in this paper are part of a larger work
to develop a framework for numerical analyses of cables’
and umbilicals’ mechanical properties and fatigue proper-
ties. The next step is to develop numerical calculations for
cables’ axial stiffness, torsion stiffness, and bending stiff-
ness. Developing the numerical analyses is part of Nexans
Norway’s continuous work on improving the accuracy of
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Figure 6. Numerical calculations of axial stress, σtt , shear
stress, τψt , and von Mises stress, σvm for load scenarios #1 (up-
per), #2 (middle), and #3 (lower).

the company’s analyses and physical testing, which is es-
sential for installing and operating cables and umbilicals
in ever deeper waters, lower temperatures, and harsher

weather conditions.

14 Conclusion
This paper derives numerical calculations of local curva-
ture, local torsion, axial stress, shear stress, and von Mises
stress for helical elements in cables and umbilicals subject
to bending loads and twisting loads.

The numerical calculations disclose behaviors that ana-
lytical approximations from the scientific literature fail to
identify. The numerical calculations also identified an er-
roneous approximation done by the analytical approaches,
which probably is caused by an oversimplification.

The numerical calculations are simple to implement and
do not depend on any iteration process that could cause
convergence issues. The calculations are also very fast
in terms of CPU time. From the author’s point of view,
the numerical approach is a very attractive alternative to
the analytical approximations, because it gives increased
accuracy and deeper insight without any significant disad-
vantages.
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Abstract
In drilling operations, non-Newtonian drilling fluid is
continuously circulated in a closed loop. One of the
ways to monitor and regulate drilling operations is by
accurately measuring the flow rate of circulating drilling
fluid before entering and after returning from the wellbore.
The circulating fluid flows in an open channel on the return
path from the wellbore. This work investigates the use of
Venturi constriction to estimate the non-Newtonian fluid
flow in an open channel. Based on the specific energy
principle, a relation between volumetric flow rate and
critical depth is developed, which is used to estimate the
flow rate based on the measured critical depth. To measure
a critical depth for a given flow rate, it is necessary to
locate a critical depth position in the Venturi flume. In this
study, the critical depth position is located using specific
energy diagram (at a minimum specific energy within the
Venturi constriction) and Froude Number approach (at a
Froude Number equals to 1). Based on the identified
critical depth, the flow conditions (subcritical, critical or
supercritical) along the Venturi flume are observed. The
location of the critical depth in the Venturi section is
found by performing experiments at 350 [kg/min] flow
rate of the fluid. Further, the developed critical depth flow
model is tested for randomly varying flow rates (250-500
[kg/min]) with the identified critical depth location. The
flow estimations of the model were within the acceptable
limit. However, it is found that the estimates for 350
[kg/min] are comparatively more accurate, which proves
that the critical depth and critical depth position depends
on the flow rate and rheological properties.
Keywords: open channel Venturi flume, non-Newtonian
flow, critical depth, ultrasonic scanning of open channel
flow

1 Introduction
Open channel flow is a flow of fluid in conduct with
a free surface. Examples of open channel flow are
rivers, irrigation ditches, canals, storm and sanitary sewer
systems, industrial waste applications, sewage treatment
plants, transportation of non-Newtonian slurries, etc. In
this work, a non-Newtonian drilling fluid flow in the open
channel is studied.

The drilling fluids used in the oil & gas industries are

non-Newtonian, which helps:

• to keep the bottom-hole pressure within a pressure
window of acceptable margins to prevent kicks and
their losses into down-hole environment,

• to lubricate the drill bit, and

• to remove swiftly the cuttings and debris from
down-hole due to their high viscous nature.

In drilling operations, the drilling fluid is continuously
pumped down to wellbore through the drill pipe and is
circulated through the annulus back to the surface where
the flow is conducted in an open channel.(Caenn et al.,
2011)

One way of maintaining the stability of bottom-hole
pressure is by monitoring and regulating the drilling fluid
flow rate. An early indication of wellbore instability can
be detected using delta flow method, which is based on
the difference between inflow and outflow measurements
of drilling fluid while circulating the fluid, (Maus et al.,
1979; Speers and Gehrig, 1987; Orban et al., 1987; Orban
and Zanker, 1988; Schafer et al., 1992; Lloyd et al., 1990).
Therefore, it is important to measure inflow and outflow
of drilling fluid accurately. It is convenient to measure
inflow accurately, as drilling fluids flowing in have known
rheological properties with negligible impurities. In
literature (Orban et al., 1987; Orban and Zanker, 1988;
Schafer et al., 1992), flow meters like conventional pump
stroke counter, rotatory pump speed counter, magnetic
flow meter, ultrasonic Doppler flow meter, and Coriolis
mass flow meter can be used to measure the inflow.
However, it is difficult to accurately measure the outflow
as the returning fluid contains rock cuttings, formation
gases, and formation liquids. In literature (Orban et al.,
1987; Orban and Zanker, 1988; Schafer et al., 1992), flow
meters like standard paddle meter, ultrasonic level meter,
a prototype rolling float meter, magnetic flow meter, and
Venturi flow meter can be used to measure the outflow.
In recent years, Rainer Haldenwang and his research
group has performed several open channel flow studies
in different cross-sectional shapes, (Burger et al., 2010,
2014; Kabwe et al., 2017). Our study focuses on the use
of Venturi flow meter in an open channel for drilling fluid
flow measurement.
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2 System Description
A flow loop is available at University College of Southeast
Norway (USN), Porsgrunn Campus for the study of
drilling fluid flow through an open channel Venturi flume.
The flow loop consist of a trapezoidal cross-sectional open
channel with Venturi constriction as shown in Figure 1 and
Figure 2. The flume can be inclined upto 2 degrees angle
to the horizontal. There are three adjustable ultrasonic
level sensors above the flume for flow depth measurements
at different section of the flume. Different model-drilling
fluids are available for testing purposes. For this study,
a water-based non-Newtonian shear thinning fluid with
a density of 1153 kg/m3 and viscosity of approximately
23 - 100 cP for corresponding shear rates of 500 - 1
s−1 is used. A centrifugal pump is used to circulate
model-drilling fluids in the flow loop through the open
channel.

Figure 1. An open channel with Venturi constriction and three
ultrasonic level sensors (LT-15, LT-17, and LT-18). (Chhantyal
et al., 2016)

Figure 2. Top and cross sectional view of open channel Venturi
flume with the position scale in centimetres. The Venturi
constriction is shown in three sections with positions p1-p2 as
converging section, positions p2-p3 as throat section, and p3-p4
as diverging section.

3 Methods
For a steady and incompressible fluid flow, the total energy
remains constant along the horizontal flow conduct. The
Bernoulli flow principle gives the energy equation of the
flow as,

P+ρgz+
ρv2

2
= constant (1)

where P is applied pressure, ρ is fluid density, g is
acceleration due to gravity, z is elevation, and v is average
fluid velocity.

Dividing Equation 1 by specific weight (γ = ρg) gives
specific energy equation as in Equation 2.

Es = h+ z+
v2

2g
(2)

where h is fluid depth.
If the bottom surface of the conduct is considered as the

datum, we can use z = 0 and Equation 2 becomes,

Es = h+
v2

2g
(3)

where Es is the specific energy of fluid and is dependent
on fluid depth and velocity of the fluid.

In open channel flow, the surface or profile of fluid flow
is studied using Hydraulic Grade Line (HGL) and Energy
Grade Line (EGL), which are defined by Equation 4 and
Equation 5 respectively.

HGL = h (4)

EGL = h+
v2

2g
(5)

Further using Q = v ·A, Equation 3 can be rewritten as,

Es = h+
(Q/A)2

2g
(6)

where Q is volumetric flow rate, and A is the
cross-sectional area. For a trapezoidal channel, the
cross-sectional area is A = h(b + hcotθ) where b is the
bottom width of the channel and θ is the slope angle of
the channel walls shown in Figure 2. Hence, the Equation
6 becomes,

Es = h+
Q2

2gh2(b+hcotθ)2 (7)

Using Equation 7, a specific energy diagram showing
the relation between specific energy (Es) vs. flow depth
(h) can be developed for a given flow rate. From
the specific energy diagram, different flow conditions
(subcritical, critical, or supercritical) can be identified. For
every value of given flow rate, there is a corresponding
associated critical depth, hc. Flow with a depth greater
than the critical depth is a subcritical flow and flow with a
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depth less than the critical depth is a supercritical flow. In
subcritical flow, the potential energy component is large
and in supercritical flow, the kinetic energy component
is large. Whereas, the critical depth is a position having
the minimum specific energy for the given flow rate in the
specific energy diagram. Hence, the critical depth can be
identified by equating the first derivative of Equation 7 to
zero.

dEs

dh
= 0, f or h = hc (8)

Using Equation 7 and Equation 8 with several
mathematical simplifications, the flow rate and the critical
depth relation can be obtained as in Equation 9,

Q =

[
gh3

c(b+hccotθ)3

b+2hccotθ

]1/2

(9)

In addition, Froude Number can be used to identify
the critical depth. The dimensionless Froude Number for
shallow fluid flow is given as the ratio of flow inertia to
the wave velocity as in Equation 10,

Fr =
v√

g(A/B)
(10)

where Fr is Froude Number and B is the free surface
width. For Fr<1 flow is subcritical flow, Fr>1 flow is
supercritical flow, and for Fr≈1 flow is critical flow.

For detail study on open channel flow energy principles,
refer to (Featherstone and Nalluri, 1982; Chaudhry, 2007).

4 Results
To study the flow profile and identify the critical depth,
the model-drilling fluid is circulated at five different flow
rates (Q = 275, 300, 350, 400, 450 [kg/min]) in 12 different
experimental set-ups. In each experimental set-up,
the three ultrasonic level measurements are uniquely
positioned along the Venturi-flume. As a result, 36
different flow depths are logged for each flow rate. These
flow depths are used to locate critical depth along the
Venturi constriction. Finally, the randomly varying flow
rates are estimated using the critical depth.

4.1 Flow Profile Study
To study the flow profile, 36 different flow depths at the
flow rate of 350 [kg/min] are fitted using an Artificial
Neural Network (ANN) based polynomial. Thus obtained
ANN based polynomial model for flow depth along the
Venturi flume is further used to plot Hydraulic Grade
Line (HGL) and Energy Grade Line (EGL) as shown in
Figure 3. The HGL shows the steady upstream depth
and is gradually reducing as the fluid flows through
the constriction. EGL represents the total energy head
available for the fluid at given flow rate. Within the
constriction, EGL has a convex shape with a minimum
specific energy, which represents the critical depth.

4.2 Specific Energy Diagram
Figure 4a shows a specific energy diagram within the
Venturi constriction for the flow rate of 350 [kg/min].
Locating the minimum specific energy in the specific
energy diagram, critical fluid depth is identified for the
given flow rate. Any flow with flow depth greater than
identified critical depth is subcritical flow and flow with
a depth less than the critical depth is supercritical flow as
shown in Figure 4a.

To identify the position of critical depth along the
Venturi throat section, specific energy vs. position is
plotted as shown in Figure 4b. The minimum specific
energy is obtained around 156 [cm] position, which lies
within the throat section of the Venturi constriction.

4.3 Froude Number Study
Froude Number is used to identify different flow
conditions and the position of critical depth as shown in
Figure 5. The flow is subcritical with Fr<1, critical with
Fr=1, and supercritical with Fr>1 as indicated in Figure 5.
Tracking the corresponding position for Fr=1, the critical
depth is around 156 [cm] position in the throat section of
the Venturi constriction.

4.4 Critical Depth Flow Model
The volumetric fluid flow can be estimated based on the
critical depth using the Equation 9. In the context of this
study, the flow rate is randomly varied and the critical
depth is measured at 156 [cm] position using an ultrasonic
level sensor. Figure 6 shows the comparison of estimates
of critical depth flow model against the randomly varying
mass flow rate setpoints. The original ultrasonic level
measurements are very noisy. So, the moving average
filter with last 10 samples is used to filter the noise to
some extent. Both of the flow estimates with and without
filtering are presented in Figure 6. The filtered estimates
seem to be less noisy compared to the unfiltered estimates.
However, the Mean Absolute Percentage Error (MAPE) is
slightly better for unfiltered estimates.

In Figure 6, it can be seen that the estimates are
comparatively much accurate for the flow rate of 350
[kg/min]. It is because the position of critical depth
measurement is chosen based on the critical depth position
of 350 [kg/min] flow rate. The critical depth and position
of critical depth are dependent on the flow rate and
rheological properties of the fluid.

Figure 7a shows the specific energy diagram of fluid
flow along the Venturi constriction at different flow rates.
It can be observed that with the increase in fluid flow
rate, the specific energy and critical depth of the fluid
increases. The primary reason for this is the increases
in fluid volume. The possible secondary reason is the
reduction in the viscosity of the fluid as flow rate increases
for the shear thinning model-drilling fluid.

Figure 7b shows the specific energy vs. position plot
in the throat section of Venturi constriction. It can
be observed that the minimum specific energy point is
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Figure 3. a) Experimental ultrasonic flow depth measurements with an Artificial Neural Network based polynomial fit. b) The
Hydraulic Grade Line and Engery Grade Line along the Venturi flume at the flow rate of 350 [kg/min]. The green dotted lines
indicate the different sections of Venturi constriction according to Figure 2.

(a) (b)

Figure 4. a) Specific energy diagram at the flow rate of 350 [kg/min] showing critical depth (at minimum specific energy point)
and different flow conditions. b) Specific energy vs. position diagram showing the exact critical depth position in the Venturi
constriction.

slightly shifting towards the end of the throat as the flow
rate increases, giving different critical depth position for
different flow rates. It is due to the momentum of the fluid
flowing through the Venturi constriction. The higher flow
rate fluid will flow faster within the fixed cross-section of
Venturi flume, providing extra momentum as the flow rate
increases.

5 Conclusion

In this work, one of the applications of open channel flow
in the field of drilling operations is investigated. In drilling
operations, non-Newtonian fluid is circulated in a closed
loop from the mud tank, into the bottom-hole and back to
the mud tank. The return flow is an open channel flow
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Figure 5. a) Experimental ultrasonic flow depth measurements with an Artificial Neural Network based polynomial fit. b) Froude
number along the Venturi constriction showing critical depth position and different flow conditions at the flow rate of 350 [kg/min].

Figure 6. The comparison of estimated flow rates using critical depth (with or without filter) against the randomly varying setpoints
based on Mean Absolute Percentage Error (MAPE).

and there is a need for accurate return flow for safe and
efficient drilling operations. The study investigates the use
of Venturi constriction in the return flow to estimate the
flow rates based on the critical depth measurements using
the test flow loop available at USN.

For the measurement of critical depths, specific energy
diagram and Froude Number approaches are used to locate
the critical depth position along the Venturi constriction.
Using specific energy diagram, critical depth and critical
depth position for a given flow rate are identified at
the location of minimum specific energy. Using Froude
Number, critical depth position is identified for the Fr
value equal to 1. In both approaches, different flow
conditions: subcritical flow, critical flow, and supercritical
flow along the Venturi flume are observed with respect to

the critical depth. Further, a critical depth flow model is
derived from specific energy equation, which can estimate
flow rate for measured critical depth.

The detailed study is performed for 350 [kg/min] flow
rate with the critical depth at 156 [cm] position in the
throat section of Venturi constriction. For randomly
varying flow rates, the estimates of critical depth flow
model with critical depth position at 156 [cm] are
compared with the setpoints. The comparison result
shows that the estimates are within the acceptable limits.
However, the estimates are more accurate for 350 [kg/min]
flow as the critical depth position for 350 [kg/min] is
chosen for critical depth measurement.

To investigate the effect of flow rates on critical depth,
specific diagram for different flow rates are studied.
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(a) (b)

Figure 7. a) Specific energy diagram at different flow rates. b) Specific energy vs. position diagram at different flow rates. The
asterisk signs with different colors indicate the point of minimum specific energy at different flow rates.

The study shows that as the flow rate increases the
specific energy increases, critical depth increases, and the
critical depth position shifts towards the end of the throat
section. The changes are due to the increase in fluid flow
momentum and change in rheological properties.

We foresee the future efforts in comparing and
investigating specific energy diagrams of different
model-drilling fluids at different flow rates to analyse the
relation between critical depth and rheological properties.

Acknowledgement
The Ministry of Education and Research of the Norwegian
Government is funding Khim Chhantyal’s Ph.D. studies at
USN. We acknowledge the collaboration with and support
from STATOIL for providing open channel Venturi rig
dedicated for flow studies of different Newtonian and
non-Newtonian fluids.

References
JH Burger, R Haldenwang, and NJ Alderman. Laminar and

turbulent flow of non-newtonian fluids in open channels
for different cross-sectional shapes. Journal of Hydraulic
Engineering, 141(4):04014084, 2014.

Johan Burger, Rainer Haldenwang, and Neil Alderman. Laminar
non-newtonian open channel flow: investigating velocity,
wall shear stress and fluid depth. BHR Group, 2010.

Ryen Caenn, Henry CH Darley, and George R Gray.
Composition and properties of drilling and completion
fluids. chapter 1, pages 7–16. Gulf professional
publishing,Waltham, USA, 2011.

M Hanif Chaudhry. Open-channel flow. Springer Science &
Business Media, 2007.

Khim Chhantyal, Håkon Viumdal, Saba Mylvaganam, and
Minh Hoang. Flow rate estimation using dynamic artificial
neural network with ultrasonic level measurements. In The

9th Eurosim congress on modelling and simulation, Oulu,
Finland. Eurosim, 2016.

RE Featherstone and Chandra Nalluri. Civil engineering
hydraulics: essential theory with worked examples. chapter 8,
pages 185–248. Collins, 1982.

Christine Kabwe, Rainer Haldenwang, Veruscha Fester, and Raj
Chhabra. Transitional flow of non-newtonian fluids in open
channels of different cross-sectional shapes. Journal of the
Brazilian Society of Mechanical Sciences and Engineering,
pages 1–19, 2017.

GM Lloyd, DJ Bode, HV Nickens, SG Varnado, et al. Practical
application of real-time expert system for automatic well
control. In SPE/IADC Drilling Conference. Society of
Petroleum Engineers, 1990.

LD Maus, JD Tannich, and WT Ilfrey. Instrumentation
requirements for kick detection in deep water.
Journal of Petroleum Technology, 31(08):1–029, 1979.
doi:doi.org/10.2118/7238-PA.

JJ Orban and KJ Zanker. Accurate flow-out measurements for
kick detection, actual response to controlled gas influxes.
In SPE/IADC Drilling Conference. Society of Petroleum
Engineers, 1988. doi:10.2118/17229-MS.

JJ Orban, KJ Zanner, and AE Orban. New flowmeters for kick
and loss detection during drilling. In SPE Annual Technical
Conference and Exhibition. Society of Petroleum Engineers,
1987. doi:10.2118/16665-MS.

DM Schafer, GE Loeppke, DA Glowka, DD Scott, and
EK Wright. An evaluation of flowmeters for the detection
of kicks and lost circulation during drilling. In SPE/IADC
Drilling Conference. Society of Petroleum Engineers, 1992.
doi:10.2118/23935-MS.

JM Speers and GF Gehrig. Delta flow: An accurate, reliable
system for detecting kicks and loss of circulation during
drilling. SPE Drilling Engineering, 2(04):359–363, 1987.
doi:10.2118/13496-PA.

DOI: 10.3384/ecp17138385 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

390

http://dx.doi.org/doi.org/10.2118/7238-PA
http://dx.doi.org/10.2118/17229-MS
http://dx.doi.org/10.2118/16665-MS
http://dx.doi.org/10.2118/23935-MS
http://dx.doi.org/10.2118/13496-PA


Structural Analysis of the Casings in Deep Geothermal Wells 
 

Gunnar Skúlason Kaldal1,2, Magnús Þ. Jónsson1, Halldór Pálsson1, Sigrún Nanna Karlsdóttir1 
 

1Faculty of Industrial Engineering, Mechanical Engineering and Computer Science, University of 
Iceland, Hjarðarhagi 2-6, 107 Reykjavík, Iceland 

2ÍSOR – Iceland GeoSurvey, Grensásvegi 9, 108 Reykjavík, Iceland 
 

 

Abstract 

With recent increasing interest in drilling deep geothermal wells in order to produce from higher 

enthalpy heat sources than before, the strength of the casing becomes one of the most limiting 

factors. Casing failures include collapse or partial collapse (bulges) and tensile ruptures if wells 

are allowed to cool down or are killed by pumping water into them. Structural impact of large 

temperature and pressure changes remains one of the challenges to be solved for utilization of 

deep geothermal wells. Thermal expansion of materials, degradation of structural properties at 

elevated temperatures, corrosion and cyclic loads are of particular concern as well as 

determining how many thermal cycles casings can go through before failure occurs. A nonlinear 

structural finite-element model of the cased section of high temperature geothermal well is 

presented and discussed here. The purpose of the model is to evaluate the structural integrity of 

casings when subjected to large temperature and pressure loads. The model can be used further 

to evaluate well designs and material selections for deep geothermal wells. 

Keywords: Casings, structural analysis, finite-element method, thermal loads, deep drilling 
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Introduction 

This paper provides an overview of 

structural modeling of casings in high 

temperature geothermal wells. Structural 

integrity of high temperature geothermal 

wells is important for utilization and safety 

concerns on the surface. During each 

drilling phase, steel casings are run in hole 

and cemented externally, until the last phase 

where the production section of the well is 

drilled. This is done to control wells during 

drilling, seal off unwanted feed-zones and 

the last casing, the production casing, acts 

as a pipe allowing the geothermal fluid 

(water and/or steam) to flow to the surface. 

In most cases, a perforated liner is placed in 

the production section to avoid formation 

collapse. Above the liner is the cased 

section of the well, which is a layered 

structure of multiple cemented casings. The 

structure is initially relatively cold, i.e. 

during drilling and cementing, compared to 

the hot conditions during production of 
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Figure 1. Concept diagram describing how plastic 

strain that forms in axial compression can result in 

axial tension during cooling. Adopted from a 

diagram by (Rahman & Chilingarian, 1995). 
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(two-phase or pure) steam. As cement sets 

and hardens after cementing jobs for each 

casing, its temperature distribution down 

the well provides initial conditions for 

subsequent thermal stresses that form as the 

well warms up. In high-temperature 

geothermal wells (T>200°C at 1000 m 

depth) stresses which generate due to 

thermal expansion driven by the 

temperature change between an initially 

cold well to a producing well, typically 

reach beyond the yield point of the 

commonly used casing material, API 

(American Petroleum Institute) grade K55. 

As stresses go past the yield strength, plastic 

permanent strains are produced in the 

casings. Depending on the magnitude of 

these plastic strains, some wells, specially 

the hotter ones, cannot be cooled down 

again without causing casing failure. In 

such cases, plastic strains that build up in 

axial compression (hot well) lead to axial 

tensile load when the casing cools down 

again. Figure 1 illustrates this phenomenon, 

where plastic strains created in compression 

lead to high tensile stresses when the casing 

cools down again. Casing failure of tensile 

rupture of the casing normally occurs in the 

casing near couplings (first thread groove) 

or in the threads themselves. In casing 

design, guidelines acknowledge that axial 

tension leads to reduced collapse resistance 

of casings. However, as standards are 

developed for the oil & gas industry where 

casings are anchored at the casing shoe with 

cement and not cemented over their full 

length as in geothermal wells, failures as a 

result axial compressive loads are assumed 

to be on the form of Euler buckling (or 

helical buckling) where the casing string 

buckles laterally. Casings in geothermal 

wells have no means to displace laterally 

due to the cement support, instead high 

compressive stresses and strains are formed 

which can as with tension reduce their 

collapse resistance. 

The Finite-Element Method (FEM) models 

shown in this paper have been created to 

evaluate stresses and strains in casings due 

to pressure and temperature changes in 

wells.  

Load history of casings 
Casings are cold-drawn seamless steel 

pipes. Thickness tolerance of such pipes is -

12.5% (API, 2005), meaning that for a 9 

5/8” 47 lb/ft casing that is specified with 

thickness of 12 mm, it may be 12 mm on 

one side and 10.5 mm on the other. Heat 

treatments are used to relieve residual 

stresses present in the material due to non-

uniform cooling during manufacturing. 

Residual stresses and non-circular geometry 

(ovality, eccentricity and wall thickness 

irregularity) can significantly lower the 

collapse resistance of casings. Material 

properties, i.e. yield strength and shape of 

the stress-strain curve, and residual stresses 

also affect collapse resistance (ISO/TR, 

2007). 

While casings are run-in-hole, the highest 

axial tensile stress occurs at the topmost 

coupling, which essentially holds up the 

whole casing string before it is cemented. 

Buoyancy and friction between the casing, 

centralizers and the wellbore lower the axial 

force on top.  

Thermal stresses form in casings as wells 

warm up, which magnitudes are controlled 

by the temperature difference ΔT at each 

location as well as the (time dependent) 

thermal gradient through the layered casing 

structure. The initial conditions are different 

between wells, and depend on formation 

temperature, feed zones that are closed off 

with cement, cooling from drilling and the 

time the well has been cooled. In many 

cases, depending on feed zones, drilling 

time, etc., wells heat up faster downhole as 

the formation temperature increases with 

depth. In cases where the cement sets at 

such temperature conditions, the highest ΔT 

(from cementing conditions to production) 

is uppermost in the well. This does however 

not mean that the highest compressive 

stresses form at the wellhead. At the surface 

there is freedom for displacement, both 

because of the design of the wellhead, if it 

includes an expansion spool, and due to less 
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restricted displacement as the surface can 

displace upwards. Wellheads are known to 

move upwards as wells warm-up, 

sometimes called wellhead growth. This is 

in some cases very evident during discharge 

initiation, where the temperature uppermost 

in the well changes quickly, whereas deeper 

in the well lower ΔT is seen. When drilling 

has been problematic and the wellbore has 

been cooled for a long period, ΔT can be 

similar at the wellhead and deeper in the 

well, as the cement sets before the well 

heats up. The positive side of higher setting 

temperatures is that less stresses form 

during production. The down side is that if 

cement sets at too high temperature, cooling 

due to further drilling can de-bond the 

casing from the cement as it contracts, 

creating a micro-annulus.  

As discussed in the introduction, 

compressive stresses form in the casing as 

the well warms up and plastic strains form 

in the most common material used, API 

grade K55. Using the next higher grade L80 

postpones the problem and plastic strains 

will occur as well. Using the specified 

minimum yield strength of K55 and L80, 

379 MPa and 552 MPa (API, 2005), onset 

of plastic strains is at around 150°C and 

200°C, for K55 and L80, respectively 

(using a thermal expansion coefficient of 

13μm/(m°C) and Young’s modulus of 205 

GPa). This however does not tell the whole 

story as stress-strain characteristics can 

influence collapse resistance. For a work 

hardening material such as K55 it has been 

shown that the API collapse equation 

applies only for small axial tensile stresses 

and that the measured collapse resistance is 

significantly higher than those predicted by 

the API equation (Maruyama, et al., 1990). 

They show that due to the work hardening 

characteristics of grade K55 casing, it may 

be superior to higher-grade casing for 

thermal well service where high residual 

axial tensile stresses may be present. 

Field study and FEM analysis 
In this study, wellhead displacement 

monitoring during discharge initiation is 

used to validate a FEM model of the cased 

section of a high-temperature geothermal 

well (Kaldal, et al., 2015). Figure 2 shows 

temperature and elevation measurement 

locations on the wellhead of well HE-46, 

located in Sleggjubeinsdalur near 

Hellisheiði power plant. 

 

 
Figure 2. Locations for temperature measurements 

during discharge initiation of well HE-46, located in 

Sleggjubeinsdalur near Hellisheiði power plant. 

Location [2] shows where elevation measurements 

were taken for the wellhead. 
 

The ANSYS Parametric Design Language 

(APDL) is used to construct the models. 

Included are temperature dependent 

material properties, including stress-strain 

curves for casing materials, for determining 

formation of plastic strain, and thermal 

expansion coefficients. Other material 

properties include; Young’s modulus, 

Poisson’s ratio, density, thermal 

conductivity, specific heat and compressive 

strength of cement. Kinematic hardening 

material model is used for the casings and 

the compressive strength of cement is 

included by using a bi-linear material 

model.  

Boundary conditions of the model are at the 

rock formation outer boundary and bottom 

where displacements are constrained. Initial 

conditions of the rock formation is the 
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estimated formation temperature and 

cementing temperature distribution for all 

casings, which need to be defined for each 

specific case. Transient thermal analyses 

include load steps such as cooling due to 

drilling, thermal recovery where wells heat-

up over a period of weeks to months, 

discharge initiation, discharge and well 

shut-in.  Initial conditions for the structural 

modeling are the formation overburden 

pressure and residual axial load in casings 

from casing run-in. Transient thermal 

results are then used as temperature load in 

the structural analysis, where 

displacements, stresses and strains (elastic 

and permanent plastic strain) are analyzed. 

Results 

Wellhead displacement 
Wellhead measurements, i.e. temperature, 

pressure and elevation changes during 

discharge initiation were taken for several 

wells including the case studied here, well 

HE-46.  

Temperature changes, shown in Figure 3, 

are similar for two separate discharges, 

conducted in years 2011 and 2013. 

Wellhead pressure, measured for the 2011 

discharge, is initially 37.5 bar-g and after 

discharge initiation (at 13:16 o’clock on 

graph), it lowers and stabilizes at 18 bar-g. 

In 2013 the wellhead pressure was initially 

48 bar and after discharge initiation it 

stabilized at 16 bar-g. 

 
Figure 3. Temperature during discharge initiation of 

well HE-46, measurement locations are shown in 

Figure 2 (Kaldal, et al., 2012) (Kaldal, et al., 2015). 

 

 
Figure 4. Wellhead pressure changes during 

discharge initiation (well opened at time 13:16). 

Campbell data (taken at 1 min intervals) shows 

initial pressure of 37.5 bar-g. Note that lowering in 

pressure in Campell data before discharge is due to 

closing of control valve and both pressure gauges are 

behind it  (Kaldal, et al., 2012) (Kaldal, et al., 

2015). 

 

 

 

 
Figure 5. Measured displacement of the wellhead of 

two separate discharges of well HE-46 in years 2011 

and 2013 (Kaldal, et al., 2012) (Kaldal, et al., 

2015). 

 

Measured wellhead displacements for the 

two separate discharges, shown in Figure 5, 

differ by 15 mm after 2 h of discharge. In 

2013, wellhead displacement measured 37 

mm and in 2011, it was 22 mm, in both 

cases after 2 h of discharge. 

  

0

5

10

15

20

25

30

35

40

13:05 13:09 13:13 13:16 13:20 13:24 13:27 13:31 13:35 13:39

P
re

ss
u
re

 [
b
a
r-

g
]

Time (hh:mm)

Campbell data (OR) Pressure gage

0

5

10

15

20

25

30

35

40

45

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0

D
is

p
la

c
e
m

e
n

t 
(m

m
)

Time (hours)

HE-46 (2013) HE-46 (2011)

DOI: 10.3384/ecp17138391 Proceedings of the 58th SIMS 
September 25th - 27th, Reykjavik, Iceland

394



FEM results 
During installation while casings are run in 

hole, wells are kept full of water or mud and 

the casing is filled with water. Depending 

on the situation, a buoyancy force and 

friction counteracts the casing’s self weight. 

The largest tensile forces should occur at the 

top of the casing that hangs in the well. A 

buttress-threaded connection (BTC) is 

modeled. Assuming no buoyancy or 

friction, i.e. casing hanging in air, stresses 

forms in the threads of the connections as is 

shown in Figure 6.  

 

 
Figure 6. Von Mises stress (Pa) of buttress threaded 

connection (BTC) during installation assuming 700 

m (top) and 5000 m (bottom) casing hanging from 

the connection in free in air. For API K55 grade 

casings the minimum yield strength is 379 MPa 

(API, 2005). 
 

Two cases are taken, conventional 700 m 

casing and extreme 5000 m casing. 

assuming 9 5/8” 47 lb/ft casing. In the 

former, the stresses are below yield of any 

API casing grade, but for the latter, stresses 

above yield occur in the area of the casing 

where the first threads are located. This 

implies a risk zone of casing failure due to 

axial tension. 

After drilling, and warm-up, wells are flow 

tested. A simulation of flow test of well 

HE-46 results in wellhead displacement of 

30 mm after 2 hours of discharge, whereas 

the measured value was at 36 mm (Figure 

7). The modeled wellhead displacement, 

shown in Figure 8, shows that the 

production casing slides slightly inside the 

wellhead due to thermal expansion.  

 

 
Figure 7. Measured displacement during discharge 

(2013 data) and modeled displacement in green 

(Kaldal, et al., 2015). 

 

 
Figure 8. Modeled wellhead displacement due to 

thermal expansion of casings, also shown in Figure 

7 (Kaldal, et al., 2015). 
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Figure 9. Modeling of casings during discharge 

shows high compressive stresses forming near 

couplings, which anchor the casing in the cement 

(Kaldal, et al., 2015). 

 

Deeper in the well, where the casings are 

more constrained than at the surface, 

discharge initiation results in compressive 

stresses forming due to thermal expansion 

as the well heats up. Figure 9 shows 

compressive stresses in the production 

casing near a simplified connection, 

illustrating how the casing is anchored at the 

couplings in the cement. In this case, the 

treads are not modeled and therefore lower 

stresses are seen in the coupling. 

Modeling shows high stresses forming in 

the cement at these anchoring locations as 

the production expands. Figure 10 shows 

modeling of stresses near the uppermost 

coupling of the production casing as it 

displaces upwards. Stresses above the 

compressive strength (27 MPa) of the 

cement occurs at the top of the coupling. 

After the compressive strength is reached, 

the cement deforms according to its defined 

bi-linear material curve, explaining higher 

stresses. 

 

Figure 10. As wells heat up, high stresses develop in cement near the couplings that anchor the thermally 

expanding production casing in the cement (casings and simplified coupling shown in dark gray and 

external concrete shown in gray). 
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Modeling of casing collapse due to annular 

pressure, i.e. due to expansion of water in 

cement/annulus during discharge, shows 

that cement support has vital effect on the 

casing’s collapse form (Figure 11). Casings 

without cement support collapse 

completely, but with the support the 

collapse is less severe. A small defect is 

included on the external surface of the 

casing for introducing instability to the 

model to allow buckling. Figure 12 shows 

that the collapse resistance of the un-

cemented casing is much less than that of 

the cemented casing. 

 

 
Figure 11. Collapse form of casing with and without 

external cement structural support (Kaldal, et al., 

2013). 

 
Figure 12. Modeled collapse of casings shows 

increased collapse resistance with cement structural 

support (Kaldal, et al., 2013). 
 

 

 

 

Discussion 
Measurements of wellhead displacement 

during discharge initiation was used to 

validate results from a FEM model of the 

cased section of a high-temperature 

geothermal well.  Although temperature 

monitoring of well HE-46 showed similar 

values, two separate discharges (two years 

apart) show different outcome in wellhead 

displacement. The cause of this unclear, but 

many factors could influence the 

displacement, e.g. T and P wellbore 

conditions can be different although 

wellhead conditions are similar, constraints 

of the wellhead might be different as two 

years are between measurements, the 

wellhead might be less constrained in the 

latter case due to cement cracking near the 

top.  

In FEM analysis of threaded 

casing/coupling connection, the highest 

stresses occur in the area of the casing 

where the first threads are located. Casing 

failures of tensile ruptures have been seen at 

this location in wells that were quenched by 

pumping cold water into them. In another 

case, in well IDDP-1 in Iceland, where 

premium connections were used, the 

threads of the casing were swept off due to 

high shear force in the threads. 

The models show that the casings are 

anchored at the couplings that stand out into 

the cement. Therefore, higher stresses are 

seen in the cement nearby couplings. 

According to the FEM results, collapse 

resistance of casings increases when cement 

is present in the annulus, and the collapse 

form is less severe than for non-cemented 

casings, that completely collapse together. 

Conclusions 
Nonlinear FEM structural modeling of 

casings in high-temperature geothermal 

wells was presented. As most wells 

experience temperature change that leads to 

thermal stresses above the yield strength of 

casing materials commonly used, API 

grades K55, L80 and T95, plasticity needs 

to be considered. This is addressed by 
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defining nonlinear material stress-strain 

curves, and using multilinear kinematic 

hardening material model. Modeling such 

as this requires knowledge about the 

structure, its initial conditions and loads in 

the form of temperature and pressure 

changes. Load history is therefore 

important, to fully understand the 

structure’s response to loads. For drilling 

deeper wells to challenging pressures and 

temperatures and assuring a lasting well, the 

structural design needs to be carefully 

considered to include all aspects of the 

design. Including material challenges of 

strength reduction at elevated temperatures, 

thermal expansion, corrosion and 

embrittlement, wellhead pressure class. 

Modeling such as shown here provides an 

excellent tool for evaluating stresses and 

strains for future well designs. 
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Abstract 
The design process of prosthetic feet largely depends on 
an iterative process of prototyping and user testing. As 
resources for reliable and repeatable user testing are 
limited, modeling and simulated testing of the design is 
a positive addition to this process to support further 
design development between prototyping. 

The key goal of prosthetic foot design is to mimic the 
function of the lost limb. A passive spring and damper 
system can imitate the behavior of an ankle for low level 
activity, e.g. walking at slow to normal speeds and 
relatively gentle ascents/descents. In light of this, a 
variety of constant stiffness prosthetic feet are available 
on the market that serve their users well. However, when 
walking at a faster pace and ascending/descending 
stairs, the function of the physiological ankle is more 
complex and the muscular activity contributes to the 
stride in different ways.  

One of the challenges in prosthetic device design is 
to achieve the appropriate range of stiffness of the 
arrangement of joints and spring elements for different 
tasks, as well as varying loading of the prosthetic device. 
This calls for an adaptive mechanism that mimics the 
stiffness characteristics of a physiological foot by 
applying real-time adaptive control that changes the 
stiffness reactively according to user’s needs. The goal 
of this paper is to define the stiffness characteristics of 
such a device through modeling.  

A finite element model was made for a well-received 
prosthetic foot design. The model was then validated by 
mechanical measurements of the actual product. We 
further enhanced the model to include a secondary 
spring/dampener element to provide added flexibility 
and damping of the ankle joint movement. Reactive 
control of the secondary element allows the simulated 
prosthetic foot to adapt the ankle joint to imitate the 
behavior of the physiological ankle during different 
activities and in different phases of the gait cycle. 

1 Introduction 

The goal of all prosthetic design is to mimic as closely 
as possible the actual physiological look, function and 
feel of the replaced body part. A real foot and ankle joint 

is a complex system of muscles, sinews and ligaments, 
whose functionality is challenging to replicate. Many 
current prosthetic feet are mechanical designs with fixed 
spring and dampening characteristics, optimized for 
rather slow gait on a level surface (Hansen, 2004). 
However, such devices are not optimal for many 
everyday tasks, such as ascending and descending stairs, 
walking on uneven terrain and running. Higher ankle 
joint stiffness is required when walking rapidly or 
running, while a softer spring provides more comfort 
when walking slowly and places less strain on the 
residual limb. Changing prosthetics or making frequent 
manual adjustments is cumbersome. Adaptive 
prosthetics that suit a range of activities provide a better 
quality of life for the user. The human ankle and limb 
adapts dynamically to the terrain and variations in pace 
(Jin, 2016; Hunter, 2010). This calls for feet that have 
real-time variable stiffness.  

Research on human legs and gait have produced 
many different designs of prosthetic feet. They can be 
divided into three main categories: conventional feet, 
energy storing feet and motor powered feet. A 
conventional foot is a solid ankle cushioning heel, which 
does not follow a normal gait pattern. Energy storing 
feet, such as, Vari-Flex® and Pro-Flex® are made of a 
layered carbon-fiber composite that extends from the 
amputees’ residual limb and aims to provide natural 
progression through the stages of normal gait. The 
stiffness of the foot, and its response to load, may be 
controlled via the thickness profile of the foot, as well 
as its shape. Additionally, a spring may be introduced to 
the structure to provide further shock absorption. In the 
third category are powered active prosthetic ankles, 
such as bionic ankle-foot prosthesis (Herr, 2012; Au, S., 
2008) and the Proprio® foot. The Proprio foot is an 
adaptive prosthetic device for low to moderately active 
below-knee amputees that mimics natural foot motion. 
Quasi-passive feet (Williams, 2009; Jin, 2016; Li, 2006) 
are a further evolution in prosthetics design, whose goal 
is to adapt more closely to the users’ needs. 

Determining the optimal characteristics of a 
prosthetic foot in the design phase is still a process of 
trial and error and relies highly on the prosthetic users’ 
feedback during real life tests. Our approach is to use 
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mechanical testing and finite element (FE) analysis to 
optimize the stiffness characteristics of a prosthetic foot. 
The Pro-Flex® prosthetic foot by Össur, Iceland was 
selected for the analysis as it is a popular example of a 
passive prosthetic design. The mechanical 
characteristics were determined using a dynamic test 
machine, according to ISO 16955. The standardized 
testing can be viewed as a step between simulations and 
real life user tests that provides consistent results and a 
less complex way of understanding and improving the 
characteristics of prosthetic feet. A model was 
constructed in the commercial finite element software 
ANSYS, whose purpose is to serve as a framework for 
experimenting with different material behavior, as well 
as additional elements, to improve the characteristics of 
the prosthetic design. Both static and dynamic 
simulations were carried out. The simulation results 
were validated by comparison with the measured 
mechanical characteristics. The modeled results were 
found to accurately match the experimental ones, in 
terms of deformation of the carbon fiber spring blades, 
as well as the resulting anterior and posterior forces and 
ankle moments. The finite element (FE) model was used 
to explore several variations of the foot design, 
including varying spring stiffness and dampener 
elements. The end goal is to use this model to 
experiment with actively controlled elements that adapt 
dynamically to the users’ needs. 

2 The Subject Prosthetic Foot 

The Pro-Flex®, Cat. 5, size 27 was selected as a 
prosthetic foot model for this study; see Figure 1.  One 
of the features of the design is a mechanical pivot within 
the composite springs, allowing for a defined ankle 
rotation. A mechanical link element is located posterior, 
connecting the midfoot spring with the pyramid adapter 
that is attached to the user’s leg.  

To change the stiffness characteristics of this foot the 
mechanical link seems as an ideal part as it influences 
both the rotation around the pivot and interacts with the 
mid blade spring.  
 

 

Figure 1: Schematic of the prosthetic foot model used for 
all tests (Pro-Flex® Össur). 

3 Methodology 

Subject based data is highly variable and the prosthetic 
user continuously adapts its motion profile. The 
approach for this study is to use a combination of 
mechanical testing and finite element analysis as 
described schematically in Figure 2. Mechanical testing 
of an actual prosthetic is first carried out. A simulation 
model is constructed and the prosthetics characteristics 
as obtained by testing, used to parametrize and validate 
the model. After completion of this first validation, the 
foot model is modified by introducing non-linear 
materials, e.g. spring and damper, to a specific section 
of the prosthesis to allow for an altered foot 
performance. The optimized models will later on be 
transferred into physical prototypes and finally fit to 
prosthetic users. 

 

 

Figure 2: The methodologic approach for validating the 
simulation model of a prosthetic foot. 

 
The basic foot model is setup by investigating the 

isolated stiffness characteristics of the carbon fiber 
spring blades for heel and toe by an internal 
standardized test procedure (basic stiffness). ISO 10328 
a simplified dynamic endurance test is used as a first 
validation. In addition, ISO 16955 is used to simulate 
more realistic a complete heel to toe roll-over of the 
foot. 

Current works investigate the links between actual 
user experience and these standardized tests. Hence, if 
the simulation model closely matches the mechanical 
testing, we can conclude that the model is capable of 
accurately describing the actual prosthetic users’ 
experience. 

4 Mechanical Testing 

Stiffness evaluation of the foot sample was performed 
with a uniaxial tension and compression test machine 
(M350-10CT, Testomatic, UK) with linear 
displacement and constant speed of 300 mm/min. The 
foot sample is rigidly connected to the machine and set 
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under 15° angle for the heel and 15° respectively for the 
toe test. With 36 mm of set displacement, a resulting 
vertical force of 610 +/-35 N was measured for the toe. 
Respectively, a 12 mm set displacement resulted in 923 
+/-45 N for the heel spring, measured throughout 40 
samples. The variation between samples is due to 
variations in the carbon fiber blade production. 

The mechanical testing of the prosthetic foot took 
place with two approaches. ISO 10328 is used for 
endurance testing and has a simplified setup with a 
prosthetic foot connected rigidly to the machine frame. 
Two pistons are compressing heel and toe with a defined 
phase shift and applying the dynamic load at a defined 
angle (-15 ° heel and +20 ° toe), see Figure 3. 

Although ISO 10328 is valid for strength testing, 
deformation and motion data cannot be linked to 
prosthetic user experience due to the limited rigid setup. 

 

 

Figure 3: Schematic of the static loading according to 
ISO 10328. 
 

Therefore, a second test was carried out with a 
modified test machine (Shore Western, USA) to 
evaluate the characteristics of the prosthetic foot under 
dynamic loading conditions, including swing phase 
according to ISO 16955; see Figure 4.  

 

 

Figure 4: Schematic of the dynamic loading according to 
ISO 16955. 

For this study, the focus is on the heel-to-toe roll-over 
test, applying a dynamic force of 824 N maximum, 
synchronized to a rotational motion ranging from -20 ° 
to + 40 ° angle during 0.6 s of stance phase; see Figure 

5. The foot suspension is achieved by a ball joint with 
low spring force (14 N) to reset the foot during swing 
phase. Hence, the foot is capable of rolling and 
deforming freely under the set load profile.  

Several sensors capture the forces, the resulting 
torque and the displacement within the prosthetic leg. 
The horizontal rotational tilt table is in constant 
displacement control, as well as the linear piston 
pushing on the prosthetic foot. The force is adjusted by 
a PI-loop controller with the force profile as feedback 
signal; see Figure 5.  

 

 

Figure 5: Input data (vertical force vs. the rotation of the 
tilt table) for the test machine. 

5 Finite Element Model 

A 3D FE model was built and simulated in Ansys WB; 
see Figure 6. In the FE model, the carbon blades are 
modeled as flexible surface bodies and assigned a layer 
element designating the buildup of the carbon layers; 
thickness, layer angle and material of the different layers 
in the section. Each part is also assigned an orientation 
element to designate the orientation of the carbon layers. 
The material properties used for modeling the carbon 
fiber blades are a combination of values provided by the 
supplier of the pre-preg carbon fibers and measurements 
made on carbon fiber plates prepared in a production 
line.  

All other parts of the foot are simplified to four rigid 
bodies in the model, that is, main body (Pyramid 
adapter), mechanical link and two blade clamps. These 
are made of aluminum alloy and steel and are considered 
stiff enough to neglect deformation. The three joints 
between the rigidly modeled bodies have a rotational 
degree of freedom about an axis, at each connection of 
the mechanical link and at the pivot connection of the 
top blade to the main body. The connection between the 
three flexible surface bodies and connection of the 
clamps to the top and middle blade are modeled with 
contact elements in the area of the bolted clamping. 
These contact areas are the most sensitive attribute of 
the model where contact stiffness affects the 
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deformation of the flexible blades and therefore the 
overall quasi stiffness of the modelled foot. 

 

 

Figure 6: 3D view of the FE model of the Pro-Flex in 
ISO16955 test simulation, showing equivalent stresses in 
flexible parts. 

The force reaction in the mechanical link goes from 
compression to tension, transitioning from heel-strike to 
toe-off. The maximum tension in the mechanical link is 
roughly three times the ground reaction force at 
maximum force on the fore-foot. Hence, effects of 
changes to the function of the link will influence the gait 
more after mid-stance than at heel-strike. 

This originally rigid link allows for a superimposed 
spring and damping characteristics altering the 

rotational stiffness of the foot during roll-over. The 
modelling of the test procedure is aimed at investigating 
the effects of changed function in this connection to 
approach a more desirable overall effect in the response 
of the foot. 

Initial validation of the FE model was done by 
simulating the ISO 10328 test on the foot assembly. 
Force values were acquired from remote displacement 
boundary condition on a rigid plate at the appropriate 
angle on both toe and heel of the foot model. The 
resulting quasi stiffness on toe and heel then compared 
to measured values from the mechanical testing. Free 
frictional sliding contact was defined between elements 
on the sole blade and the rigidly defined plate to ensure 
correct rollover on the sole blade for the ramped 
displacement. 

Furthermore, simulation was done to validate the 
model against the ISO 16955 test procedure. The tilt 
table and linear shift geometry was modeled as rigid 
bodies and a transient structural analysis performed with 
test machine input data as boundary conditions for the 
simulation; see Figure 7. For this simulation, the contact 
between tilt table and sole blade is defined as fully 
rough, with no slippage allowed. Values from the 
simulation are compared to test machine output data, 
that is, the vertical displacement of the ball joint, the 
force reaction and the moment at knee level. 

 

Figure 7: Transient simulation of the ISO 16955 test procedure for a 600 ms loop. a) Showing full model at early heel-
strike, at 10 ms. b) Mid heel strike at max. vertical force, 150 ms. c) Mid-stance, at 300 ms. d) Right after heel-off, at 450 
ms. e) Before Toe-off at 575 ms. 
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6 Model Validation 

The machine test according to ISO 16955 and 
simulation showed comparable results during a full roll-
over of the prosthetic sample, as shown in Figure 8. For 
the initial set parameters of the load vs. rotation profile, 
an accuracy of better than +/- 1 % of the maximum force 
value of 824 N was achieved at the given stance phase 
time of 600 ms. 

The resulting moment, measured at 500 mm above 
the tilt table, which represents the position of the knee 
joint, see figure 4, showed similar characteristic curves. 
The transition of the foot from the deformed heel to toe 
occurred at the same angle, which shows similar motion 
of the overall foot. A slight deviation of the resulting 
moment, especially after -15° to -2°, was found. 

The quasi stiffness calculated by the vertical force 
divided by the vertical displacement showed high 
correlation until late stance (26° to 40°) where the foot 
only rests on the very toe-end of the bottom blade. Peak 
values for both knee moment and stiffness ranged within 
+/-2% of the peak value. 

The overall correlation between measurements and 
simulation are within required parameters for a valid 
comparison and valuation of shifts in the curves as the 
function of the mechanical link is changed. 

7 Design Enhancements 

The basic foot model as described above, was extended, 
allowing experimentation with the effects of modifying 
design elements. This work focuses on substituting a 
spring and dampener element for the rigid mechanical 
link shown in figure_1. Our hypothesis is that a 
translational link allows for a greater range of motion 
that can give increased comfort for the amputee. The 
results of the modeling of the enhanced design are 
shown in Figure 9. Initial parameters for spring stiffness 
and dampening for the translational joint are chosen as 
a moderate change for controlled adjustment steps 
towards a modified function i.e. a relatively high spring 
constant and low damping coefficient. (k = 200 kN/m, c 
= 10 kN s/m). 

The input vertical force vs. plate angle profile for 
both the simulation and the test machine remains 
constant. Therefore, it can be assumed that all following 
data such as knee moment and quasi-stiffness is 
comparable to the initial comparison test. The sagittal 
moment at the knee transitions later from heel to toe. 
Resulting peak moment at late stance can be reduced by 
15 %. The quasi stiffness curve shows similar 
characteristics with a reduced peak stiffness at heel 
strike of 8 % and a softer late stance. This can be 
explained by the higher range of motion in the pivot 
within the prosthetic foot model and a deflection of the 
spring and damper system the foot motion is altered. The 

foot performs in late stance softer compared to the foot 
with a rigid link. 

Comparing all data shows that the modified 
prosthetic foot does not evenly change its stiffness as it 
would by using softer carbon fiber spring blades. The 
spring-damper system in combination with the carbon 
fiber springs alters the overall transition and mechanical 
behavior of the foot which is well received during stair 
ambulation, when walking over slopes or at slow 
walking speeds. 

 

Figure 8: Results for the original Pro-Flex®. 
Measurements of the 16955-test machine in comparison 

a) 

b) 

c) 
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to the simulation a) vertical force vs. rotation angle or the 
plate b) knee moment c) quasi stiffness. 

 
This alteration is less favorable for higher activity 

levels, e.g. walking at higher pace and running. The 
function needed in the link is to allow the flexibility at 
slower speeds but reduce it at higher speed. 

 

Figure 9: Comparison between measurements of the 
16955-test machine and the simulation of a modified 
model a) vertical force vs. rotation angle or the plate b) 
knee moment c) quasi stiffness 

 
Beside the overall good correlation of the results with 

the presented approach, minor offset and differences can 

be explained by the absence of the effects of a cosmetic 
foot cover within the simulation. The foot cover 
provides a softer heel strike with a smooth transition 
towards midstance. At late stance, the foot cover 
elongates the foot by transitioning the load from the 
carbon fiber bottom blade to the elastic toes. All these 
effects can directly be examined in the comparison 
figures. 

Apart from this the foot is under minimal unwanted 
sliding conditions, during the machine test, especially 
when the load is removed of the sample during late 
stance. Throughout this, each sensor, actuator and data 
acquisition of the machine causes a potential error that 
is by calibration assured to be below 1 % of the full 
signal, nevertheless a range of uncertainty remains. 
Altogether, this clearly points out that the simulated 
approach shows equivalent results and by this is highly 
suitable for further improvements of the prosthetic foot 
design and too evaluate the stiffness characteristics. 

8 Conclusions 

The study has shown that the standardized test 
procedure can be simulated and modifications to the 
model show anticipated shifts in function. Further work 
is aimed at modeling the desired shift in function of the 
mechanical link for different displacement rates and 
design of a functional link. 

Ongoing research has to prove the links between 
these mechanical characteristics and different groups or 
the individual amputees. Nevertheless, the FE 
simulation model showed high correlation with the 
machine test results. Some differences can be explained 
by the use of a cosmetic cover within the machine test 
to allow for a defined friction. The FE model seems 
highly capable to optimize the application of new non-
linear function in the foot. Comparison and 
interpretation of simulation results against standardized 
test machines is more practical than to traditional gait 
data. Further studies have to connect prototypes to the 
user experience and close the methodological 
development loop. 
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