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Preface 
The 61st SIMS conference on Simulation and Modelling (SIMS 2020) was organized as a virtual conference. 
Originally, this conference was planned to be the first SIMS EUROSIM conference and organized in Oulu, 
Finland. The COVID-19 pandemic presented tremendous challenges for the global research community and 
for the entire world. The organizers were first postponing the deadlines and keeping the plan of organizing 
the conference in person. Since the pandemic was continuing strongly, the plans were changed: the SIMS 
2020 was decided to organize as a virtual conference in September 2020 and the first SIMS EUROSIM 
conference in September 2021. 

The Scandinavian Simulation Society consists of members from five Nordic countries: Denmark, Finland, 
Norway, Sweden, and Iceland. The goal of SIMS is to further develop the science and practice of modelling 
and simulation in all application areas and to be a forum for information interchange between professionals 
and non-professionals in the Nordic countries. SIMS is a member society of The Federation of European 
Simulation Societies (EUROSIM) was set up in 1989. The purpose of EUROSIM is to provide a European 
forum for regional and national simulation societies to promote the advancement of modelling and 
simulation in industry, research and development. EUROSIM consists of 17 European Simulation Societies. 
The Scandinavian simulation society (SIMS) had Board and Annual Meetings during the conference.  
The conference program consisted of four keynote presentations, a SIMS history review, 70 regular 
presentations and a panel discussion. The proceedings include 68 full papers. The keynotes and the history 
review are included as abstracts. The call for papers resulted in 81 submissions prepared by 181 authors from 
eleven countries. The reviews of all submissions were done by four chairs, eleven IPC members and 37 
international reviewers. Full papers were selected on the grounds of academic merit and relevance to the 
conference theme. Each submission had 2-4 reviews and the acceptance rate was 84% for the full papers 
published in the proceedings. 

The SIMS 61 conference covered broad aspects of simulation, modeling and optimization in engineering 
applications, including many papers on energy, industry, circular economy, automation and methodologies. 
Energy papers focus on buildings, district heating, hydro power and heat production. Industry includes 
papers on steel industry, material processing, granulation, oil and gas industry and transportation. Chircular 
economy related papers study anaerobic digestion, pyrolysis, condensation and microbial electrosynthesis. 
The part of CO2 capture  and use include CO2 injection, heat exchangers in CO2 capture and CO2 
absorption. Automation related papers focus on monitoring and control. Digital twins are studied in 
industrial processes, fault detection and ERP and MES. Fluid dynamic part include CFD and CPFD models, 
computational studies of fluidized beds, a gasification reactor and subcooled boiling heat transfer. Statistical 
and intelligent methodologies papers use the Bayesian approach, partial least squares, intelligent 
methodologies and agent-based simulations.  

Panel discussions were organised on future challenges and possibilities for simulation. The discussion 
focused on five areas: simulation, energy systems, big data, environment and simulation toolboxes. The 
virtual conference did not include technical tours. Industrial and environmental applications, development of 
modelling and simulation tools and strong support for PhD students continue for stimulating process 
development model-based automation. 

We would like to express our sincere thanks to the keynote speakers, authors, session chairs, members of the 
program committee and additional reviewers who made this conference such an outstanding success. Finally, 
we hope that you will find the proceedings to be a valuable resource in your professional, research, and 
educational activities whether you are a student, academic, researcher, or a practicing professional.  

Esko Juuso, Bernt Lie, Erik Dahlquist, and Jari Ruuska 
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Conferences location   
 
The conference was organized as a virtual event.   

Opening, 22 September 2020 

Opening of the 60th International Conference of Scandinavian Simulation Society (SIMS): SIMS 60 years 

- SIMS President, Prof. Bernt Lie, University of South-Eastern Norway, Norway 
- Adj. prof. Esko Juuso, Conference Chair, University of Oulu, Finland 

Keynote presentations 

Overview and Outlook for the OpenModelica Environment and its Use for Cyber-physical System 
Development      

Peter Fritzson, Department of Computer and Information Science, Linköping University, Sweden 

Real-time optimization and control with inaccurate model       
Prof. Sebastian Engell, Process Dynamics and Operations Group, Biochemical and Chemical 
Engineering Department TU Dortmund, Germany 

Digital Twins utilization throughout the Life Cycle of Industrial Processes     
Dr. Tuula Ruokonen, Digital Services Solutions in Valmet Technologies Oy, Finland 

SIMS 60+ 

Scandinavian Simulation Society 60+ ready for future challenges 
Esko Juuso, University of Oulu, Finland, 

Conference topics 

The Proceedings includes 68 articles in five tracks including 15 topics: 

Tracks Topics Pages 

Energy Energy in buildings 1 - 38 

 District heating 39 - 84 

 Heat energy 85 - 115 

 Hydro power 116 - 138 

Industry Steel industry and material processing 139 - 164 

 Granulation process 165 - 194 

 Process development 195 - 228 

 Oil and gas industry 229 - 256 

 Transportation 257 - 286 

Circular economy Separation and synthesis 287 - 310 

 CO2 capture and use 311 - 337 

Automation Monitoring and control 338 - 364 

 Digital twins 365 - 384 

Methodologies Fluid dynamics 385 - 442 

 Statistical and intelligent methodologies 443 - 485 
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Panel discussion on Future challenges and possibilities for simulation, 24 September 2020 

Chair: Adj. prof. Jari Ruuska, University of Oulu, Finland 

Panelists: 
Prof. Peter Fritzson, Linköping University, Sweden 
Prof. Sebastian Engell, TU Dortmund, Germany 
Dr. Tuula Ruokonen, Valmet Technologies Oy, Finland 
Prof. Bernt Lie, University of South-Eastern Norway, Norway 
Senior prof. Erik Dahlquist, Mälardalen University, Sweden 
Adj. prof. Esko Juuso, University of Oulu, Finland 

Conference program 

Each conference day started with a keynote and continued with 2 – 3 parallel sessions. The Annual 
SIMS meeting was in the end of the second day. The third day ended with the SIMS 60+ presentation 
and the panel discussion. More information is available at SIMS website (https://www.scansims.org/).   

 

 
  

 

Conference General Chair 
 

Adjuct prof. Esko Juuso, University of Oulu, Finland 
 

International Program Committee 
 

Prof. Bernt Lie, University of South-Eastern Norway, 
Norway, Chair 

Adj. prof. Esko Juuso, University of Oulu, Finland, 
Co-Chair 

Prof. Erik Dahlquist, Malardalen University, Sweden, 
Co-Chair 

Adj. prof. Jari Ruuska, University of Oulu, Finland, 
Co-Chair 

Dr. Andreas Körner, Vienna University of 
Technology, Austria 

Prof. Juan Ignacio Latorre-Biel, Public University of 
Navarre, Spain 

 

 

 

Prof. Kauko Leiviskä, University of Oulu, Finland 

Prof. Miguel Mujica-Mota, Amsterdam University of 
Applied Sciences, The Netherlands 

Adj. prof. Esa Muurinen, University of Oulu, Finland 

Dr. Markku Ohenoja, University of Oulu, Finland 

Prof. Kim Sörensen, Alborg University, Denmark 

Dr. Satu Tamminen, University of Oulu, Finland 

Adj. prof. Kai Zenger, Aalto University, Finland 

Prof. Borut Zupančič, University of Ljubljana, 
Slovenia 

Prof. Lars Erik Øi, University of South-Eastern 
Norway, Norway 

 

National Organizing Committee 
 

Adj. prof. Jari Ruuska, University of Oulu, Finland, Chair 

Adj. prof. Esko Juuso, University of Oulu, Finland, Co-Chair 

Ms. Anu Randén-Siippainen, Finnish Automation Society, Finland 

Mr. Marko Vuorio, Finnish Automation Society, Finland 
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International Reviewers 
 

 

  

Title Givenname Surname Affiliation Country 

Assoc. prof. Saleh Alaliyat Norwegian University of Science and Technology Norway 

Assist. prof. Ioanna Aslanidou Mälardalen University Sweden 

Dr. Christian Berg Kelda dynamics Norway 

Dr. Ole Magnus Brastein University of South-Eastern Norway Norway 

M.Sc. Khim  Chhantyal National Oilwell Varco Norway 

Assoc. prof. Alfredo Carella Oslo Metropolitan University Norway 

Assoc. prof. Ali Ghaderi University of South-Eastern Norway Norway 

Assoc. prof. Per Morten Hansen University of South-Eastern Norway Norway 

Prof. Finn Aakre Haugen University of South-Eastern Norway Norway 

M.Sc. Petri Hietaharju University of Oulu Finland 

Prof. Yrjö Hiltunen University of Eastern Finland Finland 

M.Sc. Antti Koistinen University of Oulu Finland 

Prof. Hailong Li Mälardalen University Sweden 

Assoc. prof. Joachim Lundberg University of South-Eastern Norway Norway 

M.Sc. Heidi Marais Mälardalen University Sweden 

Prof. Britt Moldestad University of South-Eastern Norway Norway 

Docent Esa Muurinen University of Oulu Finland 

M.Sc. Riku-Pekka Nikula University of Oulu Finland 

Assoc. Prof. Lars O. Nord Norwegian University of Science and Technology Norway 

Dr. Eva Nordlander Mälardalen University Sweden 

Assoc. prof. Ottar Osen Norwegian University of Science and Technology Norway 

M.Sc. Madhusudhan Pandey University of South-Eastern Norway Norway 

Dr. Aarne Pohjonen University of Oulu Finland 

Prof. Mika Ruusunen University of Oulu Finland 

M.Sc. Outi Ruusunen University of Oulu Finland 

Dr. Jouni Savolainen Sementum Ltd. Finland 

Dr. Roshan Sharma University of South-Eastern Norway Norway 

Prof. Nils-Olav Skeie University of South-Eastern Norway Norway 

M.Sc. Aleksander Skrede Norwegian University of Science and Technology Norway 

Dr.  Aki Sorsa University of Oulu Finland 

Prof. Lars-Andre Tokheim University of South-Eastern Norway Norway 

Dr. Jani Tomperi University of Oulu Finland 

Prof. Knut Vaagsaether University of South-Eastern Norway Norway 

Dr. Ari Vuokila University of Oulu Finland 

Prof. Anis Yazidi Oslo Metropolitan University Norway 

Dr. Peter Ylen VTT Technical Research Centre of Finland Finland 

Dr. Nathan Zimmerman Mälardalen University Sweden 
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Overview and Outlook for the OpenModelica Environment 
and its Use for Cyber-physical System Development 

 
Peter Fritzson 

Department of Computer and Information Science 
Linköping University, Linköping, Sweden 

 
Abstract 

The industry is currently seeing a rapid development of cyber-physical system products containing integrated 
software, hardware, and communication components. The increasing system complexity in the automotive and 
aerospace industries are some examples. The systems, that are developed, have increasing demands of 
dependability and usability. Moreover, lead time and cost efficiency continue to be essential for industry 
competitiveness. The extensive use of modeling and simulation - Model-Based Systems Engineering tools - 
throughout the value chain and system life-cycle is one of the most important ways to effectively target these 
challenges. Simultaneously there is an increased interest in open source tools that allow more control of tool 
features and support, and increased cooperation and shared access to knowledge and innovations between 
organizations.  

Modelica is a modern, strongly typed, declarative, equation-based, and object-oriented (EOO) language for 
model-based systems engineering including modeling and simulation of complex cyber-physical systems 
Major features are: ease of use, visual design of models with a combination of lego-like predefined model 
building blocks, ability to define model libraries with reusable components, support for modeling and 
simulation of complex applications involving parts from several application domains, and many more useful 
facilities. The Modelica language is ideally suited for cyber-physical modeling tasks since it allows integrated 
modelling of discrete-time (embedded control software) and continuous-time (process dynamics, often for 
physical hardware). Modelica 3.3 extended the language with clocked synchronous constructs, which are 
especially well suited to model and integrate physical and digital hardware with model-based software.  

This talk gives an overview and outlook of the OpenModelica environment – the most complete Modelica 
open-source tool for modeling, engineering, simulation, and development of systems applications 
(www.openmodelica.org), and its usage for cyber-physical system development. Special features are 
MetaModeling for efficient model transformations, debugging support for equation-based models, support (via 
OMSimulator) for the Functional Mockup Interface for general tool integration and model export/import 
between tools, model-based optimization, as well as generation of parallel code for multi-core architectures.  

Moreover, also mentioned is recent work to make an OpenModelica based tool chain for developing digital 
controller software for embedded systems, and in generating embedded controller code for very small target 
platforms like Arduino Boards with down to 2 kbyte memory. This work is extended in the ongoing 
EMPHYSIS project where the FMI standard is extended into the eFMI standard for embedded systems.  
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Figure 1. OpenModelica simulation of the V6Engine model with 11000 equations. Plotting simulation results 
using OMEdit. Left: Model browser. Right: Plot variable browser. Bottom: message browser window.  
 
 

 

Figure 2. The architecture of the OpenModelica environment. Arrows denote data and control flow.  
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Biography  

 
Peter Fritzson is the professor and research director of the Programming Environment Laboratory, at Linköping 
University (LiU). He is also the vice director of the Open Source Modelica Consortium, the vice director of 
the MODPROD center for model-based product development, (previously the director of both) organizations 
he took initiative to establish. During 1999-2007, he served as chairman of the Scandinavian Simulation 
Society, and secretary of the European simulation organization, EuroSim. During 2000-2020, he was vice 
Chairman of the Modelica Association. Prof. Fritzson's current research interests are in software technology, 
especially programming languages, tools and environments; parallel and multi-core computing; compilers and 
compiler generators, high level specification and modeling languages with special emphasis on tools for object-
oriented modeling and simulation where he is one of the main contributors and founders of the Modelica 
language.  
 
He received PhD degree in Computer Science at LiU in 1984. The thesis title was “Towards a Distributed 
Programming Environment Based on Incremental Compilation”. In 1985-86, he was the project leader of the 
subproject on incremental compilation at Sun MicroSystems, Mountain View, California. In 1989, he became 
associate professor and director of the Programming Environment Laboratory (PELAB) in Department of 
Computer and Information Science at LiU. In 1992, he qualified as docent at LiU. From 1995 to 2019 he has 
been a full professor at LiU and continued from 2020 as a full professor emeritus at LiU. The research director 
position of PELAB he has had since 1995. Prof. Fritzson has many positions in scientific organizations: the 
vice chairman of the Modelica Association since 1999, the director of the Open Source Modelica Consortium 
since 2007, and the research leader at RISE, SICS East, St Anna Research Institute since 2007. 
 
Professor Fritzson has authored or co-authored 319 technical publications, including 21 books/proceedings, 1 
book draft, 45 journal papers, and 251 papers in conference proceedings or external book chapters, of which 
249 are refereed, 5 are invited, and 2 are nonrefereed. Google scholar link: 
https://scholar.google.com/citations?authuser=1&user=KXUHll4AAAAJ 
 
Selected books: 

Peter Fritzson. Principles of Object Oriented Modeling and Simulation with Modelica 2.1. 940 pp, Wiley-IEEE 
Press, 2004. 

Peter Fritzson. Introduction to Modeling and Simulation of Technical and Physical Systems with Modelica. 232 
pages, ISBN: 978-1-1180-1068-6, Wiley-IEEE Press, September, 2011 

Peter Fritzson. Principles of Object Oriented Modeling and Simulation with Modelica 3.3: A Cyber-Physical 
Approach. 1250 pages. ISBN 9781-118-859124, Wiley IEEE Press, 2014.
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Real-time optimization and control with inaccurate models 
 

Prof. Sebastian Engell 

Lehrstuhl für Systemdynamik und Prozessführung / Process Dynamics and Operations Group 

Fakultät Bio- und Chemieingenieurwesen / Biochemical and Chemical Engineering Department 

TU Dortmund, Dortmund, Germany 
Abstract 

Modelling for simulation, modelling for optimization, and modelling for control follow the same principles, 
but have to meet different requirements. Simulation models should represent the behavior of the system under 
consideration for a predefined set of test cases faithfully, with the accuracy usually being measured in the time 
domain, i.e. by looking at the differences of the stationary values or trajectories of some key variables. 
Modelling for optimization is different in that the goal is that the computed optimum of the model and the 
optimum of the real system should match, and the model should support efficient global numerical 
optimization. This implies that the model must be accurate around the global optimum, but over the full range 
of the variables, medium accuracy is sufficient. The problem for modelling of course is that without the 
knowledge of the region of the global optimum, it is not possible to build such a model, and hence modelling 
and optimization should be interleaved.  

When using models for control, the relationship between model accuracy and control performance is even 
more intricate than for optimization. One can control a plant satisfactorily using a coarse model (in the simplest 
case, the sign of the gain is sufficient), while model errors can also lead to poor performance and instability. 
For linear time-invariant control loops, the classical robust control theory from the 1980s tells us that a good 
model for control is a model that describes the dynamic behavior accurately near the gain-crossover frequency, 
and qualitatively correctly for lower frequencies. So what a good model is for the purpose of control depends 
on how fast we want to control the system.  

For high-performance control, techniques based on online optimization, i.e. model-predictive control (MPC) 
have become the dominant technology in the last decades, due to their ability to handle constraints, nonlinear 
systems, and economically motivated cost functions (Engell, 2007). In contrast to the classical theory of robust 
control, robustness to model errors for such control strategies is difficult to analyze and, similar to stability, is 
usually handled using a constructive approach, i.e. by building controllers that have certain robustness 
properties for a given description of the uncertainty of the model. Min-max robust MPC, in which the 
performance is optimized for the worst case model, is the best known representative of this approach. This 
however comes at the price of a high conservatism. 

To build good models is a costly endeavor. Therefore, both in modelling for optimization and in modelling 
for control, one is interested in techniques that provide good performance without huge modelling efforts. In 
the presentation, we discuss two recent approaches to reducing the negative effects of model errors in 
optimization and control. For real-time optimization, we outline the so-called modifier adaptation approach, 
which adds a data-based local model to a global model and updates it iteratively to ensure convergence to the 
true optimum of the real plant (Gao and Engell 2005, Gao, Wenzel, and Engell, 2016). For control, the multi-
stage MPC approach is discussed in which the future information on the realization of the model uncertainty 
is included in the optimization that is performed at the current time step to reduce the conservatism of the 
controller (Lucia, Finkler, and Engell, 2013). 

 
References 
S. Engell. Feedback control for optimal process operation. Journal of Process Control 17(3):203-219, 2007. 

doi: 10.1016/j.jprocont.2006.10.011. 

W. Gao and S. Engell. Iterative set-point optimization of batch chromatography. Computers and Chemical 
Engineering, 29:1401-1409, 2005. 
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W. Gao, S. Wenzel, and S. Engell. A reliable modifier-adaptation strategy for real-time optimization. 
Computers and Chemical Engineering, 91:318-328, 2016. doi: 10.1016/j.compchemeng.2016.03.019. 

S. Lucia, T. Finkler, ans S. Engell. Multi-stage nonlinear model predictive control applied to a semi-batch 
polymerization reactor under uncertainty. Journal of Process Control, 23:1306-1319, 2013. doi: 
10.1016/j.jprocont.2013.08.008. 

 
Biography  

 

Prof. Engell received a Dipl.-Ing degree in Electrical Engineering from Ruhr-Universität Bochum, Germany 
in 1978 and the Dr.-Ing. Degree and the venia legendi in Automatic Control from Universität Duisburg in 1981 
and 1987. 1984/1985 he spent a year as a PostDoc at McGill University, Montréal, Canada. 1986-1990 he was 
the head of an R&D group at the Fraunhofer Institut IITB in Karlsruhe, Germany. 1990 he was appointed to 
his present position as a Full Professor of Process Dynamics and Operations at the Department of Chemical 
Engineering at TU Dortmund. 2008 he was a Distinguished Visiting Professor at Carnegie Mellon University, 
Pittsburgh, USA. He was Department Chairman 1996-1999 and 2012-2014 and Vice-Rector for Research of 
TU Dortmund 2002-2006. He is currently a member of the Research Council of the Alliance of the Universities 
in the Ruhr Region, UA Ruhr. 

Prof. Engell received an IFAC Journal of Process Control Best Paper Award, and is a co-author of the 2014 
and 2016 Best Papers in Computers and Chemical Engineering. He received the Best Paper Award of the IEEE 
Congress on Evolutionary Computation 2010 with Thomas Tometzki on risk-conscious planning and the PSE 
Model-based Innovation Prize with Ala Eldin Bouaswaig. He gave the Bayer Lecture in Process Systems 
Engineering at Carnegie Mellon University in 2008 and the Roger Sargent Lecture at Imperial College, 
London, in 2012. He has published more than 120 Papers in scientific journals, more than 40 papers in edited 
volumes and more than 300 conference papers with peer review and full papers in proceedings. His Scopus 
paper count is 530 with 4900 citations. He graduated more than 70 PhD students at TU Dortmund. In 2012, he 
was awarded a European Advanced Investigator Grant for the Project MOBOCON – Model-based Optimizing 
Control – From a Vision to Industrial Reality.  

Prof. Engell is a Fellow of IFAC, the International Federation of Automatic Control since 2006 and has led 
the IFAC Fellow Selection Committee 2012-2014 He served as President of EUCA, the European Control 
Association and is a member of the selection committee for the European Control Award. 

Prof. Engell has led several European Projects in the FP6, FP7 and Horizon 2020 Frameworks: Multiform 
(ICT), DYMASOS (ICT), CPSoS (Support Action, ICT), MORE (NMP) and CoPro (SPIRE, ongoing). The 
CPSoS project developed a roadmap for Cyber-physical Systems of Systems in Europe. He was involved in 
the Marie Curie Reseach Training Networks oCPS and PRONTO and currently is a partner in the EU-India 
project LOTUS on monitoring water quality and managing water systems. 

His research areas are in the domains of model-based optimizing control, real-time optimization, and 
scheduling. In his research, the aspect of uncertainty about the behavior of the system that is controlled or 
optimized has always been in the focus. 
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Digital Twins utilization throughout the Life Cycle of 
Industrial Processes 

Tuula Ruokonen, Ph.D (Eng), MBA 

Director, Digital Services Solutions, in Valmet Technologies Oy; 
Board Member in Automation Foundation in Finland sr. 

 
Abstract 

In this presentation, Digital Twins for industrial processes are considered from their historical and future point 
of view. What is actually a Digital Twin – is their only one or several for different purposes? What enables the 
development of Digital Twins just now? Which benefits and challenges are there in their development and 
implementation? 

There are many definitions for Digital Twins. Most state that a Digital Twin is a virtual representation of a 
physical product or process, used to understand and predict the physical counterpart’s performance 
characteristics. Digital Twins are used throughout the product life cycle to simulate, predict, and optimize the 
product and production system before investing in physical prototypes and assets. 

Already 30 years ago, such systems and simulators were developed and utilized which for sure would 
nowadays be called Digital Twins, concrete examples including Computer Aided Design, Process Modelling 
and Dynamic Simulators, Advanced Process Control, Condition Monitoring, Expert and Knowledge-Based 
Systems, and even Remote Expert Services. 

Digital Twins are presently at the top in their hype curve, and their enabling technologies develop strongly 
and rapidly. We are facing partly evolution, partly revolution in their development. For example increased 
computing power enables real time analytics, cloud-based computing enables flexible calculation capacity, 
mobile technology enables mobile and remote applications, wireless sensors enable additional measurements, 
and Artificial Intelligence and Machine Learning tools enable advance analytics. Furthermore important is the 
connection to Internet of Things and Industrial Internet applications development. 

Potential to utilize Digital Twins in industrial processes and equipment is wide, them forming ideally a 
digital thread throughout the whole life cycle. The goal is efficient information management, its utilization and 
updating in all phases of the life cycle: product development, production planning, sales, project 
implementation, operations optimization, personnel training, process operation and maintenance. 

Why is the utilization of Digital Twins still so difficult or even impossible? Challenges are created by 
separate functional processes and IT systems, and especially by organizational silos and suboptimization of 
goals, in different phases of the life cycle. Open questions exist still related to common data models and 
standards, and model updates. Own challenges come from the data ownership and principles of sharing data 
between related actors, equipment manufacturers, end users and service providers, related to design data and 
operation-time data management. 

Looking forward that these challenges and open questions will be solved and the vision of up-to-date Digital 
Twins, utilized in the whole life-cycle, comes true and enables the performance optimization of processes and 
equipment in the future autonomous mills and plants. 
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Dr. Tuula Ruokonen is responsible of development of new value adding applications and service solutions in 
Valmet, based on remote services, industrial internet and advanced analytics. She is inspired by new business 
opportunities and applying new technological potentials. Special focus is in testing and taking into use new 
technologies, such as virtual and augmented reality, and applying AI and machine learning methods. 
Applications are developed in tight customer co-operation based on design thinking and the Lean Start-up 
method. 

Dr. Ruokonen has more than 25 years of practical business management experience, from technology and 
product development to line management responsibilities. Especially she has wide experience in industrial 
service and outsourcing business and its development. She has a Ph.D. degree in Electrical Engineering 
(Control Engineering), Florida Atlantic University, USA, 1989. Thesis was on "Nonlinear Filtering for Failure 
Detection in Dynamic Systems”. She has M.Sc, and Lic.Tech. degrees in Electrical Engineering (Control 
Engineering) from the Helsinki University of Technology. The Lic.Tech. thesis (1987) was on "Model-Based 
Failure Diagnosis - Structure of the System and Methods Based on Characteristic Curves". M.Sc. in Electrical 
Engineering (major in Control Engineering and Automation, minor in Measurements and Information 
Technology) was received from the Helsinki University of Technology in 1985. The M.Sc. thesis (1985) was 
on "Failure Diagnosis and Condition Monitoring in Power Plants. Methods and Applications, a Peat Fuelled 
Plant as an Example". In 1993, she received MBA degree from the Helsinki University of Technology (Aalto 
University). 

Dr. Ruokonen has received Finnish Society of Automation bronze medal of merit 1996 and silver medal of 
merit 2000. She is active in automation societies, including Automation Foundation, a board member 1996-
98, 2019-, Automaatioväylä magazine, a board member 1991-92, and Finnish Society of Automation, a board 
member 1990-92. She has been active in The Association of Electrical Engineers in Finland, a board member 
1987, 1994-96, and Sähköklubi, a board member 1984, 1989-91, 2017-2019. Already during her post graduate, 
she was active in the IEEE student branch in Florida Atlantic University, a board member 1987-88. 

Valmet is the leading global developer and supplier of technologies, automation and services for the pulp, 
paper and energy industries, having strong growth strategy and the aim to utilize efficiently new digitalization 
enablers for customer value-add and internal efficiency. Valmet’s net sales in 2019 were approximately EUR 
3.5 billion and it employed about 13.600 professionals around the world. 
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Scandinavian Simulation Society 60+ 
ready for future challenges 

Adj. prof. Esko K. Juuso 

Control Engineering, Environmental and Chemical Engineering 
Faculty of Technology 

University of Oulu, Finland 
 
Abstract 

Scandinavian Simulation Society (SIMS) started over 60 years ago as a society for the analog simulation: 
Scandinaviska Analogmaskinsällskabet (SAMS) was founded in 1959 in Västerås. The current name was taken 
in 1968 when SIMS moved successfully to the digital simulation. SIMS is currently a society of societies 
which operates in five countries Denmark, Finland, Iceland, Norway and Sweden. SAMS started in Sweden, 
Denmark and Norway. Finland joined in the 60s and in 1972 SIMS conference was organized the first time in 
Finland. In 2012, the SIMS conference went to Iceland. SIMS is the eldest active simulation society in the 
world. After 60 annual conferences, the 61st conference is the first virtual conference. 

Applications have continuously been important parts of the conferences. Steel industry, flight simulators 
and atomic energy were active already in the beginning. Industry, Energy and Environment are important areas 
of SIMS. Applications in the energy field have extended from power plants to sustainable energy: solar, wind 
and geothermal, especially in Iceland. Processes, including the forest, steel and chemical industry, as well as 
oil & gas production have kept an important role. Increasing interests have been seen in water and wastewater 
treatment, biogas production and bioprocesses. The annual conferences circulate sequentially in the SIMS 
countries and the topics adapt in the local interests. SIMS has stimulated automation in these versatile fields, 
also through representative organizations like Finnish Automation, Automation region in Sweden and 
Norwegian Automation. 

Numerical methods and combined differential and algebraic equations have formed the basis for process 
models first in Fortran, then Matlab and Simulink. Computational intelligence, AI and various model builders, 
e.g. gPROMS, became active in the 90s. The full range from PCs to supercomputers is used. The developments 
of new simulation tools have been important during the years: Apros was introduced in 1986 and Modelica in 
1996. As a spinoff, we have the active Modelica Association. Graphics becomes more advanced, open source 
codes are coming more popular and the integration of methodologies and tools developed for different 
applications areas extend the application areas. 

SIMS provides strong support for PhD students by bringing together different methodologies, applications, 
software tools and people. Efficient simulation tools help in bringing different ideas within the education. 

International cooperation has been essential throughout the years. An agreement with International 
Association for Mathematics and Computers in Simulation (IMACS) dates back 1976 resulting the IMACS 
World Congress in Oslo 1985. The European Simulation Multiconference was organized in 1991 in 
Copenhagen. SIMS is an active member society in the Federation of the European Simulation Societies 
(EUROSIM) founded in 1992. The EUROSIM congress has been organized twice by SIMS: 1998 Helsinki 
and 2016 Oulu. The SIMS EUROSIM 2021 is starting a new EUROSIM conference series to be held every 
third year. 

The future can be based on the stimulated use of new simulation tools, a wide scale of applications in 
industry, energy and environment, all stimulated by the automation and young generation of researchers. This 
combination, which has kept SIMS going for decades, needs to be adapted in the future challenges.  

The circular economy aims to close the loop to make economy more sustainable and competitive. We have 
a broad range of technologies related to recycling, renewable energy, information technology, green 
transportation, electric motors, green chemistry, lighting, grey water, and more. The environment is restored 
with pollution removal and avoidance. What can we do in practice? Air has been a focus area in industry, 
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energy and traffic. Water treatment has been developed to remove undesirable chemicals, biological 
contaminants, suspended solids and gases from contaminated water. In industrial processes, closed water 
circulation is a goal which is beneficial for the environment. Wastewater treatment is needed for purifying 
contaminated water before returning it to the nature. Is climate change discussion sufficient? Should we take 
a wide view on the ecosystem? 

The energy sector has new challenges and possibilities. Thermal power plants are by far, the most 
conventional method of generating electric power with reasonably high efficiency. Bioenergy takes an 
increasing portion of the production? Oil and gas hold a strong position in overall energy usage. Biofuels 
provide new competing alternatives and the CO2 capture has taken a high role in research. Are we going to 
bioeconomy? Is the thermal power a necessity in our energy balance? Sustainable or renewable energy is 
considered as a future source of energy: water power is well integrated in the energy system; solar and wind 
are getting more popular; geothermal, wave and tide energy can be locally very important. Electricity is 
increasingly popular both in solar and wind power. To what level is this sufficient? Where do we use energy? 
Industry needs high reliable levels. Is the nuclear power a solution? Adaptation is easier in domestic use, but 
how to do it? Heating and cooling take the highest part. Solar energy can help but needs storage. Geothermal 
can be used as storage. What is the potential of buildings as storages? Do we need small scale CHP? District 
heating systems are good solutions to bring the thermal energy to buildings. 

In the industry, intelligent systems have been developed for integrating data and expertise to develop smart 
adaptive applications. Recently, big data, cloud computing and data analysis has been presented as a solution 
for all kinds of problems. Can we take this as a general solution for automation? Wireless solutions are 
improving fast: 3G, 4G, 5G. But can we transfer signals to clouds and store the data? Is this too much? Where 
is the expertise? Obviously, local calculations are needed. Are they based on intelligent systems? Transport 
systems are analyzed as discrete event systems to find bottlenecks and avoid risks. Urban traffic is becoming 
an important area. Autonomous driving is a hot topic. What is needed to embed this in the urban traffic? Are 
there analogies with industrial systems? What are the main differences between industrial systems and 
transport systems? Can we use similar control solutions? What can we learn from other areas? Can we find 
analogies? What is common? Where do we have differences? What kind of models do we need? 

Highly complicated systems with various interactions are at hand. What researchers within SIMS 
community can do? Do we have tools and methodologies to help in solving these problems? The modelling 
and simulation is coming increasingly important in various fields. 
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Panel discussion: 
 Future challenges and possibilities for simulation 

 
Chair: Adj. prof. Jari Ruuska, University of Oulu, Finland 
Panelists: 

Prof. Peter Fritzson, Linköping University, Sweden 
Prof. Sebastian Engell, TU Dortmund, Germany 
Dr. Tuula Ruokonen, Valmet Technologies Oy, Finland 
Prof. Bernt Lie, University of South-Eastern Norway, Norway 
Senior prof. Erik Dahlquist, Mälardalen University, Sweden 
Adj. prof. Esko Juuso, University of Oulu, Finland 
 
 

The panel discussion was the last part the 
conference. The panelist were the keynote 
presenters, the current and two past presidents of 
SIMS, including the chair of the conference. The 
chair of the national organizing committee was the 
chair of the panel. The discussion focused on five 
questions: simulation, energy systems, big data, 
environment and simulation toolboxes. The 
questions were presented by the panel chair. 

1 How would you define term simulation? 

Peter:  Simulation answers the questions about the 
model. 

Sebastian: nothing to add. 

Tuula: There are often several interpretations about 
the terms. Simulation is often understood only as 
process simulation but there are also reliability 
models considering e.g. maintenance, 
management, and also business-related models. 

Bernt: Experiments with models are used to find 
out answers – model is a wide concept not only 
including mathematical models but also pilot plants 
in principle or economic models 

Erik: Model building means including new 
information in the simulation model to see what 
would happen. It can also be a non-mathematical 
tool. 

Esko: Tool for comparing alternatives – application 
related in that sense. We can use it to find best 
alternatives to use. It is different when you are 
controlling something, designing something, or 
finding an optimal control point or balance. One 
should consider “how detailed simulation you need 
for your job?” 

2 Energy systems are needed everywhere but 
demand of energy changes a lot between 
seasons and time of the day – How to use 
simulations to aid in this subject and 
predict changes? 

Peter: You can include all the energy sources in 
your simulation including the consumers to create 
a comprehensive model. Historical data about the 
location’s energy usage in conjunction with real-
time weather data can be used to generate good 
predictions. 

Sebastian: You have individual systems that are 
coupled. It is quite a big task for modeling, 
simulation, and optimization to co-ordinate such 
individual systems. German airports have saved 
lots of CO2 by optimizing airplane approaches to 
the airport. Philosophically it is more beneficial to 
have a good aggregate model that you can use for 
decision making between the models than a huge, 
detailed model about everything. How to do this in 
an optimal way is very interesting research 
question. 

Tuula: Distributed energy production and usage; 
Low level decision making for individual needs. 
IoT with plenty of measurements – energy usage of 
all the members and their effect on costs. Big 
savings are potential in total optimization. 

Bernt: Future energy is related to United Nations’ 
goals to provide energy for everybody. A combined 
system where all the energy sources work better 
together. Circular economy where energy streams 
are more integrated: one operator’s waste is a raw 
material for another. This needs simulation tools – 
short & long -term simulations 
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Erik: Energy technologies develop in long time 
perspective, so it is important to consider these 
long-term changes. Biofuels and batteries will 
replace oil in transportation systems in future. 
Great opportunity to use simulation tools here. 
Boundary determination is more important than 
very detailed models. Simulation tools can help 
politicians and decision makers to make right 
decisions. 

Esko: Energy is challenging for control and 
optimization. Sources that work depending on 
weather conditions and ones that are not connected 
to the weather form a diverse system that is 
combined and have different requirements. Many 
energy sources that have different fluctuations 
must be optimized and controlled to work as a 
complete system. District heating networks are 
good for balancing different energy sources.  

3 Big Data and cloud computing have been 
presented as a solution for everything. Can 
we use this as a general solution for 
automation? - Can we use these solutions 
reliably considering data security and how 
to use simulations to aid this? 

Peter: Mathematical model equations describing 
the physical world have developed a lot. Combine 
these mathematical models to make approximate 
models for machine learning to get a bigger picture. 

Sebastian: Industrial perspective is always 
skeptical to transfer its data into cloud. There has 
been work done for MPC over unreliable networks. 
If there is a problem in considering missing 
information, it is better to invest in a working 
network than in sophisticated control solution. 
There are not many successful online applications 
of machine learning. Difficult to have sophisticated 
control that can handle all operating states – you 
could have good combinations of fundamentals. 
Models calculating phase equilibrium can take too 
long to be used in process optimization and control. 
Approximations using machine learning could be 
embedded in an overall rigorous model. 

Tuula: A great number of applications are already 
existing for cloud-based solutions. Cyber security 
is one major risk, a lot of work to be done to cover 
this topic. Possibility to utilize data from a fleet of 
the processes can help us understand what the 
normal operating points is. Training simulators can 
help to utilize this understanding about the 
operating points. The future will be more and more 
in the cloud or on the edge - not only on-site. Big 
operators like Amazon web services must do their 

share in web security. 

Bernt: Big data and data driven models are very 
modern. Physics based models can be built without 
a real system before building the system to give 
reasonably accurate prediction. Mechanistic 
models are typically better outside the operating 
points than data driven models. Both models have 
their unique advantages. Combining physical and 
data driven models – physics-based models for the 
phenomena you know well and data driven models 
for the ones you do not know so well.  

Erik: We have a project (Future direction of 
process optimization) focusing on learning 
systems. There we use infrared measurement for 
the wood chips lignin content and physics-based 
model for residual alkali, i.e. how much lignin is 
there still in fiber. The residual alkali measurement 
is needed for tuning the model for lignin properties 
and content. Internal cloud behind the firewalls 
could be the solution when operators do not trust 
the providers.  

Esko: We need expertise, models, and data driven 
models for the practical applications. Theoretical 
models alone are too complex – parameters can be 
learned from the data. A dangerous thing is to use 
unbalanced data that gives you a completely wrong 
answer. Simulation is a good tool when you 
understand what you are doing. Do not use AI to 
find answers to questions that experts already 
know. Finding suitable system size for application 
is important.  

4 Environmental friendliness and 
sustainability are important but how to use 
simulation to promote this? 

Esko: Simulation can have a big role in this. 
Combine different ideas and compare different 
things to select the best solutions – not like now 
that there are things you should not use and things 
you should. 

Erik: Generate scenarios that give good data for the 
decision makers.  

Bernt: Sufficient energy generation in the world in 
future needs all energy sources – fossil fuels need 
to be reduced in future, but it is still needed for 
now. Complicated systems where we need e.g. to 
store solar and wind energy needs simulations to 
see all the consequences.  

Tuula: Industrial optimization is important. 
Optimizing processes is connected with 
sustainability – stability and energy efficiency. 
This is cost efficient for the companies and gives 
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them an advantage, so it is win-win for everyone. 

Sebastian: More complex problem that needs to 
consider the whole life cycle from the raw 
materials to end of product life which is very 
problematic. What kind of materials are used for 
water bottle, how many times this bottle will be 
used – lots of variables and it is hard to simulate 
everything.  

Peter: Technical simulation gives accurate 
predictions, but we also need more general 
simulations. Decision makers (politicians) make 
lots of decision based on low quality information 
and intuition – simple, not too detailed models 
could give more information before making 
decisions. Not only energy but also materials are 
important: how can we use alternative materials 
and lower the material usage. 

5 Are there some basic principles that needs 
to be added into our simulation toolboxes? 

Esko: CSC supercomputers can help in 
calculations, but we need to understand all the parts 
of the system. We need to do intelligent 
calculations and understand what we are doing. 

Erik: A good formulation of the problem enables 
e.g. the use of CFD for online applications. 

Bernt: A better use of parallelization is needed for 
networks and graphical processing. Simple 
automatic way to use this is needed because it is 
hard if you need to first do everything manually. 

Tuula:  Calculation tools for online-measurements. 
Hybrid models are needed for combining data 
driven models with physical models. Help us in 
industry to understand what methods to use and 
where we do not do wrong things. 

Sebastian: Quantification of calculation 
uncertainty is important, and it should be connected 
to the results.  

Peter: Multiparameter sensitivity simulation in 
Modelica - build uncertainty into tools. 

Esko: Uncertainty is unavoidable, therefore it is 
better to be approximately correct than exactly 
wrong. 

 

 

 

 

6 Conclusions 

The discussion covered well the future challenges and 
possibilities of simulation. The panel was a highly 
valuable conclusion for the conference in linking the 
keynotes and topics of the regular papers with the 
history and the future of the simulation. 
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Impacts of demand side management programs to domestic hot
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Abstract
The increasing amount of variable electricity generation
has brought world to investigate various flexibility sources
to provide power network balancing through demand side
management. Therefore, it is important to create new,
more thorough models that allow using smart functions to
control the various electricity loads. In this paper a model
to simulate a fully mixed domestic hot water tank’s be-
havior in 60, 30 and 15 min time resolution, and its control
mechanisms were created. The model will be integrated to
another smart house model to enable studying more com-
bined smart controls and functions. Additionally, the flex-
ibility of the hot water storage tank was investigated with
the help of 4 different heating scenarios, showing its suit-
ability for Demand Side Management, and the operation
of the model was confirmed with lower time resolutions.
Keywords: domestic hot water, demand side management,
smart building, exploratory scenario

1 Introduction
The increasing electricity generation from variable renew-
able energy sources creates new requirements for balanc-
ing the demand and supply of electricity. To prevent im-
balance issues on the network, new kinds of balancing
mechanisms are being studied, one of which is to utilize
the flexible loads on the demand side to shift electricity
consumption according to its supply status. In residen-
tial buildings deferrable and thermal loads, like domes-
tic hot water (DHW) storages, are generally considered as
good sources for providing flexibility to the network (Lu,
2012). These loads can be used to participate in Demand
Side Management (DSM) programs where electricity con-
sumers adjust their electricity consumption to match the
status of power network either through price-signals, like
Time-of-Use (ToU) or Real-time price (RTP), or by re-
ceiving an incentive payment when reacting to a request
to reduce electricity consumption (US Department of En-
ergy, 2006). Additionally, combining local electricity gen-
eration from e.g. Photovoltaic-panels with flexible elec-
tricity loads can help in increasing self-consumption from
local electricity generation and provide monetary benefits
(Salpakari and Lund, 2016). Therefore, there is a need
to identify and study the flexibility in buildings to deter-
mine suitable sources and their potentials in participating

in DSM programs, through programs like IEA EBC An-
nex 67 Energy Flexible Buildings (Jensen et al., 2017).

1.1 Domestic Hot Water
Domestic hot water (DHW) is an important part of having
a good living quality and technology to produce and store
it are essential in today’s world. Hot water is commonly
mixed with colder tab water to create thermally comfort-
able water to be used in shower or as tab water to wash
hands. As the consumption of DHW is not constant, it is
important to study both their load profiles and the behavior
and sizing of DHW storage systems (Ahmed et al., 2016)
considering that it needs to be available for use when re-
quested. Fuentes et al. (2018) highlighted the importance
of having relevant information about DHW withdrawal
profiles and to consider them as a foundation on designing
novel control strategies for DHW storage tanks. In addi-
tion to having representative load profiles, it is also impor-
tant to model the thermal behavior of DHW tanks, so that
it is possible to simulate these new control strategies, espe-
cially on different temporal resolutions. Currently there is
an abundance in created DHW models, e.g. (Paull et al.,
2010; Baeten et al., 2016; Jack et al., 2018) with differ-
ent levels of detail (e.g. is stratification taken into ac-
count) (Jack et al., 2018). Additionally, there are also lot
of different control strategies already created for utilizing
DHW in DSM programs (Atikol, 2013; Jack et al., 2018;
Paull et al., 2010). As there starts be more interest to-
wards smart houses and full building control on smaller
time resolutions, it is important to develop DHW mod-
els that can be integrated with other building-level models
to ensure the potential for developing full building level
control schemes and enable better participation to DSM
programs.

1.2 Aims and objectives
The aim of the work is to create a DHW model with elec-
tric heating to be integrated into an existing Markov-Chain
smart house model1 (Louis et al., 2016) and study the
impacts of various DSM programs to the electricity load
profile of the heating of DHW tank. Therefore, the inter-
operability of the created DHW and existing smart house
models need to be kept in mind during the creation of the
model. Also, load shifting and other DSM tools are tested

1(https://github.com/jeanlouisnico/SBuM)
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Figure 1. Basic description of the DHW model

to investigate the flexibility of electrically heated hot wa-
ter storage tank. Finally, the results from the smart house
model (Louis et al., 2016) and the created DHW model are
investigated and compared on their load profiles as well as
the potential to integrate the models.

2 Methodology

The created DHW model includes three separate parts:
draw-off profile of hot water from the storage tank, tem-
perature of hot water in the tank and heating schedules
of the DHW. These parts allow modeling the behavior
of the DHW tank to determine the electricity load pro-
file and apply the control methods for various DSM pro-
grams. The model is created to be integrated in an existing
smart house model (Louis et al., 2016) to study the elec-
tricity load management and potential DSM methods on
building-level. Moreover it should provide more informa-
tion about the building’s thermal behavior and append the
model’s thermal part (Pulkkinen et al., 2019), while even-
tually enabling a more thorough control of electric heating
in the building. There is also an on-going work to develop
the smart house model to operate on a temporal resolution
of 30, 15, 1 minute and even in 10 s timesteps. There-
fore, it is important to follow this development to ensure
the interoperability of these models.

The basic principle of the DHW model is presented in
Figure 1. Basically, the model includes information on
hot water demand, storage characteristics, price informa-
tion and heating controls as separate inputs, while contain-
ing information about the previous simulation step (DHW
temperature, heating load, etc.) for the use of the model.
This provides the wanted outputs on the hot water with-
drawal, temperature of the hot water and electricity load
profile.
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Figure 2. Mean hourly draw-off profiles of the created 3 dif-
ferent 60 min load profiles (Default, 4 Categories option from
Jordan and Vajen (2001) and load profile created from standard
EN 12831-3).

2.1 Hot Water Demand Profile
The hot water demand profiles for the model were cre-
ated with using DHWcalc program, which creates realis-
tic DHW load profiles using statistical methods on various
temporal resolutions (Jordan and Vajen, 2001). Therefore,
it was selected as a suitable tool for testing the created
DHW model and its capability in running simulation on
the created 60, 30 and 15 min timesteps. To ensure the
capabilities of the DHW model, 3 different load profiles
were created for each timestep, all for the length of one
year. The first profile is the default profile created with
default values from the program, while the second profile
is created by inserting the hourly test profile for single-
family houses from standard EN 12831-3 (2017) as step-
function to the program. The third profile is created with
the values from the 4 different categories option from the
software, presenting default distribution per IEA-Task 26.
The average daily DHW draw-off is 200 litres in each sce-
nario and the mean hourly draw-offs for the created 60
min profiles are presented on Figure 2. The created pro-
files seem to have different characteristics as the Default
load profile varies more on hourly basis and creates higher
peaks than the other 2. Conversely, the load profile by
the values from the standard has more balanced consump-
tion during the day and has lower peaks. Additionally, the
average 30 and 15 min draw-off profiles are presented in
Figure 3, showing their different characteristics, and im-
portance in simulating different time resolutions. In all
cases, there were high morning peaks and 2 lower demand
peaks, one around midday and the second in the evening.

2.2 Hot Water Tank
The model for DHW tank is created based on standards
EN 15316-5 (2017) and EN 12831-3 (2017), and it is
used to calculate the temperature of the hot water in the
tank, stand-by heat losses and energy demand by utiliz-
ing energy balance method. The simplified calculation
procedure with single volume and constant temperature
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Figure 3. Mean draw-off profiles of the created 3 different 30
and 15 min load profiles

throughout the tank was selected as the tank is assumed
to be constantly mixed having therefore a uniform tem-
perature profile throughout the tank.

The average temperature of the water TDHW in the
DHW tank is calculated with Equation 1:

TDHW = TDHW,0 +
PDHW × tci −QDHW,out −Qsto,ls

ρw ×Cp;w ×Vsto;tot
(1)

where TDHW,0 is the water temperature from last simula-
tion step [°C], PDHW is the heating power [W], tci is the
calculation interval [h], QDHW,out is the energy amount
withdrawn from the tank [Wh], Qsto,ls is the stand-by heat
loss from the tank [Wh], ρw is the density of water [ kg

l ],
Cp;w is the specific heat capacity of water [ Wh

kg×C ] and
Vsto,tot is the total volume of the DHW storage tank [l]
(EN 15316-5, 2017). Heating power for the DHW tank
is determined according to the DHW heating part of the
model, while energy withdrawn QDHW,out from the DHW
tank is calculated with Equation 2 and the stand-by energy
loss Qsto,ls is calculated with Equation 3:

QDHW,out =Vd,t ×Cp;w ×ρw × (TDHW,re f −Tin)× tci
(2)

Qsto,ls = fbac,acc × fdis,ls ×Hsto,ls × (TDHW −Tamb)× tci
(3)

where Vd,t is the volume of the draw-off at time t [l],
TDHW,re f is the reference hot water temperature needed to
create correct tab water temperature [°C] Tin is the tem-
perature of the inlet water to the tank [°C], fbac,acc is the
weighting factor for control and size of the tank [-], fdis,ls
is weighting factor to correct the additional heat losses
due to thermal bridges from the connecting pipes [-] and
Tamb is the ambient temperature [°C] (modified from EN
15316-5 (2017) and EN 12831-3 (2017)).

2.3 Heating Demand
The basic principle for calculating the heating demand of
the DHW tank and the resulting hot water temperature is
presented in Figure 4. The model starts with calculating
the temperature of the hot water in the tank if no heating

Temperature DHW
tank in t-1 

Calculate
Temperature without

any heating

QDHW,out
Qsto-ls

Heating Control

Calculate the
according water

Temperature

PDHW = 0

Figure 4. The calculation procedure for the created DHW model

would be used. That information, among with the other
inputs, is then delivered to the control part of the model
to determine the heating profile of the tank. After that,
the temperature of the hot water in the tank is calculated
according to the heating power assigned to the tank from
the previous step.

2.4 Heating Control
The heating of the DHW tank is determined in a separate
part of the model according to the rules of the selected
heating scenario. There are currently 4 different heating
scenarios available on the model, which each has their
own control mechanism and rules. The available scenar-
ios are Constant Temperature Set-point, On-Off Control,
Time-of-Use Control and Linear Optimization, of which
the control rules of the first three are presented in Figure 5.
All the scenarios take into account upper and lower tem-
perature limits (Tmin and Tmax) as well as maximum heat-
ing power (Pmax) as constrains in determining the heating
profile. The lower temperature limit Tmin is considered to
be the minimum healthy temperature of water to prevent
the growth of Legionella bacteria. All these variables can
be determined by the user allowing the possibility to study
the impact of them to the heating profile.

2.4.1 Constant Temperature Set-point

The first studied heating scenario is Constant Temperature
Set-point, which control options aim in keeping a steady
temperature inside the DHW tank. The rules for the con-
troller are explained in Figure 5a) where the temperature
set-point is called Tmin and the maximum heating capacity
Pmax is considered as the second constrain.

2.4.2 On-Off Controller

The second heating scenario is On-Off Controller, which
represents a control relay with 2 temperature set-points.
The control rules for this scenario are presented in Fig-
ure 5b) and it operates only with full heating power un-
til the upper temperature set-point Tmax is reached, after
which the heating only turns on after the hot water temper-
ature drops under the lower temperature set-point Tmin. In
case the temperature set-points are reached in the on-going
simulation time-frame, the power needed to meet them is
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Figure 5. Presentation of the used rules in Constant (a), On-Off
(b) and ToU (c) scenarios

calculated by solving PDHW from equation 1 when TDHW
is TDHW,min or TDHW,max depending on the heating period,
and the resulting power PDHW is considered as the heating
power for the time-step. This is a simplified representa-
tion of the real world On-Off controller as here the tem-
perature set-points are always reached in the simulation
time-steps (e.g. full hour) whereas in real-world the tem-
perature could have already dropped under or increased
over the temperature set-points when the measurement for
the time-step is conducted. Therefore, this type of On-Off
controller would be required to have an embedded smart-
ness in it that would make the system meet the temperature
set-point exactly at the simulation time period.

2.4.3 Time-of-Use Heating

The third heating scenario is Time-of-Use Heating, which
participates in DSM by optimizing heating with a ToU
price signal and using water as an energy storage medium.
Generally, ToU represents a scenario where electricity
price is divided to high and low price periods according
to the times of high and low electricity demand periods,
guiding electricity users to consume electricity during the
lower price times. This is also the used rule in the heat-
ing scenario presented in Figure 5c). The main idea is that
hot water is heated to and kept on the upper temperature
set-point on the time of the lower electricity price, and not
heated during the higher price period unless the hot water
temperature drops under the lower temperature set-point,
after which it is only heated up to keep the hot water tem-
perature at the lower temperature set-point.

2.4.4 Linear Optimization
The fourth studied heating scenario is Linear Optimiza-
tion of the electrically heated hot water tank according to
hourly RTP signal and heat demand. This is another type
of DSM action where the electricity load profile is varied
according to the real time situation of the electricity net-
work while maintaining an acceptable hot water tempera-
ture in the storage tank to ensure comfort and health of the
user. The optimization goal is to minimize the electricity
cost (Equation 4) with the constrains from Equation 5.

min∑Cost1−n = EDHW,1−n ×Price1−n (4)

Constrains : Tmin ≤ TDHW ≤ Tmax;0 ≤ PDHW ≤ Pmax (5)

where Cost1−n is the cost from electricity usage from
timesteps 1-n [C], EDHW,1−n is the energy used in
timesteps 1-n [MWh] and Price1−n is the real time price
of electricity during the same timesteps [C/MWh]. The
TDHW is calculated with Equation 1, to which also fore-
casted hot water demand is added. The optimization pe-
riod n can be determined by the user, but values of over
4 timesteps start to become slow computing-wise. For in-
stance, linear optimization simulation with optimization
period of 4 timesteps takes 495s for hourly values for a
year (8760 simulation steps), whereas optimization peri-
ods of 3 and 5 timesteps take 377s and 663s respectively
for the same input data. This would still allow optimizing
the system on real-time with the optimization period of 4
or 5 timesteps, but the difficulty in applying it to practice
comes from the uncertainty in determining the draw off
profile from the DHW tank as estimating the energy draw
off correctly is vital to the correct optimization.

2.5 Inputs
The inputs values for testing the DHW behavior and DSM
potential are defined on Table 1 underneath from the De-
cree 1010/2018 2, and the international standards EN
15316-5 (2017). Some input values vary depending on
the heating scenario, while others stay the same during all
the simulations.

The minimum requirement for the DHW in EN 15316-
5 (2017) is considered as 55 °C, which is also the lower
temperature setpoint used in the simulation, except for the
Constant Temperature Set-point scenario where a temper-
ature set-point of 60 °C was used to balance the other-
wise occurring lower average temperature. The hourly
Elspot price for Finnish transmission area in 2016 (Nord
Pool, 2018) was selected as the price signal and the fore-
casted Hot Water Demand was created based on the test
profile for single-family houses from EN 12831-3 (2017).
The stand-by heat losses were calculated according to EN
15316-5 (2017), EN 60379 (2004) and EN 50440 (2015)
by assuming a vertically adjusted and electrically heated
DHW tank.

2Ympäristöministeriön asetus uuden rakennuksen energiatehokku-
udesta 1010/2018, Decree of the Ministry of the Environment on the
energy efficiency of new building 1010/2018
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Table 1. Input values for the simulation (EN 15316-5, Decree
1010/2018)

Variable Value

Hot Water Tank Volume 300 l
Max Power 3 kW
Inhabitants 4
Average DHW demand 50 l

inh
Inlet Water Temperature 10 °C
Ambient air temperature 16 °C
Default TDHW and Tin difference 45 °C
Tmin for Constant Temp Set 60 °C
Tmin for On-Off, ToU and Optimization 55 °C
Tmax for On-Off 65 °C
Tmax for ToU and Optimization 85 °C
ToU heating hours 22-6
LP optimization period (timesteps ahead) 4

3 Results
The results firstly investigate the suitability of integrat-
ing the created model to the existing Markov-Chain smart
house model by presenting the capability of operating in
similar time resolutions and providing useful and robust
results. Secondly, the behaviour of the DHW heating con-
trols are examined in the 4 hourly heating scenarios. After
that, the flexibility of DHW heating is investigated and the
effectiveness of various control and DSM mechanisms are
presented. The final part shows the combined effect of the
two models in order to present the importance in integrat-
ing the smart house and DHW models.

3.1 Robustness of the results
The robustness of the results is looked into by investigat-
ing similar thermal behaviors of the DHW tank and by
comparing annual results to each other when using Con-
stant Temperature Set-point scenario. The annual results
from the simulations are available at Table 2.

The results from Table 2 indicate that there are very lit-
tle differences on annual level on the results with DHW

Table 2. Results from the Constant temperature heating scenario

Total
Heating
[MWh]

Average
Temperature
[°C]

Total
Costs
[C]

Default 60min 7.19 59.74 251.44
Default 30min 7.20 59.75 251.28
Default 15min 7.19 59.73 251.25
Cat 60min 7.20 59.78 245.42
Cat 30min 7.19 59.66 244.98
Cat 15min 7.18 59.60 244.84
Standard 60min 7.22 60.00 245.08
Standard 30min 7.21 60.00 244.78
Standard 15min 7.21 59.97 244.48

60, 30 and 15 min withdrawal profiles. As the DHWcalc
uses statistical methods in withdrawal profile creation, it
is understandable that there are small differences on the
results, but this could be considered as noise in the simu-
lation as well.

3.2 Behaviour of DHW heating controls
This sections investigates the behaviour of the created
DHW heating controls by looking into the DHW heat-
ing power frequency and cumulative frequency distribu-
tions on hourly heating scenarios. These results are pre-
sented in Figure 6 showing firstly the similarities between
Constant Temperature Set-point and Linear Optimization
scenarios, which rarely use maximum heating power and
have more lower power consumption hours. This resem-
blance comes from the short optimization time in Linear
optimization scenario, which makes both of them aim for
lower water temperature in the DHW tank. Secondly,
Figure 6 shows similarities of On-Off and ToU scenar-
ios, which are more prone to have more maximum and
minimum power periods and less intermediate power con-
sumption. This relates to their control rules, as they both
utilize maximum power until they reach the upper temper-
ature limit, after which they do not use heating until they
have reached the lower temperature set-point. The differ-
ence between these 2 control strategies lie in the maximum
heating time-periods. On-Off scenario starts the maxi-
mum heating immediately once it has reached the lower
temperature limit while ToU control keeps the DHW tank
at the lower temperature point until the start of the cheaper
night-time heating period. This is also the reason of their
variations in 0-0.5 kW and 0.5-1.0 kW power consump-
tion.

3.3 Flexibility of DHW
This section investigates the flexibility of DHW and the vi-
ability of few control mechanisms to provide DSM. First,
the reference values for the flexibility are visible on Ta-
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Figure 6. Frequency (bar) and cumulative frequency distribu-
tions (line) of the DHW heating scenarios in hourly time-scale
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Table 3. Annual results from On-Off, Time of Use and Linear optimization scenarios

On-Off
Control

Time of
Use

Linear
Optimization

Total
Heating
[MWh]

Average
Temperature
[°C]

Total
Costs
[C]

Total
Heating
[MWh]

Average
Temperature
[°C]

Total
Costs
[C]

Total
Heating
[MWh]

Average
Temperature
[°C]

Total
Costs
[C]

Default 60min 7.27 60.70 255.22 7.88 68.44 222.89 6.87 55.52 230.55
Default 30min 7.23 60.22 253.84 7.81 67.53 219.60 6.83 55.07 234.04
Default 15min 7.22 60.03 254.29 7.80 67.50 219.26 6.82 54.97 236.58
Cat 60min 7.27 60.62 249.50 7.96 69.53 219.70 6.87 55.53 224.47
Cat 30min 7.23 60.11 248.58 7.88 68.44 216.28 6.83 55.01 227.77
Cat 15min 7.21 59.89 248.80 7.87 68.35 215.78 6.82 54.93 230.37
Standard 60min 7.28 60.87 248.44 7.94 69.23 218.87 6.88 55.74 223.93
Standard 30min 7.25 60.41 246.88 7.90 68.73 216.80 6.84 55.17 226.84
Standard 15min 7.23 60.21 245.85 7.90 68.72 216.42 6.83 55.08 229.25
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Figure 7. Comparison of the electricity load profiles of different heating scenarios with 60, 30 and 15 min time resolution.

ble 2. The annual values for the other heating scenarios
are available on Table 3 and the average hourly power for
the DHW tank in Figure 7. The results from Table 3 in-
dicate that changes between the time resolutions are gen-
erally small generating difference of less than 2% in heat
demand or average hot water temperature, while the dif-
ference between cost can be slightly higher varying from
-1.8 to 2.6%.

Comparing different scenarios to each other, reveals the
flexibility of the DHW source and the potential to partic-
ipate in DSM programs. On annual level, the cheapest
option seems to be night time charging with ToU sce-
nario, which is 13.5-16% cheaper than On-Off Control
scenario and 2.1-7.3% cheaper than linear optimization
scenario, while having 7.4-15.9% higher electricity con-
sumption and 10.8-24.8% higher average hot water tem-
perature. This reveals the potential of storing energy to

DHW tank during the night-time. The higher hot water
temperature is also beneficial in terms of comfort as ToU
scenario was the only one where the temperature of DHW
tank was always over the lower temperature set-point, be-
ing able to provide enough hot water to use.

Looking into the average hourly heating loads from Fig-
ure 7 the night time charging of the DHW tank is clearly
visible as it has higher electricity consumption during
night hours and low consumption during the day. Simi-
larly, the morning peak in the draw-off of hot water cre-
ates a heating peak in all scenarios, but ToU. Otherwise,
Constant temperature set-point and Linear optimization
scenarios had pretty similar load profiles, only difference
being the occurring peaks with Linear optimization sce-
nario in shorter time resolutions. These peaks will occur
as the electricity price will remain the same for the whole
hour, so the controller aims at increasing the temperature
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Figure 8. Comparison of various building loads

of the hot water on the earliest available time slot. On-Off
control then had a delay on the heating compared to Con-
stant and Linear optimization scenarios, as with On-Off
controller the temperature of the water needs to drop un-
der the lower temperature set-point before it applying the
maximum heating power.

3.4 Load profiles
This part investigates the importance of integrating DHW
model into the existing smart house model (Louis et al.,
2016), with which it is possible to simulate appliance’s
load profiles, thermal behavior of the building and elec-
tric space and ventilation heaters. An example simula-
tion was conducted with the smart house model and the
achieved load profiles were compared to the load profile
of the DHW heater (hourly constant temperature scenario)
in Figure 8 and annual values in Table 4. The simulated
building was a detached house, with building character-
istics similar to 2018 building type from (Pulkkinen et
al., 2019) with randomly generated appliances.

Results from Table 4 show that the DHW heating has
the highest electricity consumption in the example build-
ing, and from Figure 8 it becomes evident that DHW has

Table 4. Annual results from the example simulation

Annual Energy
Consumption [MWh]

Appliances 2.91
Electric space heating 7.08
Electric ventilation heating 1.50
Electric DHW heating 7.19

highly varying, but seasonally rather constant load profile,
similarly to appliances. Conversely, space and ventilation
heating loads tend to require a lot of power during win-
ter, but have low power demand in summer. This means
that all these loads have their different characteristics and
load profiles which while accumulated would have mul-
tiple impacting sources to the building’s energy manage-
ment.

4 Conclusions
The aim of this work was to create a functional, fully
mixed DHW tank model to be integrated in an existing
Markov-Chain smart house model and to investigate the
flexibility of DHW load on 60, 30 and 15 min time reso-
lutions and with 4 different heating controls. The behav-
ior of the model was tested with using DHW withdrawal
profiles created with DHWcalc program. The results in-
dicate that the model was able to behave robustly with a
Constant Temperature Set-point scenario in all tested time
resolutions, showing little difference between their simu-
lation results.

Comparing the results of different heating control sce-
narios from Table 3 the flexibility of the electricity con-
sumption with DHW tank is visible in the ToU scenario
results as it has the lowest costs and highest total heat-
ing energy consumption of the studied scenarios. There-
fore, with ToU scenario it is possible to use DHW tank
as an energy storage and charge it during the lower night
time electricity prices. Yet, this behavior is contradic-
tory as it reduces the efficiency of the system from elec-
tricity consumption point-of-view. The low performance
from the Linear optimization scenario compared to ToU
was likely related to the short optimization time and mis-
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matches between the forecasted and actual energy with-
drawals. These did not allow the optimized heater to uti-
lize the thermal inertia of the DHW tank and lower elec-
tricity prices during the night as it did not expect a with-
drawal from the tank early enough. Similarly, the diffi-
culty in knowing the correct withdrawal of energy reduced
the accuracy of the optimization. The final result showed
the importance in integrating the DHW model with smart
house model for allowing testing of new control mecha-
nisms and different aggregated load profiles. Furthermore,
in an integrated model all the separate electricity loads can
be controlled together.

The future direction of the work is to finalize the in-
tegration of the smart house and DHW models, and start
developing combined control mechanisms for them. Also
the current DHW model should be developed to operate in
lower time resolutions to allow also short-term power net-
work testing, as well as expanded to include temperature
stratification for increased accuracy and different DHW
tank options. Consideration of improving the optimiza-
tion with aggregated load profiles should be investigated
as well. Also renewable energy generation and control
mechanisms related to it should be added to the model.
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Abstract
Energy management of small-scale renewable energy
systems (microgrid) requires control of the energy
consumption. Commercial buildings are sized using
energy consumption criteria from the building
standards. The energy consumption of a building
depends on a number of dynamic factors, including
thermal loss, building climate control, and building
utilization. This paper presents a simple model for
predicting the thermal loss of a building. The basic
simulation module is a single room model where the
outer walls and windows are exposed to the ambient
conditions without sun influx. We model the thermal
loss based on building design data and validate the
model using operational data for an actual low-energy
building. The model prediction accuracy is within +/-
1°C for up to 7 days when predicting thermal losses in
the building construction.

Keywords:     energy management, powerhouse, thermal
loss prediction, Matlab

1 Introduction
A powerhouse is a building that produces more electric
power than it consumes during the building lifecycle,
including construction and decommissioning/disposal.
Sustainability conscious real estate asset owners are
interested in the concept and Norway has seen a rise in
the construction of powerhouses in the past 4-5 years.

Powerhouses have large solar PV systems installed at
the roof. At its maximum, the solar PV systems generate
significantly more energy than consumed by the
building at any time. In addition, the maximum power
production occurs in the summer season when the
heating demand is at its yearly minimum. Heating is the
main energy consumer of commercial buildings.
Thermal losses drive the heating demand. In our
research, we explore models for predicting thermal
losses in a low-energy building. The model will be used
as part of a digital twin of the building’s energy system.
Our overall goal is to develop practices for energy
management of powerhouses.

The digital twin is a dynamic virtual model of a
system that incorporates business, contextual, and
sensor data from physical systems into the virtual
system model (Madni et al., 2019). A true digital twin is
different from other models because it includes the
specific instance(s) that reflects the characteristics of the
physical twin, in real time. Madni et al. (2019) sees the
digital twin as promising technology, particularly in the

building and real estate industries, because of real time
access to system data that are essential for energy
management (Madni et al., 2019).

Research papers suggest different approaches for
assessing thermal performance of buildings.
(Kildsgaard et al., 2013; Makaka, 2015; Rohdin et al.,
2014) are relevant examples for low-energy buildings
and passive houses. Both physical models and machine
learning models are available in literature. Mendes et al.
(2001) give a first principle (physical model) of the
thermal loss. In the digital twin, we need a model that
integrates the virtual and physical world. We need to
base our model on simple approaches because
calculation speed will be an issue due to the large
amount of data in the system and the need for real time
monitoring and prediction.

Lie (2019) defines the hybrid model as a combination
model. A hybrid, data driven model improves the fit
between an imperfect physics-based model and
(inherently limited) experimental data. The hybrid
model is particularly interesting for digital twin
applications. To ensure fast response of the digital twin,
it is essential that the model is as simple as possible.

This paper outlines a simple, first principle based
model for calculating the thermal losses of a low-energy
building. The model predicts the energy losses from the
building when exposed to varying ambient conditions.
We base our model on the design assumptions of the
building and we validate the model using operational
data from the building. We ask in our research how well
a simple energy balance model can predict the thermal
losses of a real building if we base the model on the
design parameters of the building.

2 Vestsiden Middle School Case
We use Vestsiden middle school in Kongsberg as our
case. Kongsberg Kommunale Eiendom (KKE)
completed the building construction in August 2019.
The school is a low-energy house. Power and heat is
supplied through geothermal heat and solar power
systems. The national electric grid connects to the
building. Solar power is produced by 1054 solar PV
panels installed at the roof. Excess energy is stored in a
battery and consumed at night. KKE plans to install an
electrolyzer and hydrogen storage system for seasonal
storage. A fuel cell will generate electric power from the
hydrogen during winter. There are currently no
guidelines for dimensioning and operation of a
hydrogen loop in a hybrid renewable energy system for
buildings (Bredesen, 2019).

SIMS 61

DOI: 10.3384/ecp201769 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

9



2.1 Construction Standards 
The design of commercial buildings in Norway comply 
with NS-EN ISO 52000 (energy performance standard) 
and NS3701 (passive house standard). The standards 
allow for assessment of the power demand of a building. 
The designers use the standards to assess if the building 
design complies with the regulations. The standards 
provide a specification basis for the products and 
construction elements. 

Special purpose simulation programs assist the 
building designers in the calculation of energy 
consumption of the building at various ambient 
conditions throughout a typical year (SIMIEN, 2020). 

The construction company adjusts the heat loops and 
ventilation flow rate so that the as-built building 
complies with the design intent. The building 
constructor sets the water valves and ventilation 
dampers during commissioning. 

2.2 Real Time Measurements 
The Supervisory Control and Data Acquisition 

System (SCADA) monitors and controls the building in 
multiple zones. More than one thousand instruments are 
installed in the building. The data sample rate depends 
on the PLC, and is typically 1 minute. At a minimum, 
the controller measures air temperature, carbon dioxide 
level, and ventilation flow rate in each zone. The 
SCADA system sends the data to a database located at 
USN Campus Kongsberg. 

We measured the actual air temperature in the room 
and the ambient temperature during the months of 
March and April 2020. The four weeks from 18th of 
March to 16th of April 2020 are particularly interesting. 
Due to the 2020 pandemic, the school was in lockdown 
and there were no people in the building during this 
time. 

3 Design Basis and Assumptions 
To predict the thermal losses and verify with actual 
room temperature measurements, we need to understand 
the energy balance of the building. The outside air 
temperature and the radiation from the sun affect the 
building, Figure 1. The basic simulation module is a 
single room model where the outer walls and windows 
are exposed to the ambient conditions. 

We do not consider the effect of solar energy influx 
in this work. The room used for model verification is 
facing North-West with the horizon at 315 degrees. 

Multiple effects influence the energy balance at a 
given time. Figure 2 shows a sketch of the contributors 
to the energy balance of a room. We combine the most 
relevant thermodynamic processes in our model: a) 
thermal losses of walls, windows and roof, b) thermal 
mass of furniture, and c) heat flow contributed through 
air ventilation, floor-heating, radiator heating, and 
people (users).   

3.1 Walls, Windows, and Roof 
The energy performance standard governs the building 
design. We use the same approach in our model and we 
use the overall heat transfer coefficient, U-factor, and 
heat storage capacities applied in the building design. 
The data are available from the building owner. With 
this approach, we do not need the building construction 
details like the composite wall design or insulation 
material. Using the design basis allows us a direct 
comparison with the design basis.  

 

Figure 1. Thermal loss model of building 

 

 
Figure 2. Energy sources and thermal losses in the room 

The outer wall of the room is 22m2 of which 55% is 
window surface. The floor and roof surface is 63 m2. We 
assume zero heat transfer across the inner walls of the 
building. There are no doors exposed to ambient air. 

In our work, we use the following building design 
parameters: 
Heat transfer coefficient (U-factor) 

 Outer wall:  0.17 W/m2K 

 Roof:   0.13 W/m2K 

 Windows:   0.85 W/m2K 
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Heat capacity (h): 

 Outer wall:  12 Wh/m2K 

 Roof:   10 Wh/m2K 

 Window: 3 Wh/m2K 

3.2 Furniture 
Changes in the air temperature will change the furniture 
temperature. Depending on the furniture mass, this can 
cause a shift in the modeled air temperature compared 
with measurement.  

For design basis, we assume 30kg of furniture per 
student (900 kg total for the room in this work). We 
assume a specific heat capacity of 1000J/kgK for the 
furniture.  

3.3 Ventilation  
The ventilation provides a flow of fresh air to the room. 
The airflow rate (mass based) at inlet to the room is the 
same as the airflow rate leaving the room (per mass). 
The control system measures the volumetric airflow 
rate. This is a rudimentary measurement based on the 
valve position. During normal use, the valve position is 
adjusted automatically based on the actual demand 
regulated by the temperature setting of the room and the 
air quality (local measurements of carbon dioxide). 

The flow rate to the room is zero when the ventilation 
system is shut down and 1300 m3/hr at full flow. During 
normal operation, the control system schedule sets 
ventilation flow rate.  

We assume air as an ideal gas with constant specific 
heat capacity (isochoric) of 717.3 J/kgK and a density of 
1.2 kg/m3 for the air. 

3.4 Floor-heating 
The building floor-heating is installed in the basement, 
shared rooms, library and the main hall. Water circulates 
in piping embedded in the floor. A geothermal heat 
pump heats the water. Electric heaters allow for higher 
temperatures during the cold season. The water flow rate 
is per design and not adjusted after commissioning 

There is no floor-heating in the room used in our 
model and the flow rate is therefore set to zero in this 
work. 

3.5 Radiator 
Most rooms have one radiator. Water circulates through 
the radiator and the heat is released through natural 
convection to the air. Each radiator can provide up to 
1400W heat to the room. The actual heat release 
depends on the valve setting in the water loop. The water 
flow rate is not measured.  

The energy balance calculated at the start condition 
of the simulation determines the heat input to the room. 
We use a constant radiator heat input of 290 W in this 
work, which is the initial state equilibrium of the room 
for the measurements used in here. 

3.6 People 
People using the room will release heat to the 
surroundings. The energy performance standard 
recommends a heat release of 12 W/m2 per person for 
design of school buildings. The effect of people is not 
included in this paper because we collected the building 
data for a time where there were no people in the 
building.  

4 Thermal Model 
We use MALAB Simulink, v.10.0 (R2019b) for the 
simulations. Our system is an open system with 
conservation of mass (air). From the first law of 
thermodynamics, assuming zero work, we find that the 
change in internal energy from the initial state 0 to the 
final state is equal to the change in heat (Q) in the 
system: 

𝐸௔௜௥ − 𝐸௔௜௥଴ = ∫ 𝑄 𝑑𝑡   (1) 
where 𝐸௔௜௥ is the energy of the air in the room and 0 
indicates the initial state. 

The net heat transfer to the room is the sum of heat 
flowing into or out of the system.  

The air temperature at the initial state is calculated 
from the internal energy: 

𝑇௥௢௢௠ =
ாೌ೔ೝ

௖௩ೌ೔ೝ∗ఘೌ೔ೝ∗௏ೝ೚೚೘
  (2) 

Where 𝑐𝑣௔௜௥ is the isochoric specific heat capacity of the 
air; 𝜌௔௜௥ is the density of air, assumed constant;  𝑉௥௢௢௠ 
is volume of the room), Figure 3. 

 

Figure 3. Room temperature calculation in MATLAB 

4.1 Wall, Window and Roof 
The wall is modelled by the thermal resistance, eq.3, 

Figure 4: 

𝐸௪௔௟௟ = ∫ 𝑄௪௔௟௟ 𝑑𝑡 + 𝐸௪଴   (3) 
We base the wall model on Fourier’s law of heat 

conduction where the heat transfer through a material is 
proportional to the (negative) gradient in the 
temperature and to the area perpendicular to that 
gradient. The U-factor determines the heat transfer. 
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𝑞௖௢௡ௗ௨௖௧௜௢௡ = (𝑇௪௔௟௟ − 𝑇௢௨௧௦௜ௗ௘) ∗ 𝑈௪௔௟௟ ∗ 𝐴௪௔௟௟ (4) 
 
This heat flow does not directly interact with the 

room but reduces the temperature of the wall that again 
increases the heat flow through the convection model.  

We include the heat (storage) capacity of the material 
in our model to allow for a delay in the development of 
the air temperature inside the room: 

𝑞௪௔௟௟ = (𝑇௥௢௢௠ − 𝑇௪௔௟௟) ∗ ℎ௪௔௟௟ ∗ 𝐴௪௔௟௟  (5) 
where , 𝐴௪௔௟௟ is the surface area of the outer wall. 

This is as well the interface for this sub model to the 
central room model, as it transfers heat between the air 
in the room and the thermal mass of the wall.  

 

Figure 4. Wall model in MATLAB 

The windows and roof models are analogous to the 
wall model with different properties as listed in Section 
3.1.  

We use room air temperature to connect the sub-
models as seen in Figure 5. The air temperature 
calculation converges to steady state at each time step. 

4.2 Furniture 
The furniture model uses the thermal mass model 

since there is no sufficient data for a convection-based 
model and no heat conduction is taking place. See 
Figure 5. 

4.3 Ventilation 

The ventilation model uses volumetric flowrate 𝑉̇௩௘௡௧ 
and initial air temperature 𝑇௩௘௡௧ to determine the heat 
flow of the incoming air to the room: 

𝑞௩௘௡௧_௜௡ = 𝑇௩௘௡௧ ∗ 𝑐௔௜௥ ∗ 𝜌௔௜௥ ∗ 𝑉̇௩௘௡௧   (6) 
 
Figure 6 shows the model of the ventilation at the 

inlet to the room, the heating and the heat input from 
people. 

Because air pressure inside the room is constant, the 
air mass flow from the room is the same as at the inlet. 
The heat flow of the outgoing air from the room 
becomes (air density assumed constant): 

𝑞௩௘௡௧_௢௨௧ = 𝑇௥௢௢௠ ∗ 𝑐௔௜௥ ∗ 𝜌௔௜௥ ∗ 𝑉̇௩௘௡௧  (7) 

where the temperature of the outgoing air is the 
temperature of the bulk air temperature in the room. The 
model is shown in Figure 5 (purple box). 

 

 

Figure 5. Thermal models connected by air temperature 

 

 
Figure 6. Ventilation flow model in MATLAB 

4.4 Floor-heating 
The floor-heating model is based on the difference in 
water temperature as measured at the inlet and outlet of 
each building zone. The water flow rate is constant.  

𝑞௙௟௢௢௥ = 𝑐௪௔௧௘௥ ∗ 𝜌௪௔௧௘௥ ∗ 𝑉̇௪௔௧௘௥ ∗ (𝑇௜௡ − 𝑇௢௨௧)    (8) 

Floor-heating is set to zero in this paper. 

4.5 Radiator 
We use a constant heat input of 290W from the radiator 
to the air; see Figure 6 and Section 3.5. 

4.6 People 
The heat released by the users is not included in this 
work; see Section 3.6. 

SIMS 61

DOI: 10.3384/ecp201769 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

12



5 Model Validation 
We validate the model using actual data measurements 
from a room in the school building. We use two different 
data series:  
1. Ventilation system fully closed (due to pandemic 

lockdown), 
2. Ventilation system operated according to the standard 

building control scheme (with low flow during night).  
The SCADA samples ambient temperature, room air 

temperature, and ventilation airflow rate at 1-minute 
intervals for both data series.  

We use the measured ambient temperature and the 
ventilation airflow rate as input to the model and 
simulate the room air temperature. In the final digital 
twin, we will use a temperature forecast. The results 
presented in this paper are therefore assuming a perfect 
forecast. 

Finally we compare the simulated air temperature to 
the measured air temperature, see Figure 7 for model. 

 

Figure 7. Room Temperature Validation 

6 Results and Discussion 
Figure 8 shows the simulated and measured room 
temperature for the case of the shutdown ventilation 
system. The ventilation airflow rate was zero during the 
time and the ambient temperature varies from -3°C to 
+14°C in diurnal cycles (14 days).  

The thermal loss model predicts the response of room 
air temperature to the variation in ambient temperature. 
Figure 8 shows fair prediction accuracy with a 
maximum deviation of +/-1°C between the simulated 
and the measured room temperature. After 7 days, the 
simulation starts to deviate from the measured data and 
the prediction is less reliable. 

The prediction accuracy remains high despite the 
coarse resolution in the ambient air temperature 
measurement used as input to the model. The ambient 
temperature instrumentation installed in the building is 
accurate. The reduced resolution and observed data 
discretization is due to data truncation in the 

measurement system. We recommend improving this 
for the future. 

 

Figure 8. Room temp prediction with closed ventilation 

Figure 9 shows the simulated and measured room 
temperature for the case with the ventilation system in 
normal operation.  The ambient temperature varies from 
-3°C to +28°C in diurnal cycles (14 days). The 
ventilation airflow (Figure 10) is operating during 
daytime on the weekdays and fully closed during the 
weekend. The ventilation air temperature is constant for 
the full simulation. 

The prediction accuracy of Figure 9 is reduced 
significantly compared to Figure 8. The model is not 
able to predict the behavior for more than 2 to 3 days. 
The simulation assumes a constant ventilation air 
temperature. In reality, the air temperature changes 
within the limits set in the building control system. This 
effect is not included in the simulation.  

 

 

Figure 9. Room temp prediction, ventilation running in 
normal operation 
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Figure 10. Ventilation air flow rate applicable to Fig 9 

7 Conclusions and Further work 
Low-energy buildings have significant heat loss to the 
surroundings. This causes diurnal temperature variation 
inside the building and drives the energy consumption. 
We search for a simple model to predict the thermal 
losses of a low-energy building. We will use the model 
to predict the energy consumption of the building for 
short time periods (up to 7 days). 

Our model is based on a simple method of energy 
balance combined with heat conduction. The model data 
are based on the building design data. The model is 
validated using real data from the same building. 

We tested the model based on real conditions over a 
14-day period with and without ventilation air entering 
the building. The model is accurate within +/-1°C for 7 
days prediction for cases where the ventilation system is 
off.  

For simulation with the ventilation system in normal 
operation, the model predicts the change in room 
temperature within an accuracy of  +/-1°C for 2 days. 
Additional accuracy for longer periods may require 
input of the ventilation air temperature. This should be 
checked in future work. 

Future work should provide qualitative measures for 
the error between the measured and the predicted room 
temperature. This will help our understanding of the 
prediction accuracy. 

We will extend the model to predict the effect of solar 
influx. Solar radiation is likely to affect the temperature 
of the walls and may result in a different thermal loss 
from the building. 

Future models should verify the dynamic behavior of 
the building. The simplistic approach taken in this work 
is a possible oversimplification, and can lead to serious 
errors if not closely monitored. 
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Abstract
The paper extends a previous model of a heated water sys-
tem with stratification, with an external floor heating cir-
culation loop and a detailed model of heat transfer from
water pipe to heated room. A minor error in the previous
stratification model is corrected. The floor heating loop is
posed as a cross-current heat exchanger, and a simple ap-
proximation of time delay for heat advection is suggested.
For heat flow to the room, infinitely fast heating of an
aluminum plate is suggested, with slower heat transfer to
chip-board, through fiberboard and parquet to the room.
The room is heated by a combination of convection and
radiation. The results show that the inclusion of the heat
circulation loop shows that this has an important effect on
the dynamics of the system, and that this loop should be
taken into account if parameters are tuned to fit the model
to experimental data.
Keywords: floor heating, energy in buildings, energy
storage, hot water tank model, water distribution system,
stratified flow model

1 Introduction
Floor heating has been used for thousands of years, and
essentially consists of a heat generation system and a heat
distribution system with heat transfer through the floor.
Modern studies of low energy buildings focus on taking
advantage of water with low thermal value (lukewarm,
30–35 ◦C), which necessitates reducing heat transfer co-
efficients in the system. Modern control systems allow for
reducing the temperature when (part of) the building is un-
used, but require heating system with low heat capacity to
be efficient. This implies using above-floor systems, i.e.,
inserting pipes in the underlayment between the subfloor
(e.g., chipboard) and the floor covering (parquet, etc.).

(Lie et al., 2014) discussed the use of solar heating as-
sisted by electric heating for floor heating, and studied the
use of Model Predictive Control (MPC), and (Lie, 2015)
discussed a minor improvement of the heater model. In
(Johansen et al., 2019), an improved model of an elec-
tric heater was considered, and compared with experi-
mental data. Specifically, a model of stratification due to
(Viskanta et al., 1977) was used, see also (Xu et al., 2014).
(Lago et al., 2019) discusses a similar model, and a pos-
sible smooth description of the buoyancy conductivity. A
more complex model of stratification is given in (Vrettos,
2016), with a two stage diffusion predictor and buoyancy
corrector step. A system with some details of floor heating

Figure 1. Floor heating system.

is discussed in (Ho et al., 1995).
In this paper, the heated water tank model as in (Jo-

hansen et al., 2019) is corrected for missing constants, and
is extended with a water distribution system for floor heat-
ing. The system is extended to include a circulation loop
for floor heating — with more details about the floor lay-
ers than in (Lie et al., 2014), while excluding the solar
heating. The effect of the circulation loop is examined;
this circulation loop was not included in the model fitting
of (Johansen et al., 2019). The paper is organized as fol-
lows. In Section 2, an overview is given of the system. In
Section 3, the dynamic model of the system with heater,
water circulation, and floor layers + room is developed. In
Section 4, some simulations results are given, while con-
clusions are drawn in Section 5.

2 System overview
2.1 Floor heating
Consider a floor heating system for a building, Fig. 1.

The system consists of an electrically heated, stratified
water tank which supplies heated water to a water loop
passing through water pipes embedded in the floor. The
heated floor then provides heating to the room above to
compensate for heat loss to the surroundings. Both floor
temperature and air temperature in the heated room is of
importance for inhabitant comfort. Typically, a floor tem-
perature of ca. 22 ◦C and an air temperature of ca. 20 ◦C
is deemed optimal when in use.

The heated water tank is influenced by external signals
in the form of the loop volumetric water flow rate V̇`, the
split range valve signal uv which determines how much
water goes through the heated tank, the ambient tempera-
ture of the heated tank, T t

a , and the fraction of full electric
power uP that is used to heat the tank. In the model of (Jo-
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hansen et al., 2019), the inlet temperature Ti at the bottom
of the tank was also an external signal; in this work, Ti is
a signal that comes from the heated floor subsystem, and
is thus not a free, external input.

The water from the heated tank flows into the water
loop at temperature T `

i (the temperature after the split
range valve of the heated tank), and passes through a
lengthy pipe embedded in the floor. The floor pipe is es-
sentially a heat exchanger for transfer of heat to the floor.
From the floor, heat is transferred to the room by convec-
tion and radiation. Finally, the room experiences a heat
loss to the surroundings which is at external ambient tem-
perature T r

a .

2.2 Heated water tank: modification
The stratified heated water tank with discretization is
given in detail in Johansen et al. (2019). In (Johansen
et al., 2019), buoyant turbulent mixing flux Q̇′′db was cor-
rectly given by

∂ Q̇′′db
∂ z

=−kb
∂ 2T
∂ z2 .

Here, z is vertical position, kb is a buoyancy conductivity,
and T is the temperature distribution over z . However,
here we correct the expression for kb, which should be

kb =

{
ρ ĉp ·κ2d2

√
gαp

∣∣ ∂T
∂ z

∣∣, ∂T
∂ z < 0

0, ∂T
∂ z ≥ 0,

where ρ is density, ĉp is specific heat capacity, κ is the von
Kármán constant, d is the tank diameter, g is acceleration
of gravity, and αp is the thermal expansion coefficient at
constant pressure.

The essential difference is that in the previous publica-
tion, ρ ĉp was replaced by an ad hoc tuning parameter cb
which was suggested to have a value near unity.

2.3 Transport of water in pipes
If we assume that the pipes transporting water to and from
the heated floor are perfectly insulated, the temperature for
these stretches are given by the advection equation:

∂T
∂ t

=−v
∂T
∂x

where

v =
V̇`

Ap

with V̇` the volumetric flow rate in the water loop through
the floor heating system, and Ap the cross sectional area of
the pipe. The advection model has the well known solu-
tion

T (t,x = L) = T
(

t− L
v
,x = 0

)
where L is the length of the pipe. The Laplace transform
of this solution is

T (s,x = L) = exp
(
−L

v
s
)

T (s,x = 0) .

Chipboard, 22 mm

Mineral wool, 198 mm

Air, 23 mm
Ceiling panel, 14 mm

Floor above ground

Parquet, 14 mm

Plastic film, 0.20 mm

Felt paper
Aluminum, 0.5 mm
Porous fiberboard, 36 mm 

150-200 mm

Figure 2. Structure of floor heating (not to scale), freely
after https://www.uponor.no/vvs/produkter/gulvvarme/calma-
trinnlydplater. Water flows in water pipes, which typically are
separated by 150–200mm.

This time delay can be expressed directly in some model-
ing languages. In Modelica, the syntax would be1:

1 TxL = delay(Tx0, L/v)

Other languages, such as Julia, have special solvers for
delay differential equations.

Introducing τ ≡ L
v as the time delay, we can approxi-

mate the solution by N compartments. With partial delay
τi such that ∑

N
i=1 τi = τ , a possible Padé approximation is

T (s;x = L)
T (s;x = 0)

=
1

exp(τNs)

N−1

∏
i=1

exp
(
− τi

2 s
)

exp
(

τi
2 s
) ≈ 1

1+ τNs

N−1

∏
i=1

1− τi
2 s

1+ τi
2 s

with realization

dx1

dt
=

1
τ1

(Tx=0− x1)

dx1

dt
+

dx2

dt
=

2
τ2

(x1− x2)

...
dxN−1

dt
+

dxN

dt
=

2
τN

(xN−1− xN)

where Tx=L = xN . An advection model/time delay has
non-minimum phase characteristics (Åstrøm and Murray,

2008), and the all-pass terms 1− τi
2 s

1+ τi
2 s

ensures that the non-

minimum phase characteristic is retained. At the same
time, the lag term 1

1+τNs ensures that the time derivative
of the input signal Tx=0 can be avoided. This advection
model approximation constitutes a DAE, which can eas-
ily be changed into an ODE. However, the resulting ODE
becomes more complicated, and if we use a DAE solver,
such a reformulation is not needed.

2.4 Heat transfer from water to floor
2.4.1 Structure of heated floor

The structure of the floor layers is depicted in Fig. 2.
Water pipes of PEX (cross-linked polyethylene) are

put in grooves in the underlayment, typically in flexible,
porous fiberboard which also serves to dampen the sound

1https://www.openmodelica.org/forum/default-topic/1907-how-to-
make-a-time-delay,-w-t-r
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of steps. To secure good heat transfer to the floor finish
(e.g., parquet), the pipes are put in thermal contact with an
aluminum plate which has high thermal conductivity, and
thus spreads the heat evenly in the aluminum plate. The
water pipes are either surrounded (50-75%) by Ω-plates or
clips, or they are surrounded by a plaster with good ther-
mal conductivity such as anhydrite — this is to secure the
best possible heat transfer area to the aluminum plate.

To achieve even temperature in the aluminum plate and
thus in the floor finish (e.g., parquet), pipes of outer di-
ameter 12–20mm and 2mm wall thickness of PEX are
typically put at a distance of 15–20cm along the entire
floor. Between the floor finish and the aluminum plate is
felt paper, or similar, to enable some sliding between the
floor finish and the underlayment and thus reduce sounds
of movement.

The floor layer structure in Fig. 2 is common when there
is a room below the floor. We will neglect heat transfer
resistance in the very thin plastic film and felt paper. For
simplicity, we will also assume that the insulation (mineral
wool) is perfect, and that there is no heat leakage to the
room below.

2.4.2 Heat transfer from water to aluminum
To simplify the model, we assume a fast heat transfer be-
tween water and aluminum, and due to aluminum’s high
heat conduction, the aluminum temperature is taken to be
homogeneous. Heat transfer can then be modeled as in a
steady state cross current heat exchanger. The water tem-
perature is at the tube side (pipe), with temperature Tp (x)
varying along the pipe length, while aluminum is the shell
side with temperature Tal being independent of position.

Introducing the tube side water pipe dimensionless
Stanton number Np

St,

Np
St =

UxAx

ṁpĉp,w
,

with heat transfer coefficient Ux, contact surface Ax in
heat exchanger, tube side (water) mass flow rate ṁp, and
tube side heat capacity ĉp,w, and assuming Np

St is indepen-
dent of position x, we find the heat transfer from tube side
water pipe to shell side aluminum Q̇p2al to be

Q̇p2al = ṁpĉp,w
[
1− exp

(
−Np

St

)](
T p

i −Tal
)
.

Here, T p
i is the water pipe inlet temperature to the “heat

exchanger”, while Tal is the exit temperature of the shell
side = aluminum temperature.

The aluminum (shell side) temperature is given by the
energy balance for the shell side (aluminum). Since the
heat conduction in aluminum is fast, we will assume
steady state for aluminum, i.e.,

0 =
dUal

dt
= Q̇p2al− Q̇al2x,

where Ual is the internal energy of the shell side (alu-
minum), Q̇al2x is the combined heat flow to the fiberboard
and the parquet. We will return to an expression for Q̇al2x.

We also need the effluent water (tube side) temperature
T p

e , which is the temperature of the water returning to the
heated tank:

T p
e = Tal + exp

(
−Np

St

)(
T p

i −Tal
)
. (1)

In the expression for the Stanton number,

ṁp = V̇`ρw

1
Ux

=
1

hw
+

dp
2 ln

(
1+ 2δp

dp

)
kp

where hw is the heat transfer coefficient for water to solid
in the pipe, dp is the inner diameter of the pipe, δp is the
thickness of the plastic water pipe wall, and kp is ther-
mal conductivity of the pipe material (plastic) (Lydersen,
1979).

Likewise, the contact area Ax is, say, 75% of the plastic
pipe surface, i.e.,

Ax = 0.75 ·π
(
dp +2δp

)
Lf

where dp is the inner diameter of the pipe, while Lf is the
length of the pipe in contact with the shell side (aluminum)
in the floor.

2.4.3 Heat transfer to plates

Steady energy balance for the aluminum plate leads to

Q̇p2al = Q̇al2x = Q̇al2pq + Q̇al2fb

where Q̇al2pq is the heat transfer from aluminum at temper-
ature Tal to parquet, while Q̇al2fb is the heat transfer from
aluminum to fiberboard. In addition to this, we will also
need the heat transfer Q̇fb2cb from fiberboard to chipboard.

The dynamics of parquet, fiberboard, and chipboard
will be considerably slower than that of aluminum, so we
include a dynamic model of these plates. In a simplified
description, we assume a thin boundary layer near alu-
minum for parquet and fiberboard, and a thin boundary
layer near fiberboard for chipboard — for the rest of the
board volumes, we assume homogeneous temperature T .
This leads to a simplified model

ρAĉpδ
dT
dt

= A
k
δ
(T0−T )− Q̇x=δ .

Applying this model to all three boards, we associate
quantities as in Table 1. In Table 1, Q̇pq2r is the heat flow
from the parquet to the room — which consists of convec-
tive heat flow and radiative heat flow. Q̇fb2cb is the heat
flow from the fiberboard to the chipboard. Finally, the
heat flow out of the chipboard is zero, because we have
assumed that the insulation material below the chipboard
(“mineral wool”) is perfect.
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Table 1. Quantities and flow rates for boards.

Quantity Parquet Fiberboard Chipboard
T Tpq Tfb Tcb
δ δpq δfb δcb
T0 Tal Tal Tfb

Q̇x=δ Q̇pq2r Q̇fb2cb 0

2.5 Heat transfer related to room
The heat transferred into the room from the parquet floor,
Q̇pq2r, consists of heat convection from the floor, Q̇c

pq2r,
and net radiation, Q̇r

pq2r. Heat convection is given by floor
area Apq and heat flux Q̇′′,cpq2r,

Q̇′′,cpq2r = Upq2r
(
Tpq−Tr

)
.

The net radiation consists of radiation out due to parquet
floor temperature, and return radiation due to radiation
from the ceiling. Assuming that the ceiling has the same
temperature as the room air Tr, it can be shown that

Q̇′′,rpq2r =
1

1
εpq

+ 1
εr
−1

σ
(
T 4

pq−T 4
r
)

where σ is Stefan-Boltzmann’s constant, and εpq and εr
are the emissivities from the parquet floor and the room
(ceiling), respectively. In this radiation expression, abso-
lute temperature must be used. The expression is based on
radiation between two parallel planes. In summary,

Q̇pq2r = Apq

(
Q̇′′,cpq2r + Q̇′′,rpq2r

)
.

There is also a convective heat loss to the surroundings,
Q̇r2a, given by

Q̇r2a = ArQ̇′′r2a

where Ar is the net surface between the room and the am-
bient of the room, while

Q̇′′r2a = Ur2a (Tr−T r
a ) .

3 Dynamic model
Since the density of water and air will be assumed con-
stant, we essentially need the energy balance. The model
can be summarized as follows.

3.1 Heated tank
The model from (Johansen et al., 2019) has been corrected
in a project in a course at USN2, as described in Sec-
tion 2.2. For model details, see (Johansen et al., 2019).

2University of South-Eastern Norway: Course FM1015 Modelling
of Dynamic Systems, group project Fall of 2019.

3.2 Floor heating/heat exchanger
If we neglect the time delay from the heated tank to the in-
let to the floor coil pipes, we have T p

i (t) = T `
i (t). If we in-

stead include the time delay, we have T p
i (t) = T `

i (t− τt2f)
where the time delay from the heater to the floor is τt2f =
Lt2f

v = Lt2f
V̇`/Ap

with length Lt2f of the water pipe from the

heated tank to the floor coil inlet, volumetric flow rate V̇`

in the floor heating pipes, and cross sectional area Ap of
the pipe, i.e., Ap = πr2

p = πd2
p/4.

With aluminum plate temperature Tal, the effluent tem-
perature T p

e of the water after the floor has been heated is
then

T p
e = Tal + exp

(
−Np

St

)(
T p

i −Tal
)
,

where the tube (pipe) side dimensionless Stanton number
Np

St is

Np
St =

(U A)x
ṁpĉp,w

,

with overall heat transfer coefficient Ux, contact surface
Ax in heat exchanger, water mass flow rate in the pipes
ṁp, and water heat capacity ĉp,w, and assuming Np

St is in-
dependent of position x. Here, the overall heat transfer
coefficient is given by

1
Ux

=
1

hw
+

dp
2 ln

(
1+ 2δp

dp

)
kp

where hw is the heat transfer coefficient from water to pipe
wall, kp is the conductivity of the pipe wall (plastic), dp is
the inner pipe diameter, while δp is the pipe thickness. The
contact surface Ax is assumed to be 75% of the external
surface of the pipes, i.e.,

Ax = 0.75π
(
dp +2δd

)
Lf.

The heat transferred from water pipe (tube side) to alu-
minum (shell side) is then Q̇p2al given by

Q̇p2al = ṁpĉp,w
[
1− exp

(
−Np

St

)](
T p

i −Tal
)
.

Here, T p
i is the water pipe inlet temperature to the “heat

exchanger”, while Tal is the exit temperature of the shell
side; since the shell side is assumed to have homogeneous,
Tal is the aluminum temperature.

The water temperature that enters the return loop to
the heated tank is T p

e (t) if we neglect time delay, and
T p

e (t− τf) if we include the time delay of the water flow-
ing through the floor coils, τf =

Lf
v = Lf

V̇`/Ap
(assuming the

same pipe cross sectional area everywhere).
Assuming steady energy balance for the aluminum

plate gives
0 = Q̇p2al− Q̇al2x,

where Q̇p2al is given above, while Q̇al2x is given by

Q̇al2x = Q̇al2pq + Q̇al2fb
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with
Q̇al2pq = Ar

kpq

δpq

(
Tal−Tpq

)
and

Q̇al2fb = Ar
kfb

δfb
(Tal−Tfb)

with Ar being the area of the room floor.
For the heat flow from fiberboard to chipboard, we have

Q̇fb2cb = Ar
kcb

δcb
(Tfb−Tcb) .

The effluent water from floor heating at temperature T p
e

is returned to the heated tank through a pipe of length Lf2t.
If the time delay is neglected, we have Ti (t)= T p

e (t). If we
include the time delay, the relation is Ti (t) = T p

e
(
t− τf2p

)
where τf2p =

Lf2p
V̇`/Ap

.

3.3 Board models
The models for the parquet, the fiberboard and the chip-
board can be summarized as follows:

ρpqArĉp,pqδpq
dTpq

dt
= Q̇al2pq− Q̇pq2r

ρfbArĉp,fbδfb
dTfb

dt
= Q̇al2fb− Q̇fb2cb

ρcbArĉp,cbδcb
dTcb

dt
= Q̇fb2cb.

Here,

Q̇pq2r = Q̇c
pq2r + Q̇r

pq2r

Q̇c
pq2r = ArUpq2r

(
Tpq−Tr

)
Q̇r

pq2r = Ar
1

1
εpq

+ 1
εr
−1

σ
(
T 4

pq−T 4
r
)
.

3.4 Room model
With a simplistic room model, we only consider air mass
mr with no ventilation. Then

dUr

dt
= Q̇pq2r− Q̇r2a

where Ur is the internal energy of the room air, for simplic-
ity, dUr ≈ mrĉv,adTr, where ĉv,a = ĉp,a− R

Ma
is the specific

heat capacity of air at constant volume, ĉp,a is the specific
heat capacity at constant pressure, with gas constant R and
molar mass of air Ma. Here,

Q̇r2a = As
rUr (Tr−T r

a )

where As
r is the surface area of the room against the am-

bient temperature T r
a , Ur is the overall heat transfer coef-

ficient from room air temperature Tr to ambient tempera-
ture.

In a more realistic room model, we would also take
into account stored energy in furniture, walls, etc., multi-
ple rooms with transport between the rooms, and radiation
from the sun into the room.

3.5 Model parameters
Model parameters for the heated tank are given in (Jo-
hansen et al., 2019), while model parameters for the
floor/heated room are given in Table 2.

Let us briefly discuss the time delays of water flow in
the system. With V̇` ∈ [1,13]L/min and Ap = πd2

p/4 we
find time delays:

τt2f =
Lt2f

V̇`/Ap
=

20 ·101π
(12·10−2)

2

4
V̇`

=
2.26
V̇`

= [0.17,2.3]min

τf =
Lf

V̇`/Ap
=

250

V̇`π
(12·10−2)

4

= [2.2,28.3]min

τf2t =
Lf2t

V̇`/Ap
= τt2f.

This means that for low flow rates, the time delay main be
up to 30min through the floor pipe. The time delay in the
transport pipes is small, though. The characteristic time
constants of the system are in the same order of magni-
tude, (Johansen et al., 2019). Thus, the time delay should
be considered. For simplicity, a simple approximation of
the time delay is to put it between the outlet of the floor
pipe and the heated tank. We use the approximate descrip-
tion

dx1

dt
=

1
τ1

(T p
e − x1)

dx1

dt
+

dx2

dt
=

2
τ2

(x1− x2)

...
dxN−1

dt
+

dxN

dt
=

2
τN

(xN−1− xN)

with Ti = xN and τ = ∑
N
i=1 τi =

(Lt2f+Lf+Lf2t)Ap
V̇`

. For sim-
plicity, we set τi =

τ

N .

4 Simulation results
The model of the heated tank with 20 slices and speci-
fied input temperature Ti is simulated, and compared to a
model of the combined heated tank and floor heating with
circulating water providing Ti, using the model parameters
in (Johansen et al., 2019) and those in Table 2, with N = 3
“volumes” in the time delay approximation.

Key inputs to the systems are given in Fig. 3. Observe
that inlet temperature to the heated tank, Ti, is only used
when the heated tank is simulated as an independent sys-
tem. It has been assumed that the ambient temperature
to the heated tank is T t

a = 15 ◦C, while that the outdoor
temperature is T r

a = 5 ◦C; both are assumed to be constant
over time.Initial values of all states (temperatures) are set
to 25 ◦C.

Figure 4 compares the temperature distribution in the
heated tank for the cases (a) that the heated tank is an in-
dependent system with specified Ti, and (b) that the heated
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Table 2. Model parameters for room with floor heating.

Parameter Value Comment
dp 12mm Inner diameter of floor pipe
δp 2mm Thickness of floor pipe wall
kp 0.5W/mK Thermal conductivity of floor pipe material (PEX)
Lf 250m Length of pipe in floor heat exchanger

Lt2f 20m Length of pipe from tank to floor coils
Lf2t 20m Length of return pipe from floor coils to tank
Ax 0.75π

(
dp +2δp

)
Lf Heat transfer area from water to aluminum plate

hw 6500W/m2K Heat transfer from water to pipe wall

Ux 1/

(
1

hw
+

dp
2 ln

(
1+

2δp
dp

)
kp

)
Overall heat transfer coefficient, water to aluminum

Ar 50m2 Area of floor with floor heating
hr 2.5m Height of room
Vr hrAr Volume of room
ρa 1.225kg/m3 Density of air

ĉp,a 1kJ/kgK Specific heat capacity at constant pressure, air
R 8.31kJ/kmolK Gas constant

Ma 28.97kg/kmol Molar mass of air
ĉv,a ĉp,a− R

Ma
Specific heat capacity at constant volume, air

mr ρaVr Mass of air in room
δpq 14mm Thickness of parquet
δfb 36mm Thickness of fiberboard
δcb 22mm Thickness of chipboard
ρpq 750kg/m3 Density of parquet material
ρfb 230kg/m3 Density of fibreboard material
ρcb 700kg/m3 Density of chipboard material

ĉp,pq 2kJ/kgK Specific heat capacity of parquet material
ĉp,fb 1.4kJ/kgK Specific heat capacity of fibreboard material
ĉp,cb 1.8kJ/kgK Specific heat capacity of chipboard matierial
kpq 0.17W/mK Thermal conductivity of parquet material
kfb 0.049W/mK Thermal conductivity of fibreboard material
kcb 0.15W/mK Thermal conductivity of chipboard material
σ 5.6494 ·10−8 W

K4 m2 Stefan-Boltmann’s constant
εpq 0.9− Emissivity of parquet
εr 0.96− Emissivity of ceiling (room)
As

r Ar +4hr
√

Ar Surface area of room
kr
δr

0.15W/m2K Heat transfer coefficient through wall

Ur 1/
(

1
ha
+ δr

kr
+ 1

ha

)
Overall heat transfer coefficient, room to ambient
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Figure 3. Control inputs uP (power fraction to heated tank),
uv (water flow valve opening), and V̇` (volumetric flow rate in
heating loop).

Figure 4. Temperature distribution (Te: effluent temperture from
heated tank; T (zP): temperature at heating element; Ti: influent
temperature to heated tank; T s

j temperature at heated tank sen-
sors; T `

i inlet temperature to floor heating loop) in heated tank
for cases (a) the heated tank is an independent system with spec-
ified tank inlet temperature Ti, and (b) the heated tank and the
floor heating system are connected via a water loop where Ti is
the return water temperature from the floor heating.

tank and the floor heating system are connected such that
Ti is caused by a return of water from the floor.

Figure 5 shows the temperatures in the floor heating
part: Tal, Tpq, Tr, Tfb, Tcb.

Using a DAE solver (OpenModelica), we immediately
also find other quantities such as heat flows. As an ex-
ample, Fig. 6 shows the heat flow from water pipe to alu-
minum, Q̇al2p, as well as heat flow out of the aluminum
plate, Q̇al2x. Furthermore, the figure shows the separate
heat flow from aluminum to parquet, Q̇al2pq, and from alu-
minum to fiberboard, Q̇al2fb.

Because steady state is assumed for the aluminum plate,
Q̇al2x ≡ Q̇p2al. Furthermore, Q̇al2x = Q̇al2pq + Q̇al2fb. Ob-
serve that with the given initial temperatures of the fiber-
board, Q̇al2fb < 0 in these operating conditions.

Figure 7 shows the total heat flow from the parquet to
the room, and the heat flow due to convection vs. radia-
tion.

Figure 5. Temperature evolution in various compartments in
the floor heating system (Tj: temperature in compartment j —
al: aluminum plate, pq: parquet, r: room, fb: fiber board, cb:
chip board). Observe that all compartments start at 25◦C.

Figure 6. Heat flows from floor water pipe through aluminum to
parquet and fiberboard (Q̇i2 j: heat flow rate from compartment
i to j, where i, j are p: water pipe, al: aluminum plate, pq: par-
quet, fb: fiber board). Observe that for the case studied here, the
flow from the aluminum plate to the fibreboard is negative.

Figure 7. Heat flows from parquet to room (Q̇k
i2 j: heat flow rate

from compartment i to compartment j, where pq: parquet, r:
room, and k indicates heat flow type, c: convection, r: radiation).
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An interesting observation is that heat flow by radiation
dominates over heat flow by convection. Often, the ra-
diation flow term is linearized and converted into a quasi
convection term, with modification of the total heat trans-
fer coefficient.

5 Conclusions
A previous model of a stratified heated water tank has been
improved, and extended with a water circulation loop for
heating of the floor in a room. A simple approximation of
an advection model has been used in the water loop, and
the heat transfer to the floor layers has been described as
a cross-current heat exchanger to an aluminum plate with
infinitely fast dynamics. The heat is then transported from
the aluminum plate to a chip-board below the aluminum
plate, and through a fiberboard plate through the parquet,
and then via convection and radiation to the room. In the
floor layers, the effects of a thin plastic film and a thin felt
paper have been neglected, and perfect insulation has been
assumed below the chipboard. The room model is overly
simple in that only air has been included; in reality, air
heats furniture, walls, etc., which will add to the thermal
mass of the room. Still, the extension in the paper are
believed to give a realistic description of the transfer of
heat from a heated tank to the floor of a building.

An important result is that the water circulation loop has
a considerable effect on the dynamics of the water tank
temperatures. A previous paper discussed tuning of pa-
rameters for model fitting. The effect of the circulation
loop indicates that the circulation loop should be taken
into consideration when tuning model parameters.

The model contains a large number of parameters; (Jo-
hansen et al., 2019) and Table 2. Most of these parame-
ters are available from the literature/experimental work at
building institutes. Because of the physical nature of the
model, such literature values will not be too far off from
their real values. However, some of the parameters are
uncertain. This is especially true with some heat trans-
fer coefficients. Thus, in practice, it will be necessary
to tune some of the parameter values based on available
experimental data. Because of the physical nature of the
model, the model can be expected to generalize better to
other buildings than a purely empirical/data-driven model
would have.

Future work will include a more detailed room/apart-
ment model, and better scaling of the heater power com-
pared to the heat loss in the system. It is also of interest
to include more formal description of water physics and
heat transfer. Model fitting will be an important part of an
improved model. Finally, it is of interest to look more into
how such a model can be used in a control system.
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Analysis of model for control of thermal energy in buildings
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Abstract
The paper considers a model for floor heating in build-
ings, with an electrically heated, stratified water tank, a
circulation loop, a detailed description of heat transport
through the floor, and a simplistic room model. The model
structure is suitable for control of room temperature, and
the paper discusses the use of modern simulation tools
for control-relevant analysis of such models. The stratifi-
cation description contains a non-differentiable buoyancy
term, and two approximations are studied which circum-
vent this problem. The results indicate that a boundary
layer approach is superior to a log-sum-exp approxima-
tion. Important basic control-relevant analysis ideas in-
clude step response (time constants), sensitivity analysis
(parameter identifiability), the system zeros location (at-
tainable performance), and Bode plots (control synthesis).
The paper illustrates how such an analysis can be carried
out using tools such as OpenModelica in combination with
scripting language Julia.
Keywords: thermal building model, heated water tank,
floor heating, model analysis, sensitivity analysis, lin-
earization, control architecture

1 Introduction
Modern floor heating systems utilize “low quality” ther-
mal energy in lukewarm water (30–35 ◦C). To reduce the
overall energy consumption, it is necessary to allow for
rapid temperature changes when occupants leave or ar-
rive, hence a low heat capacity in the distribution system
is desirable. Maximizing the temperature in the buildings
requires low heat transfer coefficients. Building energy
management systems (BEMS) are used to handle the heat-
ing and water distribution.

(Lie et al., 2014) discussed the use of solar heating as-
sisted by electric heating for floor heating, and studied
the use of Model Predictive Control (MPC). In (Johansen
et al., 2019), an improved model of an electric heater was
considered, and compared with experimental data. Specif-
ically, a model of stratification due to (Viskanta et al.,
1977) was introduced, see also (Xu et al., 2014). A more
complex model of stratification is given in (Vrettos, 2016),
with a two stage diffusion predictor and buoyancy correc-
tor step. In (Bhattarai et al., 2020), a minor correction of
the buoyancy term is introduced in reference to (Johansen
et al., 2019), and the system is extended to include a cir-
culation loop for floor heating — with more details about
the floor layers than in (Lie et al., 2014), while excluding

the solar heating.
Traditional heating systems for buildings often use sim-

ple temperature controllers such as thermostats. It is of in-
terest to also consider and analyze building models from a
more classical control theoretical point of view. Open loop
studies typically include step response tests. Interesting
questions arise related to identifiability of model parame-
ters, where parameter sensitivity plays a key role, (Varma
et al., 1999), (Jayakumar et al., 2011), (Sarmiento Fer-
rero et al., 2006). Model structure and input-output rela-
tions may put restrictions on attainable performance in dy-
namic systems. Essentially, unstable zero dynamics limits
how fast feedback control loops can be made while re-
taining robustness. For linear models, the modes of the
zero dynamics equal the system zeros, (Kwakernaak and
Sivan, 1972), (Lie, 1995), and the performance limiting
zeros are the right-half-plane zeros. Classical linear con-
trol design is often based on linearized approximations
of models, and the Bode plot is a simple presentation of
some dynamic properties for importance in control design,
(Åstrøm and Murray, 2008).

The emphasis of this paper is on how to use modern
computer languages to analyze the model, with the ul-
timate purpose of control design. We consider the lan-
guages Julia (Rackauckas and Nie, 2017) and Modelica
(Fritzson, 2015), specifically OpenModelica operated via
the OMJulia API (Lie et al., 2019). The focus is not
on control design, but on analysis tools. The floor heat-
ing model in (Bhattarai et al., 2020) is used in the study.
This model contains a max() function in the description
of stratification, which is unfortunate when linear approx-
imations are sought. Thus, two approximations to the max
function are considered. Basic step responses are used to
find the open loop response. Next, computation of out-
put sensitivity to model parameters is illustrated, together
with model linearization with location of poles and zeros
as well as Bode plots. The paper is organized as follows.
In Section 2, the system under study is presented, and two
approaches to model approximation are presented. In Sec-
tion 3, the original stratification model is compared to the
two approximations. In Section 4, computer tools are used
for model analysis. In Section 5, some conclusions are
drawn.

2 System overview
2.1 Floor heating
Consider a floor heating system for a building, Fig. 1.
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Figure 1. Floor heating system.

The system consists of an electrically heated, stratified
water tank which supplies heated water to a water loop
passing through water pipes embedded in the floor. The
heated floor then provides heating to the room above to
compensate for heat loss to the surroundings. Both floor
temperature and air temperature in the heated room is of
importance for inhabitant comfort. Typically, a floor tem-
perature of ca. 22 ◦C and an air temperature of ca. 20 ◦C
is deemed optimal when in use.

Modern buildings are not in use all the time, and it is
of interest to save energy by reducing temperatures when
a building is empty. To allow for quick reduction and
increase in temperatures, the heat capacity of the floor
should be low. On the other hand, low heat capacity leads
to problems in case of power failure.

The heated water tank is influenced by external signals
in the form of the loop volumetric water flow rate V̇`, the
split range valve signal uv which determines how much
water goes through the heated tank, the ambient tempera-
ture of the heated tank, T t

a , and the fraction of full electric
power uP that is used to heat the tank. In the model of (Jo-
hansen et al., 2019), the inlet temperature Ti at the bottom
of the tank was also an external signal; in this work, Ti is
a signal that comes from the heated floor subsystem, and
is thus not a free, external input.

The water from the heated tank flows into the water
loop at temperature T `

i (the temperature after the split
range valve of the heated tank), and passes through a
lengthy pipe embedded in the floor. The floor pipe is es-
sentially a heat exchanger for transfer of heat to the floor.
From the floor, heat is transferred to the room by convec-
tion and radiation. Finally, the room experiences a heat
loss to the surroundings which is at external ambient tem-
perature T r

a .

2.2 Buoyancy conductivity approximations

2.2.1 Original stratification expression

The buoyancy conductivity expression kb is

kb ∝

√
max

(
−∂T

∂ z
,0
)
, (1)

or alternatively

kb ∝

{√
− ∂T

∂ z ,
∂T
∂ z < 0

0, ∂T
∂ z ≥ 0.

(2)

For implementation in Modelica, the formulation in Eq. 1
works fine, while the formulation in Eq. 2 leads to chatter-
ing between the two function branches when the gradient
fluctuates around 0.

If we want to linearize the model in Modelica, things
get even more complex: Modelica does not handle auto-
matic linearization of either the expression in Eq. 2 or that
in Eq. 1. Thus, for analysis purposes, it is of interest to
seek approximations to the above buoyancy conductivity
expressions which allow for linearizing the model by au-
tomatic linearization.

2.2.2 Log-sum-exp approximation
For simplicity, we first consider function

max(−x,0) =

{
−x, x < 0
0, x≥ 0.

A common approximation of this max function is the so-
called “log-sum-exp” function, (Lago et al., 2019), which
in a simple version can be posed as

max(−x,0)≈ 1
µ

log(exp(−µx)+ exp(µ ·0))

=
1
µ

log(1+ exp(−µx)) .

With increasing µ , this approximation becomes better and
better, while still being differentiable. Thus, we can use
the following approximation of the buoyancy conductiv-
ity:

kb ∝

√
1
µ

log
(

1+ exp
(
−µ

∂T
∂ z

))
, (3)

where µ is tuned to give as good approximation as possi-
ble.

There is a potential problem with this approximation for
our use: 1

µ
log(1+ exp(−µx))> 0 for x > 0. Thus, when

∂T
∂ z → x, we will get a “buoyancy” effect when ∂T

∂x > 0 —
when there really is no buoyancy.

2.2.3 Boundary layer approximation
An alternative approach to approximation is to establish a
boundary layer for x ∈ [−δ ,0], and use a polynomial tran-
sition from y(−δ ) to y(0) which simultaneously is dif-
ferentiable at x = −δ and x = 0. For simplicity, we ap-
proximate

√
max(−x,0) instead of max(−x,0). It can be

found that the following composed function is suitable:

√
max(−x,0)≈


√
−x, x <−δ
√

δ ·
(

3
2

( x
δ

)3
+ 5

2

( x
δ

)2
)
, x ∈ [−δ ,0]

0, x > 0.
(4)
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Figure 2. Left panel: comparison of f (x) =
√

max(−x,0)
(green line) with log-sum-exp approximation flse (x) =√

log(1+exp(−µx))
µ

in Eq. 3 (blue, solid: µ = 5, dotted: µ = 20),
vs. boundary layer approximation fbl (x) in Eq. 4 (red, solid:
δ = 0.3, dotted: δ = 0.07). Right panel: comparison of deriva-
tives.

2.2.4 Comparison of approximations

Figure 2 illustrates the approximation of
√

max(−x,0)
with these two approaches.

Figure 2 illustrates a potential problem with the log-
sum-exp approximation in Eq. 3 in that this approximation
will give a buoyancy effect when ∂T

∂ z > 0 (function flse (x),
blue curve in the left panel Fig. 2 is positive for x > 0),
which is unphysical. The boundary layer approximation
in Eq. 4 (function fbl (x), red curve in the left panel) is,
however, zero for x > 0, which is physically correct.

It should be observed that the log-sum-exp approxima-
tion gives a better approximation with µ � 5, but Open-
Modelica fails to linearize the model when µ & 5.

2.3 Transport delay in heating loop
The advection term related to flow of water in the loop of
the heater and the floor, has been approximated by a Padé
approximation as in (Bhattarai et al., 2020):

T (s;x = L)
T (s;x = 0)

=
1

exp(τNs)

N−1

∏
i=1

exp
(
− τi

2 s
)

exp
(

τi
2 s
)

≈ 1
1+ τNs

N−1

∏
i=1

1− τi
2 s

1+ τi
2 s

.

The advantage of including the lag term 1
1+τNs is that

this removes the need to differentiate the input signal
T (t;x = 0) .

3 Simulation with buoyancy approxi-
mations

The heated tank model from (Johansen et al., 2019) has
been corrected as discussed (Bhattarai et al., 2020). Here,
we study the accuracy of the log-sum-exp approximation

Figure 3. Control inputs uP (power fraction to heated tank),
uv (water flow valve opening), and V̇` (volumetric flow rate in
heating loop).

Figure 4. Disturbance temperature inputs Ti (influent to heated
tank) and T t

a (ambient to tank).

and the boundary layer approximation introduced in Sec-
tion 2.2, when applied to the heated tank. Next, we study
the effect of the approximations on a combined heater and
floor heating loop, as discussed in (Bhattarai et al., 2020).
In all cases, stratification models with 20 discretization
layers are used in the heated tank models.

3.1 Heated tank
The following input signals are used for the heated tank:
Fig. 3 depicts the power input uP, the valve input uv, and
the volumetric loop flow rate V̇`.

Figure 4 shows the input temperature Ti to the heated
tank, and the ambient temperature surrounding the heater,
T t

a .
The temperature distribution in the heated tank using

the corrected expression for buoyancy conduction com-
pared to (Johansen et al., 2019), with approximations, is
shown in Fig. 5 when using OpenModelica with solver
DASSL. In Fig. 5, observe in particular that the log-sum-
exp approximation gives a different solution for some in-
ternal heated tank locations, see ellipses I and II in the
figure.
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I

II

Figure 5. Temperature distribution (Te: effluent temperture from
heated tank; T (zP): temperature at heating element; Ti: influent
temperature to heated tank; T s

j temperature at heated tank sen-
sors; T `

i inlet temperature to floor heating loop) in tank with cor-
rected buoyancy conduction + approximations. Model imple-
mented in Modelica, solved via OMJulia using OpenModelica
with default solver DASSL.

Figure 6. Temperature distribution in tank with corrected buoy-
ancy conduction + approximations. Model implemented in
Julia, solved via package DifferentialEquations with
solver CVODE_Adams from the Sundials package.

The similar simulations in Julia are depicted in Fig. 6.
It turns out that most Julia DifferentialEquations
solvers struggled with solving the log-sum-exp approxi-
mation, reporting that the system is unstable. The CVODE
solvers of the Sundials package handles the problem,
though, and the CVODE_Adams solver appears to give the
solution closest to the original formulation with the max
function. Observe that the log-sum-exp approximation in
Julia avoids the problem associated with ellipse I of Fig. 5,
but retains the problem of ellipse II of the OpenModelica
solution. However, for Julia, the expression log(1+x)
can be replaced by an improved function log1p(x) when
x is small. When doing so, the problem of ellipse II is
also removed, and the log-sum-exp approximation can be
made virtually indistinguishable from the solution of the
max function in Julia. Still, both the original max formula-
tion and boundary layer approximation allows for the use
of standard solvers, while the log-exp-sum approximation
requires Sundials solvers to find the solution.

Both when using the OpenModelica solver and the Julia
solver, the boundary layer approximation works without
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I

II

Figure 7. Temperature distribution in tank with floor loop and
with corrected buoyancy conduction + approximations. Model
implemented in Modelica, solved via OMJulia using OpenMod-
elica with default solver DASSL.

problems, and gives a solution very similar to the original
solution. In summary, the results indicate that the log-
sum-exp approximation is numerically challenging, even
when using such a “poor” value of µ as µ = 5, see Fig. 2.

3.2 Heated tank + floor heating loop
Next, we consider the combined heated tank and floor
heating loop. The inputs are as in Figs. 3–4, except that
the input temperature Ti (Fig. 4) to the heated tank now is
a state, and is computed from the model.

The temperature distribution in the heated tank with
floor loop using the corrected expression for buoyancy
conduction compared to (Johansen et al., 2019) as well
as approximations, are shown in Fig. 7.

Again, Fig. 7 indicates some numeric problem with the
log-sum-exp approximation, see ellipses I and II.

It is also of interest to see whether there are differences
in the floor-room temperatures. The temperatures in the
floor layers and room of the tank with floor loop (origi-
nal buoyancy expression and approximations) are shown
in Fig. 8.

Figure 8. Temperature distribution in floor layers and room of
heated tank with floor loop (Tj: temperature in compartment j
— al: aluminum plate, pq: parquet, r: room, fb: fiber board,
cb: chip board). Model implemented in Modelica, solved via
OMJulia using OpenModelica with default solver DASSL.
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Figure 9. Step responses in T `
i (upper panel) and Tr (lower

panel) to changes in inputs (uP: power fraction in heater, uv:
heater bypass fraction, V̇`: loop volumetric flow rate, T t

a : am-
bient temperature for heated tank, T r

a : ambient temperature for
room, i.e., outdoor temperature), starting at steady state.

As seen from Fig. 8, the temperatures in the floor layers
and the room are practically the same, independently of
the buoyancy approximation.

4 Model analysis
4.1 Step response
The response in an output to a step change in an input,
starting from steady state, gives a good idea of time con-
stants in the system. Figure 9 shows the responses in tem-
peratures T `

i and Tr to step changes in inputs.
As seen Fig. 9, a step change in the heater by-pass frac-

tion (uv) gives an inverse response in both the loop inlet
temperature (T `

i ) and the room temperature (Tr). Inverse
response is intimately related to right half plate (RHP) ze-
ros, and indicate a limitation in how fast the system can
be controlled using this control signal. A similar inverse
response may be seen in the response to V̇`, while the re-
sponse to uP does not have inverse response. Based on
these observations, uP is probably the best choice of con-
trol signal.

Step changes in disturbances T t
a and T r

a are related to
similar limitations in observers/state estimators, but in that
case, the assessment is more complicated.

4.2 Parameter sensitivity
Sensitivity in output y to a parameter θ is defined as
∂y
∂θ

, and is informative as to what degree an infinitesimal
change in θ will change the output y. If ∂y

∂θ
≡ 0, this im-

plies that changing parameter θ will not change the model

Figure 10. Sensitivities in floor-room temperatures to infinitesi-
mal changes in parquet conductivity kpq and height of room, hr.

output y at all, hence parameter θ can not be used for im-
proving the model fit. On the other hand, if ∂y

∂θ
6= 0, this

indicates that changing θ will change the output y and al-
low for improved model fit. The transient change of ∂y

∂θ
is

also informative wrt. what parts of the model parameter
θ can be used to improve, e.g., steady state value, time
constants, etc.

Both OMJulia-OpenModelica and the DifferentialE-
quation package for Julia support sensitivity compu-
tations. Here, we illustrate the results of sensitiv-
ity computations in OMJulia-OpenModelica for y =(
Tal,Tpq,Tr,Tfb,Tcb

)
and θ =

(
kpq,hr

)
. In the sensitivity

computations, we need to specify inputs. We start with in-
puts u =

(
T r

a T t
a V̇` uP uv

)
given by nominal val-

ues

u∗ =
(

5 ◦C 15 ◦C 5L/min 1.25 ·10−2 1
)

at t = 0 and corresponding steady states, and inject a step
change in uv from uv = u∗v = 1 to uv = 0.8 at time t = 1h.
Sensitivities of model fhm are computed numerically via
OMJulia command

1 julia> sn,sv = sensitivity(fhm,["kpq","hr"],[
"Tal","Tpq","Tr","Tfb","Tcb"])

The results are displayed in Fig. 10.
To properly assess parameter identifiability, one needs

to consider the rank of the sensitivity matrix, see, e.g.,
(Sarmiento Ferrero et al., 2006).

4.3 Poles and zeros
OMJulia, the Julia API to OpenModelica, allows for auto-
matic differentiation for linearization of models. The al-
gorithm does not handle the original buoyancy conduction
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Figure 11. Poles marked with × (red: log-sum-exp approxi-
mation, blue: boundary layer approximation), and transmission
zeros marked with ◦.

expression due to the non-differentiability of kb at ∂T
∂ z = 0,

but works with the two approximate conductivity expres-
sions. In this section, we consider inputs u and outputs y
defined as:

u =
(

T r
a T t

a V̇` uP uv
)

y =
(

Ti T `
i Tpq Tr

)
with nominal input values

u∗ =
(

5 ◦C 15 ◦C 5L/min 1.25 ·10−2 1
)
.

Linearization of model fhlse is carried out and piped
(|> ) into a Julia state space object sys_lse via OMJu-
lia+Julia ControlSystems command

1 julia> sys_lse = linearize(fhlse) |> x -> ss(
x...)

When starting the model at steady state for the nominal in-
puts u∗, the combined heater + floor heating system gives
a linear approximation with poles and transmission zeros
as in Fig. 11.

As seen, there is some difference in both poles and
transmission zeros of the two approximations. The right
panel of Fig. 11 clearly indicates that both buoyancy ap-
proximations exhibit right-half-plane zeros in the complex
plane, which indicates limitations on how fast the system
can be controlled. These right-half-plane zeros are due to
advection in the floor heating loop, and the Padé approx-
imation that has been applied. It is difficult to see from
Fig. 11 whether all poles of the system lie in the left-half-
plane of the complex plane, but the simulations show that
the system in fact is stable.

The precise location of transmission zeros gives ad-
ditional information related to that of a possible inverse
response found through step responses, see, e.g., (Lie,
1995). Observe that the two buoyancy conductivity ap-
proximations give different results wrt. poles and zeros. It
is believed that the boundary layer approach is more accu-
rate than that of the log-sum-exp approach.

Figure 12. Bode plot of transfer function from outdoor temper-
ature T r

a to room temperature Tr.

Figure 13. Bode plot of transfer function from heater split range
valve signal uv to parquet temperature Tpq.

4.4 Bode plots
It is of interest to also compare the Bode plots from u to y
of the linear approximations of the two buoyancy conduc-
tion approximations. In this case, we consider the follow-
ing inputs u and outputs y:

u =
(

T r
a V̇` uv

)
y =

(
T `

i Tpq Tr
)
.

The reason why we do not consider input uP is that it turns
out that the outputs are insensitive to uP. The following
selected Bode plots are representative of the similarity of
the two approximations. Transfer function Tr

T r
a
(s), Fig. 12.

Observe that the two approximations are overlapping.
Transfer function Tpq

uv
(s), Fig. 13.

Bode plots are standard tools for tuning SISO PID con-
trollers. The two plots in Figs. 12–13 are representative
of the variation in similarity between Bode plots from the
boyancy conductivity approximations; for a real control
design, the Bode plot from uP to Tr would be more rel-
evant, but controller design is not the main focus of this
paper; rather the focus is on tools to analyze models.
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5 Conclusions
A model for floor heating of buildings is studied wrt. con-
trol relevant properties. The main emphasis is not on the
analysis itself, but rather on the use of modern simulation
tools to carry out such analysis. For a more realistic anal-
ysis, a better balanced system should be considered (size
of heater vs. heat loss in room) with improved descrip-
tion of the living space (e.g., more rooms, thermal mass of
furniture, ventilation, etc.).

The results indicate the importance of a suitable model
description which is differentiable (stratification): this is
important both for linearized analysis and controller de-
sign, but a proper choice of approximation will also al-
low for more flexibility in choice of differential equation
solvers. The log-sum-exp approximation is locally un-
physical, which probably also is the reason why this ap-
proximation requires very good solvers.

The results also indicate the ease at which control anal-
ysis can be carried out. Step responses are important for
assessing overall open loop time constants, as well as indi-
cating the presence of inverse response/“unstable” system
zeros. Sensitivity analysis is important for assessing pa-
rameter identifiability. The location of open loop poles
is related to open loop time constants, while system ze-
ros give crucial information about how fast a closed loops
system can be made. Finally, a Bode plot is often used for
simple design of linear controllers.

In reality, temperature control in buildings is often done
using thermostats and other nonlinear controllers. Still, it
is of interest to consider how a more advanced controller
— even a linear one — can be utilized for improved use of
energy in building temperature control. The methods dis-
cussed in this paper constitute a first step in such a control
design.
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Abstract
This study reports a numerical analysis of the performance
of green façades in different geographical locations and
seasonal conditions. A mathematical model from a previ-
ous study is implemented and combined with the modified
convective heat transfer coefficients from a recent study of
the literature to simulate the transient heat transfer through
bare walls and green facades with climbing vegetation. An
implicit Finite Difference Method (FDM) based solver is
used to perform the numerical simulations. Climate data
are taken from relevant weather stations in Oslo and Rome
and typical meteorological year (TMY) values are used
for this purpose together with variable thermo-physical
properties of air. An energy budget analysis reveals that
the short-wave radiation term and convective heat transfer
term are predominating compared to the other terms in-
volved in the energy balance equation for summer time.
The results show that the green walls are most effective
in summer seasons with high levels of solar radiation, as
most of the cooling effect is credited to the vegetation
blocking the solar radiation. In cooler seasons, the benefit
is less prominent. Furthermore, an analysis of the effects
of the different models of convective heat transfer coeffi-
cients is presented.
Keywords: green buildings, green vertical systems,
green façades, passive design, sustainability

1 Introduction
Recent studies show a drastic increase of global energy
use over the last four decades. Based on the United Na-
tions report and as mentioned by several authors, it is esti-
mated that the population in cities will increase up-to 68%
by 2050 (UN, 2018; Vo et al., 2019; Seyam, 2019; Besir
and Cuce, 2018) with urban dwellers reaching ≈ 6.7 bil-
lion. In this regard, the building sector accounts for a large
portion of the total energy usage, as well as 36% of the to-
tal greenhouse gas emissions is attributed to the building
sectors (Vo et al., 2019; Seyam, 2019). For this, the United
Nations Environment Program (UNEP) proposes several
measures like increasing the energy efficiency of build-
ings, appliances, reduction of emission, approach towards
energy usage and promoting technologies with renewable
energies rather than fossil fuels.

Integrating plants into the building envelope addresses

both aesthetic and energy concerns. Utilizing different
types of greenery systems, microclimatic conditions of
buildings can be more cost-effective and eco-friendlier
(Seyam, 2019; Koc et al., 2018; Besir and Cuce, 2018).
Green buildings with green infrastructures like green
horizontal systems and green vertical systems are sus-
tainable, efficient and passive design solutions for ef-
fects associated with rapid urbanization, addressing issues
with a high carbon footprint, high greenhouse gas emis-
sion, urban heat island effects etc. (Susca et al., 2011;
Safikhani et al., 2014; Manso and Castro-Gomes, 2015;
Charoenkit and Yiemwattana, 2016; Koc et al., 2018).
Green roofs (GR) and vertical greenery systems like green
façades(GF)/living walls differ fundamentally due to the
structure of the assembly and differences in the involved
heat transfer processes (Susorova et al., 2013; Pérez et al.,
2014; Bustami et al., 2018). A detailed classification of
green walls based on the construction characteristics is
presented by (Manso and Castro-Gomes, 2015). Scientific
studies established the energy saving benefits of green in-
frastructures in building sectors (Feng and Hewage, 2014;
Raji et al., 2015). It is also a proven fact that the presence
of green systems has an important psychological impact
on urban dwellers. Thermal insulation, shading effects,
evapotranspiration and wind effects are the key features
towards the energy saving impacts of greenery systems.
Several parameters like substrate thickness, soil moisture,
solar radiation inception, density of foliage and the cov-
erage, ventilation blind effects, thickness of the foliage,
air layer, orientation, wind barrier/blockage etc. are to be
accounted for in mathematical modeling of such systems.
Plant characteristics, weather conditions, climate zones,
wall assembly types, façade orientations etc. are to be
considered in modeling and analysis of thermal benefits.

In this regard, Alexandri and Jones developed a dy-
namic one dimensional model for green roof account-
ing the fundamental heat and mass transfer mechanisms
(Alexandri and Jones, 2007) involved in the energy dy-
namics. On the other hand, a quasi steady state approach
was adopted by (Tabares-Velasco and Srebric, 2012) in
their green roof model. Further developments on the green
roof model are reported in (Heidarinejad and Esmaili,
2015; He et al., 2017). For vertical greenery systems, a
mathematical model of building exterior wall with climb-
ing vegetation is presented in (Susorova et al., 2013). Sev-
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eral other authors considered the heat balance of the fo-
liage and heat transfer through the substrate layer of the
vertical greenery system and integrated models in build-
ing simulation programs like TRNSYS and EnergyPlus
(Djedjig et al., 2015, 2017; Dahanayake and Chow, 2017).
A multilayered model approach for vegetated vertical sys-
tems is presented in (Convertino et al., 2019a). Neverthe-
less, studies on the modeling aspects of green roof/green
façades are still an active field of research and develop-
ment.

In this work, we have revisited the model proposed in
(Susorova et al., 2013). We aim to implement this green
façade model combining the effects of the modified con-
vective heat transfer coefficients presented in the recent
work of (Convertino et al., 2019b). The main objective of
this work is to investigate the applicability of the afore-
mentioned model and to analyze the performance of the
green wall envelope of buildings, for different climate data
revealing the possible benefit of employing green façades
in buildings. The paper is organized as follows. In section
2, we present the governing equations and the numerical
methodology of the study together with the problem setup.
The detailed analysis of the results is given in section 3.
Finally, the conclusions are drawn in section 4.

2 Method
2.1 Governing equation
The green façade model of Susorova et al. accounts the
various heat transfer mechanisms for a vegetated wall (Su-
sorova et al., 2013), and the energy balance is defined as:

SRvw +LRvw +XR+Cvw = Qvw +Svw (1)

Where SRvw is the incident shortwave radiation, LRvw is
the net long-wave radiation, XR is the radiative exchange
between the leaves and wall surface, Cvw is the convective
heat flux, Qvw is the conduction heat flux and the heat stor-
age in the façade material is Svw = ρCpL(dTvw/dt), with
density of the wall material ρ , specific heat of the wall Cp,
wall thickness L, t is the time and Tvw is the wall temper-
ature. A schematic of the energy balance and a very brief
description of the terms of the Equation 1 are given in Ap-
pendix A for the sake of completeness and to facilitate the
understanding of the overview of the mathematical model.
Details of the model can be found in (Susorova et al.,
2013). Note that essentially, the wall temperature Tvw(t)
is linked with the air temperature Tair(t), the sky temper-
ature Tsky(t), the ground temperature Tgr(t), the indoor air
temperature Tin(t) and the leaf temperature Tlea f (t). The
energy balance equation of bare wall is similar to equa-
tion 1, without the XR term and the unknown bare wall
temperature denoted as Tbw. The energy balance equation
is therefore expressed as:

SRbw +LRbw +Cbw = Qbw +Sbw (2)

The governing ordinary differential equations (ODEs)
can be expressed in the following form:

dTvw

dt
= avw(t)+bvw(t)Tvw + cvw(t)T 4

vw (3)

dTbw

dt
= abw(t)+bbw(t)Tbw + cbw(t)T 4

bw (4)

Where, the time varying coefficients (avw, bvw, cvw, abw,
bbw and cbw) are functions of the other associated temper-
atures and the relevant thermo-physical properties.

2.2 Numerical procedure
The implicit form of the discretized equations for the
ODEs can be given by,

T n+1
vw −T n

vw

∆t
= an+1

vw +bn+1
vw T n+1

vw + cn+1
vw (T n+1

vw )4 (5)

T n+1
bw −T n

bw
∆t

= an+1
bw +bn+1

bw T n+1
bw + cn+1

bw (T n+1
bw )4 (6)

Where, ∆t is the time step and the superscripts n and n+1
denotes the time levels of the discretization.

The implicit FDM based solver is developed using Mat-
lab programming language to compute the transient tem-
perature of the wall with a time step of one minute.

2.3 Problem setup
Simulations are performed in which the temperature of
the façade is computed over a 24-hour period. To per-
form these computations, hourly weather data is gathered
through the EU’s photovoltaic geographical information
system and a local weather station in the relevant cities
(Norsk klimaservicesenter, 2020; The European Commis-
sion’s science and knowledge service, 2019; YAGA AS,
2020). A suitable interpolation procedure is adopted to
produce weather data for a time resolution in minutes. The
green façade is assumed to be consisted of a brick wall
covered with Boston Ivy and the corresponding relevant
material properties are used. Among the necessary pa-
rameters, ρ , Cp, L and Tin are assumed to be 672kg/m3,
468J/kgK, 0.2m and 295K respectively. The choice of
Tin is based on the recommended operating temperature
mentioned in Norwegian standard (TEK17, 2017). All
other parameters used in the simulations are summarized
in Appendix A. Two seasons (summer and winter) are con-
sidered for the performance behavior of the mathematical
model in the geographical location of the cities Rome and
Oslo. Note that an initial temperature of the wall is re-
quired to achieve the time marching solutions. To avoid
this initial data affecting the results, simulations are per-
formed over a 48 hour period, of which the last 24 hours
are extracted as the result. In the next section, we present
the results of the simulations for different scenarios.

3 Results and Discussions
In this section, we first illustrate the relative importance of
the individual terms of the energy balance equation. This
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is followed by the comparison of the performance of the
green façades in different scenarios. Finally, the analysis
of the impact of the convective heat transfer coefficient
with various empirical models is presented at the end.

3.1 Energy budget
The budget of the terms of the energy equation for bare
walls and green walls are calculated after finding the wall
temperatures. For this analysis, a typical summer day sit-
uation in Oslo region is considered. The contributions of
each term in the energy equation are shown in Figure 1
and Figure 2 for a bare wall and green wall, respectively.
It is clear from these figures that the contributions from the
convection term and the solar short-wave radiation term
are dominant from 09:00 hrs to 19:00 hrs for both the
walls. For example, at 14:00 hrs the contribution of the
short-wave radiation term SRvw, and convection term Cvw
for the green wall are ≈ 49% and ≈ 40% respectively. On
the other hand, for bare wall the contribution of SRbw and
Cbw are found to be ≈ 50% and ≈ 37%. It can be noticed
that the values of all budget terms are significantly reduced
in the green wall essentially due to the blockage of the ra-
diation and associated lower temperature differences. The
contribution of the radiative exchange term XR, for the
green wall is found to be relatively less compared to the
other terms.

Figure 1. Energy budget bare wall.

3.2 Performance of green façades in different
climates and seasons

Here we present the results of the performance of the bare
wall and the green wall in two different locations in Eu-
rope namely Rome and Oslo using the weather data for
the month of July and February 2019.

Figure 3 shows the comparison between the bare wall
and green wall temperature in summer situation for both
cities. Evidently, green wall reduces the wall temperature
and thereby is capable of reducing the cooling demand in
peak hours in daytime (6:00 hrs to 18:00 hrs for Rome
and 7:00 hrs to 22 hrs in Oslo). This clearly depicts the

Figure 2. Energy budget green wall.

Figure 3. Wall temperature of bare- and green walls over a sum-
mer day in Rome and Oslo.

effectiveness of the green vegetation countering with the
dominant incident radiation component.

It can be realized that a temperature drop of about
6−7K (see Figure 4) is achievable with the application of
green vegetation in the summer daytime. Also, the cooling
effect lasts relatively longer in Oslo (≈ 3 hrs more) than
Rome. This is directly linked with relatively longer day-
time in Oslo than Rome in the month of July. Note that, an
estimate of the reduction of cooling demand can be made
from the conductive heat flux term of the energy balance
equation. This cooling demand reduction on an average is
found to be ≈ 10W/m2 for Rome and ≈ 9W/m2 for Oslo.
In nighttime, the green wall temperatures are found to be
marginally higher than the bare walls in both the cities and
the green layer reduces the heat loss due to long-wave ra-
diation.

The results of the simulations in winter scenarios for
Rome and Oslo are shown in Figure 5 in terms of wall
temperature for both the bare wall and the green wall. In
Rome during the daytime, 8:00 hrs to 15:00 hrs a maxi-
mum drop of about 2−3K (see the temperature difference
between the bare wall and the green wall Figure 6) is ob-
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Figure 4. Temperature difference between bare- and green walls
over a summer day in Rome and Oslo.

Figure 5. Wall temperature of bare- and green walls in Rome
and Oslo, Winter.

served. This leads a marginal increase in heating load dur-
ing this time. The rest of the day and nighttime the wall
temperature remains about 1K higher for the green wall.
However, in Oslo climate, the winter is much more severe
compared to Rome. The green wall temperature remains
≈ 1K higher most of the time, except a very short period
of the daytime. This provides very marginal benefits on
heating demand in places having colder climate.

3.3 Impact of convective heat transfer coeffi-
cient

The analysis presented in the previous sections 3.1 and
3.2, are completely based on the mathematical model of
Susorova et al. (Susorova et al., 2013). The energy budget
analysis in section 3.1 reveals that the convective heat flux
term is one of the important contributors in the energy bal-
ance equation. The convective heat transfer coefficient for
green wall in the energy balance model (Susorova et al.,
2013) is approximated with the same correlation as for
bare wall case (hvw ≈ hbw = 10.79+ 4.192V , where V is
the air speed at the bare façade). In this work, we intend to

Figure 6. Temperature difference between bare- and green walls
over a summer day in Rome and Oslo.

explore the other relevant correlations (Deardorff, 1978;
Stanghellini, 1987; Morrison Jr and Barfield, 1981; Ay-
ata et al., 2011; Campbell and Norman, 2012; ASHRAE,
2020) as mentioned in the recent work of Convertino et al.
(Convertino et al., 2019b). The expressions of convective
heat transfer coefficients are summarized in Appendix B.

A typical summer scenario in the Oslo climate region is
considered for this analysis. Figure 7 shows the wall tem-
perature of the green wall for various hvw values as men-
tioned before. Based on the input weather data, thermo-
physical properties and plant characteristics we found that
the Richardson number Ri < 10−2 throughout the day.
This implies that the convection type can be considered as
forced convection. The application of mixed regime Nus-
selt number Nu, following (Stanghellini, 1987) is there-
fore omitted for comparison in this analysis. Note that,
increase in hvw leads to decrease in wall temperature com-
paratively.

Figure 7. Calculated wall temperature with different approaches
of finding the heat transfer coefficient.

It can be seen from Figure 7 that (Campbell and Nor-
man, 2012) approach yields lower wall temperature than
that of (Susorova et al., 2013). On the other hand, higher
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wall temperatures are obtained by (Ayata et al., 2011;
ASHRAE, 2020; Morrison Jr and Barfield, 1981) meth-
ods. Among these, (Ayata et al., 2011; ASHRAE, 2020)
methods yield almost identical result as they are both
based on McAdams’ equation . On the other hand, (Morri-
son Jr and Barfield, 1981) approach gives far lower values
for the convection coefficient and therefore much higher
wall temperature (even higher than the bare wall) is es-
timated. It is clear that, there is a wide variation in the
prediction of green wall temperature when applying the
different methods of calculating the convective heat trans-
fer coefficient compared to Susorova’s model. As men-
tioned in (Susorova et al., 2013), some studies showed a
decrease in values of convective heat transfer coefficients
for a wide range of vegetated façade types, the present
findings through the (Ayata et al., 2011; ASHRAE, 2020)
methods are in accordance with this trend. It is known that
the building geometry, surroundings and wind directions
have a significant effect on the magnitude of the convec-
tive heat transfer coefficient (Defraeye et al., 2011; Iousef
et al., 2019). Several correlations are based on the results
of flat plate experiments in wind tunnels (Jayamaha et al.,
1996) and may not fully capture the local variations of ge-
ometry and wind directions around the building façades.

4 Conclusions
Modeling aspects of green roof/green façades require to
deal with complex interactions associated with plants,
soils, building materials, surrounding atmosphere and so-
lar radiation. This fundamentally involves transient cou-
pled heat and mass transfer mechanisms. In this work, we
have revisited the mathematical model of building exterior
wall with climbing vegetation as presented in (Susorova
et al., 2013). An implicit FDM based solver is developed
to perform simulations for two different seasons in Oslo
and Rome and typical meteorological year (TMY) values
are used together with variable thermo-physical properties
of air.

An energy budget analysis reveals that the short-wave
radiation term and convective heat transfer term are pre-
dominating compared to other terms involved in the en-
ergy balance equation for summer time. The performance
of green wall showed capability of decreasing the cooling
demand in summer time quite significantly for both Rome
and Oslo. With recent trends in climate change, the cool-
ing need in the Oslo area will most likely increase in the
next few years. During the winter, however, the decrease
in heating demand is not as significant as the reduced cool-
ing demand noticed in summer time. Nevertheless, espe-
cially in relatively cold winter regions like Oslo, the green
wall still helps to increase the wall temperature compared
to the bare wall. Furthermore, we have analyzed several
different methods for the estimation of the convective heat
transfer coefficient as the convective term in the energy
balance equation plays an important role opposing the so-
lar radiation gain. The prediction of the behavior of the

wall temperatures for green wall with methods in previous
literatures are in accordance with the expected trend. Nev-
ertheless, further detailed studies with supporting experi-
mental data, the limitations of this simplified green façade
model can be improved. The detailed analysis of the long-
wave radiation term, radiative exchange term between the
leaves and the wall surface will be undertaken in our future
work.

Appendix A
In this section, we present a brief description of the math-
ematical model (see details in (Susorova et al., 2013)) and
the input parameters used in the simulations. Figure 8 il-
lustrates the schematic view of the green wall setup and
associated energy transfer processes.

Figure 8. Schematic of the energy balance of the green wall
(Susorova et al., 2013; Vo et al., 2019).

The terms of the equation 1 for green wall are given by,

SRvw = Itαwτ

LRvw = τεwεskyσFsky(T 4
sky −T 4

vw)+ τεwεgrσFgr(T 4
gr −T 4

vw)

XR = (1− τ)
εwεlea f σ

εw + εlea f − εwεlea f
(T 4

vw −T 4
lea f )

Cvw = hvw(Tair −Tvw)

Qvw = (Tvw −Tin)/Rbw

Svw = ρCpL(dTvw/dt)

On the other hand, the terms of the equation 2 for bare
wall are given by,

SRbw = Itαw

LRbw = εwεskyσFsky(T 4
sky −T 4

bw)+ εwεgrσFgr(T 4
gr −T 4

bw)

Cbw = hbw(Tair −Tbw)

Qbw = (Tbw −Tin)/Rbw

Sbw = ρCpL(dTbw/dt)

Where It is the total solar radiation incident on
the wall, αw is the wall absorptivity, τ is the plant
layer transmissivity of radiation, εw, εsky, εgr and
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εlea f are the emissivities of the wall, sky, ground and
plant layer, respectively. The values are assumed as
αw = 0.7,εw = 0.9,εsky = 1,εgr = 0.9,εlea f = 0.96. The
plant layer transmissivity, τ = exp(−κLAI). Here, the
radiation attenuation coefficient κ (taken as 0.4W/mK),
and the leaf area index LAI (assumed as 1.8). σ is the
Stefan-Boltzmann constant. Fsky and Fgr are the view
factors between the wall, sky and ground, Tsky is the
temperature of the sky, Tvw is the temperature of the
vegetated wall, Tbw is the temperature of the bare wall,
Tgr is the temperature of the ground (assumed equal to
Tair), Tlea f is the leaf temperature, hvw and hbw are the
convection heat transfer coefficient of the vegetated and
bare wall (see Appendix B).

Tsky is calculated as a function of the air temperature
and dewpoint temperature as:

Tsky = Tair

(
0.8+

Tdew −273
250

)0.25

The view factors are calculated as a function of the tilt
angle θ

Fgr = 0.5(1− cosθ)

Fsky = 0.5(1+ cosθ)

For the vertical greenery systems the tilt angle is equal
to 90◦, resulting in both view factors equal to 0.5.

The equation for calculating Tlea f can be found in (Su-
sorova et al., 2013). The necessary parameters are the
thermodynamic phsycrometer constant γ (0.000666◦C−1),
radiative conductance through air gr (obtained through
table A3 in (Campbell and Norman, 2012)), the leaf
characteristic dimension D (0.12m), typical stomatal con-
ductance of lower and upper leaf surface gsll and gsul
(0.2mol/m2s), leaf absorptivity αlea f (0.5), relative hu-
midity of the air RH, specific heat of the air Cpair
(29.3J/molK), air pressure Pair.

Appendix B
The various models for convective heat transfer coeffi-
cients used in the simulations and mentioned in section
3.3 are presented below.

Susorova uses the following equation:

hvw = a+bV + cV 2 (B1)

Where V is the wind speed and a,b and c are co-
efficients based on the material roughness. The wall
surface is assumed to be of medium roughness, with the
coefficients equal to 10.79, 4.192 and 0, respectively.

Morrison & Barfield and Stanghellini calculate hvw
based on the Nusselt number, which is given in equations
B3 and B4 respectively.

hvw =
Nuλ

D
(B2)

Nu = 0.328Pr0.33Re0.5 (B3)

Nu = 0.37(Gr+6.92Re0.5) (B4)

Where Nu is the Nusselt number, Re =
DV
ν

is the

Reynolds number, Gr =
gβD3

ν2 (Tair −Tlea f ) is the

Grashof number. λ is the air thermal conductivity, Pr
is the Prandtl number, g is the gravitational acceleration
constant (9.81m/s2), β is the thermal expansion coeffi-
cient of air (0.0034K−1), and ν is the kinematic viscosity
of air.

The Ayata and ASHRAE models calculate hvw on the
basis of McAdams’ equation and are presented in equa-
tions B5 and B6, respectively.

hvw = 5.9+4.1V
511+294
511+Tair

(B5)

hvw = 5.6+4V (B6)

Equations B5 and B6 are applicable for V < 5m/s, oth-
erwise hvw is calculated from:

hvw = 7.2V 0.78 (B7)

Lastly, for Campbell & Norman model, hvw utilizes the
boundary layer conductance for heat transfer as:

hvw = gbhCpair (B8)

where

gbh = 1.4 ·0.135

√
V
D
. (B9)
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Abstract
This paper aims to describe the steady-state and
dynamic heat pump models developed to study their
abilities in ancillary services as well as the inter-
connection between these, electrical boilers and thermal
storage with the aim to balance power and heat
production for a given case.

An hourly steady-state system model was developed to
understand the overall operational characteristics of the
system for a given heat demand case in the area Kolt-
Hasselager-Ormslev near Aarhus in Denmark. The
model showed an annual average COP above 3,5 for a
serial connected heat pump system.

Detailed thermal and dynamical models of the heat
pump system were developed. The models show that it
will be possible to use heat pumps successfully in
ancillary services. The turn-up is unproblematic but the
turn down of the heat pump will be limited in a non-
liquid overfed system due to risk of liquid formation in
the evaporator, requiring additional heating.

Keywords: heat pumps, dynamic modeling, district
heating, thermal properties, ancillary services.

1 Introduction
The Danish heating sector has successfully evolved over
the past 50 years. Today, more than 60 % of the
domestic heating in Denmark is supplied by district
heating. Numerous developments like urbanization, city
densification, reduction in heating consumption through
better insulation standards etc. challenges the efficient
operation of the district heating systems.

Simultaneously, the development of wind farms has
created a surplus of electricity in Denmark requiring
power balancing. Heat pumps coupled with electrical
boilers and heat storage could provide such balancing
maintaining an efficient heat supply system. For
automatic frequency response reserve actions the
response time and operation of the heat pump should
meet certain standards (max. 150 s up-/down regulation
for Frequency Containment Services) depending on the
way the heat pump acts as backup for power and net
frequency fluctuations. The downward and upward
regulation compensation could potentially greatly
benefit the economy of heat pump systems if the
dynamic response is fast (Energidataservice, 2020).

The “Local Heating Concepts” ForskEL project funded
by the Danish Government has through detailed inputs

from several asset owners investigated the possibilities 
of integrating localized heat pumps in district heating 
and power grids. Through laboratory emulations at 
Aalborg University, Department of Energy Technology, 
the models will later be coupled with real power system 
components enabling a realistic dynamic emulation. 

There are not many works published on the operation of 
large-scale heat pumps for ancillary services in 
Denmark. However, recently, (Meesenburg et al., 2020) 
published a paper on the optimization of heat pumps for 
this purpose. 

Detailed heat pump models designed for both parallel 
and serial coupling have been developed and 
simulations have been carried out. As a case, the district 
heating grid at Kolt-Hasselager-Ormslev near Aarhus 
has been chosen. The system operation and some system 
configurations have been investigated. 

 

Figure 1. Kolt-Hasselager Ormslev district heating grid. 

Currently, the district heating area is supplied by a large-
scale plate heat exchanger linked to the central CHP-
plant in Aarhus and industrial heat suppliers (A) and 
three oil-fired backup boilers (B). In the coming years 
the district heating demand will increase significantly 
requiring additional capacity. The supplier would also 
like to replace the oil-fired boilers with heat pumps. 

2 Traditional operational modeling 
Degree day corrected heat demand data for 2017 in the 
area is shown in Figure 2 along with the heat rate 
demand curve. The heat demand has furthermore been 
corrected to reflect the expected future heat demand as 
predicted by the heat supplier AVA (AffaldVarme 
Aarhus). The area around Ormslev shown in the upper 
left corner of Figure 1 is expected to be expanded 
significantly with several new areas with family 
dwellings thus requiring a total of around 5-10 MW 
additional heat. 
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Figure 2. Corrected demand and duration curve. 
 
The annual average forward and return temperatures of 
the district heating water are also shown in Figure 2. The 
forward temperature typically varies in the interval from 
65-75 C (in rare cases up to 80 C) and the return 
temperature varies from 36-45 C. 
  
Based on the local conditions in the area, it was decided 
that a 12-16 MWheat maximum heat output heat pump 
consisting of six to eight 2 MWheat heat pumps coupled 
in series and a 3-5 MW electrical boiler along with a 200 
MWh heat storage would be suitable to cover the load 
of the area. The supply system will also in the future be 
coupled to the centralized district-heating grid in 
Aarhus, which covers the peak demands. 
 
For comparison, a conventional logical operational 
scheme disregarding ancillary service operation was 
found by establishing optimum threshold max and min 
limiting costs for the heat pump operation. This was 
established solving an MILP-problem minimizing the 
annual cost of system operation subject to constraining 
the heat demand and capacities of the individual units. 
The logical operational scheme is show in Figure 3. 

 
Figure 3. Logical conventional operational scheme. 

Modeling a year on an hourly basis results in the 
following operation of the different assets shown in the 
following figures. Figure 4 shows the operation of the 
heat pumps. Each heat pump is in the modeling 
considered to operate by on/off control. 
 

 
 
Figure 4. No. of heat pumps on/off each hour for a year. 

 
Figure 5 shows the operation of the electrical boiler. 
 

 
 

Figure 5. Operation of the electrical boiler. 
 
It is clear the electrical boiler with 2017-prices mainly 
operates during the cold months in case of peak 
demands. The current taxation on electricity in Denmark 
will however in near future be changed, where the tax 
on using electricity for heating purposes will be lowered 
from 155 kr./MWh to 4 kr./MWh. This will strongly 
further favor the operation of electrical heating and heat 
pumps in the future. 
 
Figure 6 illustrates the operation of the storage. A 200 
MWh stratified hot water storage @90 C corresponds 
to about 3000 m3 of water, which is not a very huge 
thermal storage considering the system size. The reason 
for this is the lack of space in the district heating area. 
There are only very few available locations for a large 
storage tank. 
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Figure 6. Operation of the storage tank. 

Heat is, using the current operational scheme, typically 
accumulated during the Summer period. This 
operational pattern will clearly change significantly in 
case of ancillary service operations where the pattern is 
expected to be much more dynamic over the year. It was 
assumed that the storage stratification is kept at all times 
in this overall model. In the more dynamic case this is 
likely not to be true in some situations and thus a 
detailed model of the stratification will be implemented 
in the dynamic modeling. The average annual heat pump 
system COP was 3,52 and the overall annual cost of 
supplying heat for the area is 12,8 million Danish kr. 

3 Mathematical modeling 
An ammonia-based system with flooded evaporator and 
two-stage screw compression was used as base case for 
the heat pump modeling. The process is illustrated in the 
PI-diagram in Figure 7 and the log(p),h-diagram in 
Figure 8: 

 
 

Figure 7. PI-diagram of a single heat pump. 
 

The system can optionally be coupled with either a heat 
source or a “cold” thermal storage in the source-side. 
This storage could also receive low grade heat if other 
sources are available. On the sink side, normally the heat 
pump is coupled to a thermal storage (hot storage). 

 

Figure 8. Log(p),h-diagram of the heat pump process. 

The steady-state models have been developed in EES 
(Engineering Equation Solver) which is an advanced 
numerical non-linear equation solver with built-in 
thermal property functions and the dynamic heat pump 
modeling was conducted using MATLAB. The steady-
state models are based on the solution of non-linear 
equation sets coupled with thermal property models. 
The dynamic MATLAB model is based on the solution 
of a set of differential algebraic equations (DAE’s). The 
thermal storage has been modeled one-dimensionally to 
account for basic stratification constraints. A discretized 
DAE-model was used to enable a stabile model in both 
filling and storage mode – see (Bitzer et al., 2008).  

3.1 Thermal /calorimetric property routine 
A simple routine using the Peng-Robinson cubic 
equation of state to determine thermal and calorimetric 
properties for the model was developed to have a fast 
property library for real-time emulation. The model 
must clearly be able to simulate faster than real time. 
The overall solution principle is shown in Figure 9. 

 
Figure 9. Use of the Peng-Robinson cubic equation of 
state to estimate thermal and calorimetric properties. 
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Due to large inaccuracies in the liquid region for the polar 
fluids water and ammonia, simple regressions based on 
property data from EES were used in these cases. The 
methodology was compared to accurate data from EES 
based on the reduced Helmholtz equation of state for water 
and ammonia and for the relevant temperatures and 
pressures for heat pump operation, the maximum 
deviations was found to be less than 7 % (worst case) and 
generally significantly lower (typically 2-3 %). This is 
considered acceptable for the fast dynamic model. 
 
The generalized cubic equation of state in terms of the 
compressibility factor, Z [-], to be solved for its roots 
can be written as (Matsoukas, 2012) 
 

𝑍ଷ െ ሺ𝐵ᇱ ൅ 1ሻ𝑍ଶ ൅ 𝐴ᇱ𝑍 െ 𝐴ᇱ𝐵ᇱ ൌ 0           (1) 
 
where the coefficients B’ [-] and A’ [-] defined as 
 

𝐴ᇱ ൌ
௔௉

ሺோ்ሻమ
 & 𝐵ᇱ ൌ

௕௉

ோ்
  w. 𝑎 ൌ

ଶ଻

଺ସ

ሺோ ೎்ሻమ

௉೎
 & 𝑏 ൌ

ଵ

଼

ோ ೎்

௉೎
  (2) 

 
where P [Pa] is the total pressure, R [J/(mol*K)] is the 
universal gas constant, T [K] is the temperature, Tc [K] 
is the critical temperature and Pc [Pa] is the critical 
pressure. The constants a [J*m3/mol2] and b [m3/mol] 
are the constants of the state equation. The fugacity 
coefficient  [-] was found as: 
 

𝜙 ൌ 𝑒
ቀ௓ିଵି୪୬ ሺ௓ି஻ᇲ

ᇲ
ᇱቁି ஺ᇲ

ଶ√ଶ஻ᇲ
௟௡
௓ା൫ଵା√ଶ൯஻ᇲ

௓ା൫ଵି√ଶ൯஻ᇲ          ሺ3ሻ 
 
The molar specific departure enthalpies hD [J/mol] and 
entropies sD [J/mol] were found analytically for the 
Peng-Robinson equation using eq. 4-7 
 

ℎ஽ ൌ 𝑅𝑇ሺ𝑍 െ 1ሻ ൅
்ቀ

೏ೌ
೏೅
ቁି௔

ଶ√ଶ௕
𝑙𝑛

൫ଵା√ଶ൯஻ᇲା௓

൫ଵି√ଶ൯஻ᇲା௓
       (4) 

𝑠஽ ൌ 𝑅𝑙𝑛ሺ𝑍 െ 𝐵′ሻ ൅
ቀ
೏ೌ
೏೅
ቁ

ଶ√ଶ௕
𝑙𝑛

൫ଵି√ଶ൯஻ᇲା௓

൫ଵା√ଶ൯஻ᇲା௓
         (5) 

 

where the derivative 
ௗ௔

ௗ்
 [J*m3/(mol2*K)] is found as: 

 
ௗ௔

ௗ்
ൌ െ0,45724

ோమ ೎் ቀଵାஐ൫ଵିඥ ೝ்൯ቁஐ

௉೎ඥ ೝ்
            (6)  

 
and Ω is 
 

Ω ൌ 0,37464 ൅ 1,54226ωെ 0,26992𝜔ଶ     (7) 
 

where  [-] is the acentric factor.  
 
Some corrections has been proposed to particularly (7) 
to obtain more accurate results. For instance (Strykjek 
and Vera, 1986). However, the found accuracy is 
acceptable for this study and the corrections would 

lower calculation speed which is not desirable in this 
application.  
 
Specific enthalpies and entropies in [J/kg] are then 
found using the reference values, the departure 
enthalpies and the ideal gas enthalpies as: 
 

ℎ ൌ
௛ವି௛ೝ೐೑೐ೝ೐೙೎೐ା௛೔೏೐ೌ೗೒ೌೞ

ெ೑೗ೠ೔೏
                  (8) 

𝑠 ൌ
௦ವି௦ೝ೐೑೐ೝ೐೙೎೐ା௦೔೏೐ೌ೗೒ೌೞ 

ெ೑೗ೠ೔೏
                  (9) 

 
Mfluid [kg/mol] is the molar mass of the given fluid. The 
ideal gas enthalpies were found based on analytical 
integration of polynomials of the ideal gas specific heat 
capacities. 
 
The Matlab-function fzero was used to find reverse 
properties using appropriate starting guesses and a 
minimization algorithm. Guesses were defined so that 
the algorithm converged in all cases. 

3.2 Steady-state model of the heat pump 
A steady-state model based on power and mass flow 
balances was setup for the system in EES. The following 
operational assumptions were used in the modeling of 
the two stage liquid overfeed ammonia based heat pump 
cycle: 
 

 The district heating water was assumed to have 
a forward absolute pressure of 3 bar and a 
return pressure of 2 bar. 

 Volumetric and isentropic efficiencies were 
variable and found using the SABROE COMP1 
compressor data tool (Sabroe, 2020). For the 
2MW system nominal value are approximately 
s=0,8 and v=0,9. The flash tank pump was 
assumed having an isentropic efficiency of 
p=0,8. 

 Condenser and evaporator minimum approach 
temperatures were fixed to 3 K. 

 Pressure drops in both the condenser and 
evaporator were assumed to be 3 kPa. 

 In the cycle superheating was assumed to be 1 
K and sub-cooling was 5 K. 

 The compressor displacement was 0,4428 m3/s. 
 The intermediate pressure between the 

compression stages was found optimizing the 
COP. 

 The quality at which refrigerant leaves the 
liquid overfeed evaporator was fixed to x=0,7 
 

The model was developed using EES’s “MODULE” 
functionality making it easy to couple heat pumps in 
series and parallel on both the source and the sink side 
of the heat pumps. An example of serial coupling 2 heat 
pumps on the source and sink side, shown in Figure 10. 

SIMS 61

DOI: 10.3384/ecp2017639 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

42



 

 
Figure 10. Serial coupled heat pump on sink/source side. 
 
As an example, a system with 5 similar serially coupled 
heat pumps in terms of both condenser and evaporator 
having evaporation temperatures of 3; 7; 11; 15 and 19 
C and condensing temperatures of 48; 54; 60; 66 and 
72 C would lead to an overall system COP of 4,46 
where a single stage reference system with the same 
minimum and maximum temperatures would only have 
a COP of 3,53. The investment cost in the more complex 
system would of course be significantly higher, so the 
choice of system topology is to a large extent a choice 
based on the operational characteristics and 
possibilities. A multi-stage system would have the 
advantage, that the heat pumps can rapidly be decoupled 
which would give a rapid down-regulation response. 
 
The heat exchangers were modeled using a basic 
LMTD-algoritm. A function was used to avoid 
numerical problems with the LMTD-formula during 
iterations in EES as follows (Herold et al., 2016). The 
returned value LMTD is the logarithmic mean 
temperature difference, which is a function of the four 
terminal temperatures T1 to T4. 
 

FUNCTION LMTD(T1;T2;T3;T4) 
   dTa=T1-T2 
   dTb=T3-T4 
   IF (dTa=dTb) THEN 
       LMTD=dTa {Test for singularity in LN function} 
   ELSE  
        IF (dTa < 0)  or (dTb < 0) THEN {Test for impossible 
intermediate heat exchanger solution and force LMTD to nearly 
zero if so} 
           LMTD=1e-9 
       ELSE 
           LMTD=(dTa-dTb)/LN(dTa/dTb) 
       ENDIF 
   ENDIF 
END 
 

The steady-state model was used to provide inputs to the 
dynamic model. Thus, a number of multi-dimensional 
regressions were made using the generalized least 
squares algorithm in EES to the cycle temperatures and 
flows as function of the sink and source temperatures. 

The regressions were compared with the rigorous model 
to evaluate their accuracy as shown in Figure 11.

 
Figure 11. Example on regression comparison. 

3.3 Dynamic heat pump modeling 
The dynamic heat pump model is fundamentally based 
on power and mass flow balances using the dynamic 
forms of the first law of thermodynamics and the 
continuity equation. The general thermal properties are 
determined using the previously described steady-state 
model assuming relatively fast dynamics in terms of 
changing pressure in the system. The evaporator and 
condenser are considered as the primary dynamic 
elements, these were divided into sub-heatexchangers to 
model the phase change the -NTU method was used to 
model each of the sub-heatexchangers - see Figure 12. 

 
Figure 12. Discretization of latent heat exchangers. 

 
Where N [-] is the number of discretized nodes in the 
heat exchanger. A grid independency study showed that 
a value of N=50 (i.e. 25 points on each side of the heat 
exchanger) would be reasonable for the real-time model.  
As illustrated, the latent heat exchangers are further 
divided into respectively de-superheating, evaporation 
and sub-cooling for the condenser and in evaporation 
and superheating for the evaporator. 
The overall governing equations are in their discretized 
form in the flow direction (x) are formulated for the 
condenser for respectively the district heating water side 
(DH) (10) and the refrigerant side (11) 
 

𝑉஽ு𝜌௜
ௗ௨೔
ௗ௧

ൌ 𝜌௜𝐴஽ு𝑣௜ሺℎ௜ାଵ െ ℎ௜ሻ ൅ 𝑈𝐴௜ሺ𝑇௜ା௠ାଵ െ 𝑇௜ሻ    (10) 

𝑉ேுయ𝜌௜ା௠ାଵ
ௗ௨೔శ೘శభ

ௗ௧
ൌ 𝜌௜ା௠ାଵ𝐴ேுయ𝑣௜ା௠ାଵሺℎ௜ା௠ െ ℎ௜ା௠ାଵሻ ൅

𝑈𝐴௜ሺ𝑇௜ െ 𝑇௜ା௠ାଵሻ   (11) 
Here V [m3] is the volume of each element, A [m2] is the 
cross sectional area at the element, v [m/s] is the fluid 
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velocity, h [J/kg] is the specific enthalpy, UA [W/K] is 
the total heat transmission coefficient multiplied by the 
element heat transfer area and T [K] is the temperature. 
The energy balance is formulated in terms of internal 
energy so the equations are valid for all three heat 
exchanger sections.  The mass balance becomes: 
 

ௗ௠

ௗ௧
ൌ 𝜌ሺ𝑥, 𝑡ሻ௜௡𝑣ሺ𝑥, 𝑡ሻ௜௡𝐴 െ 𝜌ሺ𝑥, 𝑡ሻ௢௨௧𝑣ሺ𝑥, 𝑡ሻ௢௨௧𝐴     (12) 

 
Energy and mass balances for the evaporator were 
formulated almost exactly identically as shown in (10)-
(12). 
 
In each element of the discretized heat exchangers, the 
total heat transmission coefficient was calculated. The 
Dobson and Chato relation for flow condensation, as 
described in (Nellis and Klein, 2009) for condensation 
over horizontal tubes was used to estimate the 
convective heat transmission coefficient for the 
ammonia in the condensing part. For the evaporator the 
Shah correlations for flow boiling were used as 
described in (Nellis and Klein, 2009).  For the remaining 
single-phase pipe flow regular correlations for friction 
factors and Nusselt numbers for developing flow in 
pipes considering whether the flow is laminar or 
turbulent was used as described in section 5.2.3. and 
5.2.4 of (Nellis and Klein, 2009). It was assumed that all 
heat exchangers were of the shell and tube type and the 
heat exchanger dimensions were defined following the 
procedure described in (Stephan et al. 2010). The design 
was done considering heat exchanger pressure losses. 

3.4 Solution of governing DAE set 
The thermal relations and the sets of ordinary 
differential equations from the discretized heat 
exchangers forms a differential algebraic equation set 
(DAE). All algebraic equations in the DAE set are time-
independent, thus the system is of index 1. The ODE15s 
solver in Matlab was used to solve the system of 
equations. Using this solver, all algebraic equations 
must be rewritten on the form of pseudo differential 
equations and a mass matrix M is defined with binary 
values of either 1 for differential equations and 0 for 
algebraic equations in the equation set. The mass matrix 
is practically implemented by multiplying it to the 
differentials as shown in (13). 
 

𝑴ሺ𝑡,𝑦ሻ
ௗ௑

ௗ௧
ൌ 𝑓ሺ𝑡,𝑦ሻ                  (13) 

 
The solver convergence criterions was set so the relative 
tolerance was 10-3 and the absolute tolerance 10-6. 

4 Results 
Results of the retrofitting of the system topology and 
operational optimization of the system considering 
steady-state operation have been investigated. 

Furthermore, the dynamic capabilities and thermal and 
practical response time limitations in the heat 
exchangers of the heat pump was investigated 
considering both ramp-up-, ramp-down- and the 
response in terms of power and heat. A theoretical start-
up where the heating capacity is given in terms of the 
relative district heating water temperature is given in 
Figure 13 (72 C DH water@100 %): 

 
Figure 13. Typical cold-start response of the heat pump. 

Nominal load refers to a heat output of 2 MW from the 
condenser. Max. load is the start-up capacity but at 
temperatures unusable for district heating. It can be seen 
that the start-up response in terms of heating is 
significantly longer than the requirements for frequency 
services on the power grid. Thus, operation of the heat 
pumps in a partial load-condition or a forecast-based 
scheduling would be required to meet the heat demand. 
In reality, the heat pumps are never operated from a cold 
conditions. There are typically oil separators and heat 
tracers installed on the compressor suction line 
[Johnson, 2020]. The ramping up and down of the 
compressor power can be significantly faster if the 
systems remains pre-heated or in a partial-load, so the 
requirements in terms of power uptake/outage can be 
fulfilled before steady-state is reached. The measured 
load-torque versus the induction motor drive torque is 
seen for a start-up of a screw compressor based 500 kW 
heat pump cycle in Figure 14 [Johnson, 2015]. 

 

 
Figure 14. Load & induction motor torque during startup. 
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Solving the initial value problem shown in (14), the 
compressor approach to steady-state relative to the 
compressor RPM can be found as shown in Figure 15. 

          
,

compressor
compressor induction motor load HP

d
J

dt


  

           (14) 

 
Figure 15. Approach to steady-state compressor RPM. 

 
It can be concluded from the plot that the compressor 
/compressors even in worst-case does not pose a major 
limitation to the transient operation of a heat pump. 
 
However, ramping down, the evaporator and condenser 
conditions will restrict the operation. Typical 
temperature curves in the condenser at steady-state are 
shown in Figure 16: 

 
Figure 16. Condenser temperature curves. 

 
Currently, the model has no active control scheme built-
in. Thus the model is only controlled based on the initial 
conditions for each modeling run. Thus parameters like 
superheating and sub-cooling are difficult to control 
accurately. In future versions, control of the compressor, 
the pump and the valve should be implemented to 
address this. 

The progression of the district temperature over time 
going from a stand-by heated condition to nearly full 
load (i.e. the zone dominated by the heat exchanger 
dynamics) is seen in Figure 17. As mentioned, the 

lubrication and cooling system is preheated at all times. 
A real cold start thus never really exist however, the heat 
exchangers could be cooled significantly if the system 
is left out of operation for longer periods during  winter. 

The modeling run corresponding to Figure 17 was using 
the following initial system conditions: 

 Initial mass flow of refrigerant: 0 kg/s. 
 Mass flow of liquid heat source: 90 kg/s. 
 Mass flow of the district heating water: 15 kg/s. 
 Initial district heating water temperature: 40 C. 
 Temperature of the heat source (from a cold 

storage tank): 15C. 
 Initial refrigerant temperature in the cycle: 8C. 
 Initial refrigerant pressure in cycle: 1100 kPa. 
 Initial temperature of hot source in: 15 C. 

 
Figure 17. Dynamic response of district heating water 

temperature going from a “cold” condition. 
 

It can be seen in Figure 17, that response has some dead-
time in the beginning. When designing actual 
controllers, it is important to compensate for this. 
Solving the model, it was found that it in most cases 
solve significantly faster than real time on an ordinary 
Surface 6 Pro laptop computer. In rare cases, the model 
was slightly slower than real time but it is expected that 
the multicore PC’s attached to the real-time emulation 
system at Aalborg University, Department of Energy 
Technology will be able to simulate significantly faster. 
Coupling the model with the stratified heat storage 
model however currently still give some challenges. The 
simulation times in this case increase significantly. A 
preliminary model simulating 48 hours of system 
operation including the storage has proven to be less 
than half as fast as real time. The models have to be 
optimized to address these challenges. 

4.1 Discussion of liquid overfed operation 
The liquid overfed system is often an economic tradeoff 
between a better heat transfer per unit volume 
evaporator and the cost of additional pump, piping and 
the flash tank. When operating the heat pump for 
ancillary services, there are however clear advantages of 
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the liquid overfed system. When ramping down, it is 
important to avoid condensing of the refrigerant in the 
evaporator in case the system is not operated as liquid 
overfed. This will limit the time required to go to a 
partial load or stand-by situation of the heat pump. 
Introducing a simple energy balance for the pipe-
material as shown in (15), we can assume that the 
saturation temperature will change rapidly with the 
thermal conditions of the refrigerant during ramping of 
the mass flow from 100 % to 50 % load. The 
temperature of the refrigerant in the evaporator will 
change almost instantly with the mass flow. 

 

ௗ௨೔
ௗ௧

ൌ
௠ሶ ሺ௛೔ି௛೔శభሻାொሶ ೞೠ೎೟೔೚೙ ೛೔೛೐

ఘ೛೔೛೐∆௏೛೔೛೐
               (15) 

 

The suction pipe thickness was assumed to be 6 mm 
thick, it is assumed adiabatic and have a specific heat 
capacity similar to that of stainless steel since this will 
be a likely material working with ammonia as 
refrigerant. In this calculation, it is assumed that the 
refrigerant leaves the evaporator with a certain degree of 
superheating to avoid liquid in the compressor. Figure 
18 shows the results on the suction pipe temperature 
when ramping the heat pump linearly from 100 % to 
50% mass flow over the required 150 s for Frequency 
Containment Processes (FCR). 

 
Figure 18. Ramping from 100-50% mass flow in 150 s. 

Two temperature trajectories are shown. One with a 
superheating of 2 K and one with 3 K. These can be 
compared to the thick black line showing the saturation 
temperature of the refrigerant. The larger the superheating, 
the lower the cycle COP will be. 
Many commercial systems are constructed with insulated 
suction pipes and superheating, so this could be a challenge 
in these cases. The problem can be resolved in multiple 
ways; either by increasing superheating (i.e. accepting 
lower COP), implementing electrical heating or 
constructing/ramping the system in a different manner 
avoiding condensation. 

5 Conclusion 
A fast numerical model of a large-scale heat pump 
system, which can simulate faster than real time so it can 
be included in the Smart Energy real-time emulation lab 

at Aalborg University has been developed. Different
heat pump topologies have been considered in the paper
and a rigorous, scalable and modularized thermal model
was developed. A fundamental dynamic heat pump
model has been successfully developed with focus on
the detailed modeling of the latent heat exchangers.
However, the model is yet to be integrated with the
thermal storage model and other heat producing assets
and heat distribution networks in the system and
implemented in the real-time lab. Here more work still
remains to have a useful modeling framework capably
of solving in real time. The economic aspects of
coupling heat pumps in series must also be addressed.
The same goes for the considerations on a liquid overfed
system. The system offer many advantages but could
have a larger investment cost. Operating without a
flooded evaporator however introduces challenges when
ramping down the heat pump to partial load. Initial
estimates indicate a undesired superheating of nearly 3
K in the first scompression stage suction line is required
to avoid liquid formation in the evaporator in a non-
liquid overfed system. More work looking into possible
solutions and their consequences must be conducted.
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Abstract
The increasing presence of smartness in buildings to in-
crease the energy efficiency of these buildings makes it
difficult to properly anticipate the impact of these tech-
nologies. The development of digital tool for creating res-
idential load profile are prolific but their use, especially
applied to smart buildings being able to combine both
power and thermal energy management, are unavailable.
This research presents a tool developed to integrate power
and heat demand using a flexible topology to define build-
ings energy needs across time resolution. It also integrates
small-scale renewable energies such as wind and solar to
increase the production of local electricity. The entire
model can be parametrised and personalised through its
user interface. The model demonstrated robust simulation
load profiles generation throughout all time resolutions
Keywords: smart buildings, high resolution, heat and
power, demand response, real-time pricing

1 Smart buildings
The use of smart buildings and its role in shaping the new
energy efficiency plans from the EU Green deal is crucial
(EU Commission, 2019). The smart building is becoming
a new standard in both the standardisation body and in the
regulation with the implementation of the Smart Readi-
ness Indicator (SRI) in EU. This comes in combination
with the smart grid standards that are becoming more and
more implemented in real-life microgrids, or in the estab-
lishment of positive energy district such as those built in
frame of the EU lighthouse project Making-City. Interna-
tional research activities has put a strong focus on build-
ing flexibility and their role in integrating more distributed
variable renewable energies onto the distribution network.
Such research are built through the International Energy
Agency (IEA) and its series of annex targeted on Energy
in Buildings and Communities program (IEA-EBC) in its
Annex67 (Jensen et al., 2017) and its future Annex82 on
Energy Flexible Buildings.

Multi-energy vector (Electricity, heat, hydrogen,
etc..(Orecchini and Santiangeli, 2011)) applied to build-
ing simulation and optimisation have been deployed for
at least 20 years with for instance the doctoral thesis of
Stokes (2005) on producing fine-grained load model to
support low voltage power network. These models pro-

duce load profiles for network performance analysis but
are usually not publicly available, nor the code that goes
along with the models. In more recent years, tool for
simulating multi-scale simulation with medium horizons
were developed and integrated Stokes’ work into an open-
source Excel VBA tool (McKenna and Thomson, 2016).
Little by little, models are becoming more robust and inte-
grate occupancy from statistics (Wang et al., 2018) or from
appliance usage probability (Yilmaz et al., 2017). There is
however a need for a new tool that combines latest de-
velopment on the field of flexible energy and that is open
source and accessible by all.

The Smart Building Model (SBuM) (Louis et al. 2016)
was originally created to measure the impact of demand
response and occupant behaviour on the building’s energy
performances using different levels of control. Controls
included basic information-based system to raise aware-
ness to full control over the appliances installed in the
building. It has further been developed to integrate the
thermal performance of buildings and integrate electric
heating technologies as a demand response tool for smart
building (Pulkkinen and Louis, 2019).

This work aims at developing an open and user-friendly
tool to setup multi-scale building energy models, inte-
grating variable time dependent demand response pro-
grammes and providing detailed load profiles that are rep-
resentative of input profiles. The model shall be adaptable
for multi-regional study and work under various weather
conditions. The model outputs should cover detailed en-
ergy analysis, monetary impacts of different demand re-
sponse rate, and account for the environmental impact of
the related energy consumption.

2 Heat and power model
The SBuM model is a Markov-chain model developed us-
ing modules that are plugged in into the main model. It
is composed of multiple modules that integrates the fol-
lowing: a small-scale energy production, control options
for appliances and heating systems, and a home appli-
ance model. Other modules are being developed to cover
the full range of demand response possibility for smart
building such as the domestic hot water. Unlike most
mathematical model presented in the literature, the SBuM
model is available open source (https://github.
com/jeanlouisnico/SBuM) and can be run through
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the MatLab™ simulation platform.

Figure 1. Smart Building Model (SBuM) interface seen from
the MatLab™ simulation platform

Interface allows to have flexible and easy-to-use tun-
ing of the building and all the variables considered in the
SBuM tool are tunable. It allows as well to do reporting
and retrieve all building characqteristics that are used as
input variables to the model.

2.1 Input data
A set of input data are required to be able to run the model
and use its possibilities. There are six (6) type of input
data category needed to fill in and are visible on the right-
hand side of Figure 2: the weather files, the household
description from appliances to users, the time resolution
and horizon of the simulation, the optional power pro-
ductions units, the type of electricity contracts used, and
the building characteristics detailing its physical proper-
ties (see section 2.2.2).

Figure 2. SBuM architecture from input data, modelling, and
output variables.

2.1.1 Climatic data

The model is flexible on the type of weather format to be
included and any EPW weather file can be given as an
input to the model (Crawley et al., 2001). EPW files are
available in open access1 and may be modified to represent

1http://climate.onebuilding.org

new weather for extreme conditions or represent future cli-
matic conditions considering the different RCP scenarios
and other General Circulation Model (GCM). Most of the
data are gathered with an hourly time resolution, different
weather data were linearly interpolated to match the sim-
ulation time-frame e.g. outdoor temperature, with some
randomness in the interpolation e.g. solar radiation and
wind speed.

2.1.2 Households characteristics

The SBuM model includes a set of variables that define the
house to be modelled. All appliances that have a power
signature may be included in the model and are char-
acterised by their daily load profile probabilities, usage
duration, weekly maximum usages, nominal power rat-
ings, weekday/weekend distributions and control options
for demand-side management implementation. The ap-
pliances characteristics and usage statistics are calibrated
using the EuP reports, specifically adapted for Finland
and the Finnish national statistics on energy use; they are
however tunable to match any other performances when
needed or reflect updated information compared to the
previous EuP studies. For detailed information on house-
holds’ specifics, refer to Louis et al. (2016). Similarly
to Yilmaz et al. (2017), the occupancy distribution is de-
duced from appliances activities that are set in the begin-
ning of the simulation. Their daily distributions are al-
terable to model any appliance distribution that the model
needs to consider during the simulation.

2.1.3 Small-scale production system

Small-scale production units that can be utilised in the
model include so far only solar photovoltaic panels, but
experimental modules for wind turbines and fuel cells
(Proton Exchange Membrane model) are also available.
These models are somewhat simplified as multiple vari-
ables, such as the terrain and relief of the surroundings
are not used in the model. The PV-model requires a set
of 12 inputs characterising the photovoltaic modules. The
methodology and the used equations are established from
Luque and Hegedus (2010) and thus the made assump-
tions come from the book. The methodology consists cal-
culating the voltage and current of one single cell of a solar
module and then, depending on the solar irradiance, eval-
uating the power output of a series of cells. It is possible
to outline real performance from technology available on
the market.

2.1.4 Simulation time resolution and horizon

The model works for different time scale ranging from 1
minute to 1 hour time step with a time horizon hypothet-
ically open, and is linked to the exogenous information
input into the model - essentially the weather file. Input
data regarding appliance usage is provided on an hourly
basis and therefore down-scaling is necessary. This part is
detailed in section 3.
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2.1.5 Electricity contracts

Demand response programmes including real-time pric-
ing, Time of Use tariffs, direct load control and other as
listed in the literature (Pallonetto et al., 2020) are included
in the model with the defined simulation time resolution.
The dynamic pricing can further be limited upwards and
downwards if necessary.

2.2 Modelling framework
The SBuM model is built into sub-modules that includes
the power production, power consumption, heat demand,
and control systems. The following sections briefly intro-
duce the three main elements of the SBuM.

2.2.1 Power consumption

Power consumption is composed of 4 variables: electric-
ity consumption for appliances, ventilation, heating/cool-
ing elements, and domestic hot water. Power consump-
tion distribution from appliances is described by Louis
et al. (2016) and covers the fields of appliance modelling,
user type considerations, demand response potential for
appliances, and occupancy scenarios. Occupancy is de-
duced from the power consumption profiles from the ap-
pliances and not from occupancy profiles used as input to
the model. This is to ensure that the power consumption
from appliances and the active occupancy scenario are de-
pendent and therefore coherent. Further on, the thermal
needs of buildings were characterised to include a number
of new variables that define the buildings physics and the
ventilation technology used (Pulkkinen and Louis, 2019).
Appliance specifics are given default values taken from the
Remodece project (Almeida and Fonseca, 2006), but in-
cludes also other sources like the monitoring and research
work from Murray et al. (2016, 2017) or Reinhardt et al.
(2012)2. The power module is and the occupancy is fur-
ther used by the thermal demand model.

2.2.2 Thermal demand

The thermal demand of the model includes the thermal
needs of the building and use thermal mass as a thermal
storage to optimise the use of electricity when electric
heating is used. The model is a white-box model, imple-
mented by using the National Building Codes of Finland
and the international standards on thermal behaviour such
as ISO 52016-1, EN 15316-2, and the EN 15251. The
interlink between the power module that covers all appli-
ances and the thermal model is presented in Figure 3.

While the building physics are taken from the interna-
tional standards, some added values are supplemented to
address the issue of the internal gains, including human
metabolism and appliance usage, as well as interconnect-
ing the ventilation with the thermal losses and running of
the heating system. The occupancy scenario, as defined in
section 2.1.2, defines further the level of activities and al-
lows recalculating the metabolism from the inhabitants. In

2http://www.tracebase.org

Figure 3. SBuM architecture connecting the power demand
model and the heat demand model.
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Figure 4. The operation of the electrical space heating part of
the thermal model (Pulkkinen and Louis, 2019).

case of different type of space heating, the energy demand
for each time resolution is provided and may potentially
be used to recalculate the indoor temperature and electric
heating power according to the predefined automation and
control strategy. This operation principle is described in
a flow sheet on the operation of the electric space heating
part of the model presented in Figure 4 and in Pulkkinen
and Louis (2019).

On-going work is being set up to include the use of do-
mestic hot water provision from electric water tank .

2.2.3 Optimisations

The SBuM has a sub-block dedicated to the control sys-
tem of the building and can consider multiple data input
to optimise the consumption of the building. So far, two
objectives are set, which are related to costs and environ-
mental footprint of the consumed electricity. Secondly,
the optimiser is only used when a home energy manage-
ment system is setup for the studied house with the degree
of control given to it. This means that the model can pri-
marily be used to generate load profiles at a relatively high
details, and can be consequently used in assessing optimi-
sation control strategy based on dynamic pricing or other

SIMS 61

DOI: 10.3384/ecp2017647 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

49

http://www.tracebase.org


power network indicators. As the SBuM model is based
on Markov-Chain, it is inherent to model consequential
actions and therefore disrupt the power cycle from appli-
ances or heating units.

Objective functions:

min ptotal,t =

[(
n

∑
i=1

Pi

)
+Pheat +Pventil

]
× pt (1)

where p is the energy expenditure from the house [e], and
P is the power consumption from all appliances i, heat-
ing and ventilation [kWh], and for each price at time t
[e/kWh].

2.3 Output data
Four main variables are obtained from the model: the total
power consumption from the building that can be disag-
gregated by appliances and heating modes, thermal perfor-
mances of the building including indoor temperature vari-
ation, heat demand, thermal comfort and their associated
variables, the environmental impact, granted that the elec-
tricity mix from the grid is known as a dynamic real-time
environmental impact, and the cost of these implementa-
tions.

3 Down-scaling simulation
Handling multiple time resolution from input to output of
the simulation is a challenge. The time resolution must be
adapted for flexible input data, flexible time optimisation,
and flexible time resolution of the output signal from the
model.

For this reason, the model was made flexible to have
any sort of inputs with a maximum time resolution of
one hour and some pre-defined time resolution for the in-
put database: 30-15-3-1 minutes and 10 seconds. These
resolutions were taken arbitrarily to match the exist-
ing databases of appliance signatures (see section 2.2.1),
weather data resolution, and power status from the trans-
mission network (down to 3 minutes per sample).

3.1 Scaling and multiplying
Down-scaling power and heat demand profiles, can be per-
formed either as disaggregated profile from the modelled
profile or built up from lower timestep resolution and ap-
pliance signatures. Both ways provide output with a high
granularity and can be used further in power system mod-
elling. The advantage of proceeding power disaggrega-
tion is to perform faster simulation with a larger timestep
e.g. 1 hour. The downside is that control cannot be per-
formed at a lower resolution than the model itself and
therefore demand response and control will be performed
using the simulation steps and not the disaggregated gran-
ularity. The other way of implementing a high resolution
model is to increase the simulation step of the simulation
and thus provide better control for demand response ac-
tions based on price or power network status. The SBuM

model allows carrying out both options with any simula-
tion time. This is done by re-sampling the input dataset
to meet the simulation time resolution and could be done
simply by interpolating values, like in the case of temper-
ature that does not vary very fast, or by performing linear
interpolation and integrate a normally distributed noise to
the dataset.

If a device is used for a very short time (tcycl,n < tmin),
then the studied appliances n could multiply its usage in
order to comply with the average weekly usage of this de-
vice. This action multiplier only applies to new actions
that has been triggered during the current iteration. Only
in this condition the multiplying factor tmult can be gener-
ated, otherwise its value is set to 1.

tcycl = tmult × tcycl

where, tmult =
⌊

R ∼U
[
1, tmin

tcycl

]⌋ (2)

Tmulti is a dimensionless value multiplying the number
of actions within a time step when needed to reach the
weekly average usage of appliances. The value of Tmulti
is randomly generated and its value is comprised between
a fraction of one cycle in comparison with the time step.
The spread of the Tmulti can be observed in Figure 5.
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Figure 5. Distribution of tmult at multiple variable time usage
tcycl in hourly timestep simulation.

4 Results and discussions
The results of the SBuM model will be reviewed in terms
of model performance in generating load and production
profiles. These profiles are generated at different time
scales through an event distribution throughout a typical
day (Figure 6). This allows comparing the input distribu-
tion profile per appliance with the generated distribution
profile for the same appliances. Generated load profiles
are also looked through the prism of a detailed profile and
comparing generated dataset at different granularity (Fig-
ure 7). Results are compared with models proposed to the
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Figure 6. Cumulative daily distribution throughout the year against the REMODECE distribution used as input distribution in the
SBuM model.

general public but do not allow high resolution modelling
nor control options. For analysing the results, a set of 1-
year simulation was performed for a test reference year,
from January 1st to December 31st, 2012.

4.1 Power demand
The power demand of the buildings generated with the
SBuM model will first be looked into the robustness to
produce results similar to the input profiles given to the
building, and second to the comparability levels of the dif-
ferent time resolution dataset produced while measuring
their homogeneity through e.g. their daily load profiles.

4.1.1 Power profile distribution

Profile distributions for each appliance are taken from
open dataset as described in section 2.2.1. The gener-
ated profiles are therefore easily comparable as their in-
put profile are taken from the literature. A summary of 21
appliances used in the simulation is retrieved in Figure 6.
The distribution profiles are aggregated to a daily load pro-
file considering equally every day of the simulation (366
days).

Multiple statistical test were performed and for all ap-
pliances, the F-test are not statistically different at the 0.05
level, meaning that all distribution profile are statistically
similar to the distribution dataset used for the appliances.
This statistics is valid for all simulation granularity. In
other words, the fit of distribution between the simulation
output power profiles and the measured dataset of appli-
ances measured in real living environment, demonstrate
the robustness of the model and do not create unrealistic

scenarios where appliances are run randomly.

4.1.2 Dataset comparison

Power demands from the appliances are depicted for dif-
ferent time scale simulations in Figure 7. The power pro-
files are put in perspective with the active occupancy sce-
nario that are drawn from the power consumption profiles.
As the simulations are independently run and rely on nor-
mally distributed random numbers under daily distribution
constraints, the dataset with different granularity does not
run the same scenario. Nevertheless, they do present simi-
larities in their daily routines. The power disaggregatation
of the 15 minutes time resolution into a 10 seconds profile
is also shown on Figure 7.

Although the distribution of the appliances is done with
an hourly distribution, smaller time resolution allows dis-
rupting the hourly distribution profile and insert actions
within these time-frames. The good correlation between
the active occupation and the inactive occupation e.g. sit-
ting, lying or else, is due to the fact that occupation is
deduced from the appliance usage. This is critical for the
good interrelation with the thermal model that calculates
the thermal comfort and the exchange of heat within the
building from human occupation.

The total power consumption for the different runs are
consistent where the 1h time resolution provides a power
demand from appliances and lighting of 5050 kWh/y, the
30 minutes granularity accounts for 5293 kWh/y, and the
15 minutes resolution for 5158 kWh/y. In this particular
case, the consistency is of the annual power demand be-
tween time scales were a critical indicators. The dataset
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Figure 7. Energy service power load profiles and its occupancy
for a typical summer day (1 day).

presents a similar mean value of power consumption for
all time resolution simulations but with the higher granu-
larity the power demand becomes more volatile which can
be observed in the increase in their standard deviations and
their associated coefficients of variation (1.19, 1.25, 1.30
for the 60 minutes, 30 minutes, and 15 minutes resolution
respectively).

The daily load profile, which is intertwinked between
the appliances power demand and their aggregation is de-
picted in Figure 8. The daily load profiles across the time
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Figure 8. Mean daily load profiles generated by the 60/30/15
minutes time resolution simulations - one year simulation.

scales show good similarities that express their uniformity
through the different runs of the model where the means
for the 60 min, 30 min, 15 min are equal to .57 (SD = .17),
.60 (SD = .18), and .59 (SD = .18) kW respectively. Fig-
ure 8 also depicts the daily load profile of the same build-
ing that has a higher simulation time resolution, presenting

therefore the higher variation. These variations are mainly
due to the cycling of white appliances like the fridge that
has a regular cycling time.

Downscaling the model time step to 10s allows fast con-
trol of some appliances if necessary. However, most of the
benefits from existing demand side management (DSM)
that reacts mainly on real time pricing that has been avail-
able at an hourly level so far. As there is intentions to de-
crease the resolution of day-ahead pricing to 15 minutes, it
thus makes sense to be able to simulate buildings with this
resolution and include their related controls. In any case,
time resolution is always available at a 10 seconds resolu-
tion for the power module while the model may run with
a larger time step, which can be meaningful for all sorts
of engineering work. Furthermore, downscaling must be
justified as it is a time consuming process where the com-
putational time increases exponentially with the following
relationship:

y(x) =
1

7.04
· e(

0.9+x
7.04 ) (3)

where x is the downscaling ratio. A full year simulation at
an hourly time step takes about 6 minutes on a 32Gb RAM
and i7 core, while the same simulation with a time step of
1 minute may take over 80 hours with the same hardware.

4.2 Thermal demand
Thermal load is also detailed at the chosen time resolution
and shows more discrepancies between the model resolu-
tion while staying within the constraints set in the simula-
tion. The thermal performance of the building is analysed
through the total heat demand in a year, the variation of the
operative temperature (weighted average of the indoor and
surface temperatures as defined in the ISO 52016-1), and
the power demand in terms of power variation per degree
change in indoor temperature before heating the building.
The data are represented in Figure 9 for the coldest week
performed in the simulation (from February 3rd to Febru-
ary 10 th). The temperature setting set in the simulation
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Figure 9. Indoor temperature variation and total thermal de-
mand excluding DHW for the coldest week in the modelled year
for three resolutions. Dotted lines represent the PMV variation
for this same week
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is 21°C and as it can be seen in the Figure 9, the oper-
ative temperature is varying below this constraint. The
mean operative temperature of the building is very similar
in all 3 simulations, with a mean operative temperature of
20.4°C (SD = .48), 20.5°C (SD = .52), and 20.6°C (SD =
.7) for the 60/30/15 minutes simulations respectively. The
heat demand for the 60/30/15 minutes simulation are 21.3
MWh/y, 23.4 MWh/y, and 24.4 MWh/y respectively. One
of the reasons for difference of thermal energy consump-
tion between the time resolutions is the shorter response
time for adjusting the temperature within the building and
keeping it to the correct level (adjusting the operative tem-
perature to meet the temperature set for the house and
therefore guaranteeing an indoor temperature of 21°C).

The thermal comfort varies more in the negative val-
ues with an average of -2 (SD = .28), -1.86 (SD = .45),
and -1.82 (SD = .5) for the 60/30/15 minutes simulations
respectively. Although the results indicate a cold feeling
from the tenants (<-1), the main reason resides in a para-
doxical setting for the heating system that is controlled to
keep the indoor temperature at 21°C, and keeping the Pre-
dicted Mean Vote (PMV) level above (>) -.7 in the worst
case. To reach the correct PMV level, a temperature set-
ting of 23°C would be required but that would go against
the Finnish regulation in its building code.

4.3 PV generation
The solar PV panel module presents results also for the
different timestep sets for each simulation. The PV-
module is compared against results from PVGIS EU-
service that provides hourly resolution for different types
of PV systems. The PV model module was tested with
the global irradiation array used in PVGIS with a system
loss factor of 14 %, which includes dirt and performance
decrease over time, which is fixed through the simulation.
The nominal power of the PV-module is 10 kW in both
settings. Both results are presented in Figure 10 top left
graph for a typical summer week. While the datasets are
statistically not different at p = .01 during this extracted
period and thus shows the good behaviour of the model
during the summer months, the overall power generation
from PV panels are different at p = .01 for the overall year.
In other words, the behaviour of the PV model is validated
with some small discrepencies in the winter months re-
sulting in different overall yearly energy production. The
overall yearly power produced is however different with
a total of 12.9 MWh/year for the PVGIS model and 14.1
MWh/year for the SBuM model. The main difference re-
sides in the winter month when the production is low, es-
pecially under high latitude where the simulations were
performed (65.05° North).

When running the simulation with more precise dataset
from the Finnish Meteorological Institute (FMI), the
power production has a greater Coefficient of Variation
(CV = 1.52 for PVGIS and CV = 1.84 - 1.9 with FMI
dataset) and this is due to the higher variation in the global
irradiance dataset provided by FMI. The total production
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Figure 10. Top: Week production from a 10 kW PV system run
with PVGIS online tool and the SBuM model using the PVGIS
solar radiation data. Bottom: The SBuM model output using the
Finnish Meteorological Institute solar radiation data for 3 time
resolution, 1h, 30 minutes, and 15 minutes. *The population mean
is significantly different at p = 0.01, **The population means are not
significantly different at p = 0.01.

from the PV-panels using the FMI dataset is 11.9 MWh/y,
12.1 MWh/y, and 12.2 MWh/y for the 60/30/15 minutes
time resolution respectively. The model output is thus con-
sistent with state of the art global output variables while
providing more detailed information while the simulation
resolution is increasing without altering the global output
of the model, thus guaranteeing its use for automation pur-
pose.

5 Conclusions
This paper presented a multi-scale open source modelling
tool to evaluate the impact of smart control on the power
and heat demand of the building. The SBuM model in-
cludes both the heat and power demand, as well as ther-
mal comfort user satisfaction and willingness to shift load
from appliances in case of energy management system.
The model can be run at different time resolution from 60
minutes down to 10 seconds, therefore, providing a wide
range of possible control strategies for distribution system
operators as well as provide information to homeowners.
As the SBuM model uses a Markov-Chain approach to the
modelling of the buildings, the different energy points can
be managed on the fly but post processing of the results
can be done for further use. The real challenge was to cre-
ate synthetic profiles that are comparable with different
time scale resolutions and flexible in terms of computing,
to be included in market operation as well as automation
solutions.

The SBuM model showed robustness in the creation of
load profiles for both thermal and power demands. The
SBuM model generated profiles and datasets that were
comparable and statistically not different across multiple
time resolutions. However, the smaller the time resolu-
tion, the greater is the computing time of the simulations,
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therefore having a very low granularity in the simulation
as it may take a very long time to compute when the sim-
ulation time horizon is set to a year for instance.

In the future, the SBuM model will integrate a model
for domestic hot water integration with controllability in
case it is electrically heated. It will therefore cover the
whole range of energy consumption in dwellings. Further,
the impact of different market configuration for dynamic
pricing will be investigated to evaluate the impact of and
on buildings. Heating control strategies will need to be
implemented further to pilot electric convectors in a way
that it does not increase the total energy consumption of
the house.
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Abstract
Compressed Air Energy Storage (CAES) is a promising
alternative for energy storage. An Adiabatic
Compressed Air Energy Storage (A-CAES) system has
been analysed in this paper, to store excess energy
production from a wind turbine generator for up to one
week. Compressed air is stored in a cavern of constant
volume. The heat produced by the compression of the
air during the charge process is stored in several packed
beds and used later during discharge to reheat the air
prior to energy production.

This paper presents a preliminary thermodynamic
analysis estimating the size of the system for a given
quantity of energy storage, a dynamic model including
packed beds for additional energy storage, and a
simulation made in MATLAB to analyse the efficiency
of the system. The A-CAES roundtrip efficiency is 53%.
The physical limitations of the actual compressors and
expanders were taken into account when defining the
operational pressures and temperatures in the model. A
preliminary capital cost estimation of the system was
conducted for Norway, resulting in an estimated
investing cost of approximately 2 700 NOK/kWh.

Keywords: compressed air energy storage, adiabatic,
thermal energy storage, packed bed, thermodynamic
analysis

1 Introduction
The use of renewable energy resources has increased in
the past years. In Norway, the energy source that
increases the most is wind energy (Øvrebø, 2020). This
is an intermittent energy source, so efficient energy
storage is needed (Grazzini and Milazzo, 2008).
Compressed Air Energy Storage (CAES) Systems are
promising for storing energy. In a CAES the excess
electrical energy is used to compress air to a high
pressure. Then the air is stored in caverns or tanks.
When the energy is needed, the pressurized air is
released, reheated, and expanded in turbines. The
turbines drive a generator that produces electric energy.
This energy is then returned to the grid (Eckroad, 2003).

CAES systems typically have a storage capacity of
5MWh – 1GWh, with a discharge time from a couple of
hours to days (Moore and Shabani, 2016). In a Diabatic
CAES (D-CAES), the air needs to be reheated to

produce electric energy. The reheating is done by 
burning fossil fuels (Calero et al., 2019). This is not a 
desired solution, because these systems are not CO2 
neutral, and the fuel brings an increase in the operational 
cost. The Adiabatic CAES (A-CAES) system does not 
need additional fuel consumption and is the system 
studied in this work. In this paper, we provide a 
preliminary thermodynamic analysis estimating the size 
and cost of an A-CAES for a given quantity of energy 
storage and using the physical limitations of actual 
compressors and expanders. 

1.1 Adiabatic CAES 
In an Adiabatic Compressed Air Energy Storage system 
(A-CAES), thermal energy storage (TES) replace the 
combustor of the D-CAES. Energy is expelled as heat 
during the compression stage. This heat is stored in TES 
and later used to reheat the air during the expansion 
stage. This contributes to both higher efficiency of the 
plant, as well as zero CO2 emissions from fuel. There 
has been a lot of research on this type of system but so 
far only to the stage of simulation of models and 
theoretical analysis (Yang et al., 2014). 

ADELE is a German project where the goal is to 
build an A-CAES system with a roundtrip efficiency of 
70%. When the air is compressed, the heat is captured 
in a heat-storage facility instead of being released to the 
surroundings. Later during the discharge, the energy in 
the heat-storage is released into the compressed air. 
With this solution, no fuel combustion is needed to heat 
the air. By avoiding the use of fossil fuel, this 
technology provides a CO2 neutral delivery of the peak-
load electricity from renewable energy (RWE Power, 
2010). 

The storage temperature of the plant is one of the 
most important parameters in an A-CAES. There are 
three main temperature categories: High temperature A-
CAES operates above 400C, Medium temperature A-
CAES runs between 200C to 400C, while Low 
temperature A-CAES operates below 200C 
(Degl’Innocenti, 2018).  A-CAES simulations using a 
packed bed as the thermal energy storage component, 
report an efficiency of 70%, for a temperature range of 
30C to 430C (Barbour et al., 2015). Wolf and Budt 
(2014) report a roundtrip efficiency of 52% to 60% for 
low-temperature A-CAES when the system operates at 
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temperature from 90C to 200C. Sciacovelli et al. 
(2017) found the roundtrip efficiency to be in the range 
from 60% to 70% when the TES system has an 
efficiency of 90% and the system operates at 
temperatures ranging from 100C to 500C.  

2 System Overview 
The A-CAES presented in this work is a three-stage 
system that includes compressors, packed beds, 
turbines, valves, and a cavern, Figure 1. 

The cavern is charged by compressed air from the 
last stage of three compressors. The compressors are 
powered by surplus energy, e.g. from wind turbines. The 
hot air out of each compressor enters at the top of the 
packed bed and exits at the bottom. The packed beds 
have ceramic Raschig rings that cool down the air and 
store the thermal energy. The Raschig rings provide a 
large heat exchange surface allowing quick exchange of 
heat from the air to the packed bed. The temperature 
differences across the rings are very low (Heitmann, 
2020). 

The discharge process is similar, but in reverse order: 
when the air is released from the cavern, it re-enters the 
last packed bed, now to reheat the air. In this process, 
the air enters at the bottom with a lower temperature and 
exits at the top with a higher temperature due to release 
of the stored heat from the charge process. The heated 
air is expanded by a turbine, which drives an AC 
generator that generates electric energy. The expansion 
process cools the air, so the air enters the next packed 

bed to be re-heated. As in the charge process, this
happens in three stages, but now the air is expanded in
three turbines (one at the discharge of each packed bed).
The electric energy generated by the turbines is released
back to the grid.

The minimum operational pressure in the cavern is
40 bar, while the maximum pressure is 70 bar. When the
pressure is below 70 bar, and there is surplus electric
energy, the charge mode is activated. When the pressure
in the cavern reaches 70 bar, the compressors stop. The
discharge mode starts when the energy is needed. This
will go on until there is surplus energy available, or the
pressure in the cavern decreases to 40 bar.

Valves are used to control the flow of air, as shown
in Figure 1. The check valve makes sure the flow of air
only goes in one direction, while the control valves by
the cavern regulate the air pressure during the charge
and discharge modes. The valve at entry to the first
expander keeps the pressure into the expander constant
at 40 bar. For the air to flow to the cavern, each
increment of air must be compressed to a pressure just
above the storage pressure. The valve at the cavern entry
ensures that the pressure upstream is always higher than
the cavern pressure during the charge mode. A more
detailed description of the system can be found in
(Heitmann. 2020).

3 Dynamic Model
To analyse the system behaviour we developed a
dynamic model based on Heitmann (2020, p. 20). The

Figure 1. Sketch of the system simulated in this paper 
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model is described in this section. 

3.1 Adiabatic Compression 
For an ideal, reversible adiabatic compressor, and 
assuming ideal gas, the final temperature is given by:  
 
 

𝑇ଵ = 𝑇௜௡ ൬
𝑝ଵ

𝑝௜௡
൰

ோ
௖೛ 

 (1) 

 
where 𝑐௣ is the specific heat capacity for constant 
pressure (kJ/kmol K), 𝑅 is the universal gas constant 
(8.314 kJ/kmol K), 𝑇ଵ is the final temperature (K),  𝑇௜௡ 
is the temperature of the air into the compressor (K), 
𝑝ଵ is the pressure after compression (kPa), 𝑝௜௡ is the 
pressure before the compression (kPa).  

The actual work used by the compressor is calculated 
by Eq.(2): 

 
 𝑊஼ଵ = 𝑚 ̇ 𝑐௣(𝑇ଵ − 𝑇௜௡)

1

𝜂௜௦௘௡
 (2) 

 
where 𝜂௜௦௘௡ is the isentropic efficiency of the 
compressor. 

3.2 Packed Bed 
The conservation of energy is used to express the 
equations for the temperature of the air and the solid 
phase in the packed bed: 
 
 Δ𝐸 = 𝑚̇௜௡Δ𝐻෡ − 𝑚̇௢௨௧Δ𝐻෡ − ℎ෠ 𝐴 (𝑇௙ − 𝑇௦) (3) 

where Δ𝐻෡ is the change in enthalpy (kJ/kmol). 
On the right-hand side, the first two terms are the net 
heat input due to the fluid flow and the last term is the 
heat transfer to the solid. 

The packed bed is used to cool down the air so the 
temperature of the air will be higher at the top of the bed 
than the bottom. To make the calculations of the 
temperature distribution simpler, the bed is divided into 
n sections. When assuming constant mass flow 𝑚̇௜௡ =
𝑚̇௢௨௧ = 𝑚̇, the energy rate for the air in a section is: 
 
 𝜀𝐴𝜌௔𝑐௣,௔

ௗ்ೌ

ௗ௧
 Δz =  −𝑣௔𝜌௔𝐴𝑐௣,௔

ௗ்ೌ

ௗ௓
Δz −

ℎ෠௩௢௟𝐴Δz (𝑇௔ − 𝑇௦ )  
(4) 

 
where, 𝜀 is the void fraction of the air, 𝐴 is the area (m2), 

𝜌 is the density (kg/m3), 
ௗ்ೌ

ௗ௧
 is the change of the 

temperature of the fluid over time, Δ𝑧 is the height of 

the section (m), 𝑣 is the velocity (m/s), 
ௗ்ೌ

ௗ௭
  is the change 

of temperature of the fluid over the length (K/m), ℎ෠௩௢௟ 
is the volumetric heat transfer coefficient (kJ/m3 s K), 
and 𝑇 is the temperature (K). Subscript a stand for air 
and s for solid. For the solid the energy rate is: 
 

 (1 − 𝜀)𝐴Δ𝑧𝜌௦𝑐௣,௦
ௗ ೞ்

ௗ௧
=  −ℎ෠𝐴∆𝑧൫𝑇௙ −

𝑇௦ ൯ − 𝜀 𝐴
ௗ

ௗ௭
ቀ 𝜆௦

ௗ ೞ்

ௗ௭
ቁ  

(5) 

 
The last term of Eq. (5) is the heat conduction through 
the solids in the packed bed. The contact between the 
solids are very small, so this term can be neglected. The 
equation becomes:  
 
 

(1 − 𝜀)𝜌௦𝑐௣,௦

𝑑𝑇௦

𝑑𝑡
=  −ℎ෠௩௢௟൫𝑇௙ − 𝑇௦ ൯ (6) 

 
To calculate the volumetric heat transfer 
coefficient, ℎ෠௩௢௟, between the packing elements (for this 
work Raschig rings were considered) and the air, the 
empirical relationship suggested by (Coutier and Farber, 
1982) was used: 
 
 

ℎ෠௩௢௟ = 700 ቆ
𝐺

 𝑑௣
ቇ

଴.଻଺

 (7) 

where 𝐺 is the core mass velocity of the air (kg/m2s), 
and  𝑑௣ are the average particle diameter (m).   

3.3 Flow of Air  
The flow of air is calculated by: (Heitmann, 2020, p. 22) 
 
 

𝑄ீ = 962 𝐶௏ ௩௔௟௩௘  ඨ
𝑝ଵ

ଶ − 𝑝ଶ
ଶ

𝑆𝐺 𝑇
 (8) 

 
where 𝑄ீ is the gas flow in standard cubic feet per hour, 
𝐶௏,௩௔௟௩௘ is the coefficient of flow, 𝑝ଵis the inlet pressure 
in psia, 𝑝ଶ is the outlet pressure in psia, 𝑆𝐺 is the specific 
gravity of the air at 70F and 14.7 psia, and 𝑇 Is the 
absolute temperature in R. None of these are SI units, 
so conversion equations are used to get the answer in the 
correct unit. These kinds of correlations are common to 
calculate air flow through a control valve, where the 
value  𝐶௏,௩௔௟௩௘ can be adjusted by modifying the 
aperture of the valve to get the required flow.  
 

3.4 Cavern  
Since the volume of the cavern is constant, the mass in 
the cavern will vary due to the pressure increase and 
decrease over time. The mass balance for the cavern are: 
 

 ΔM = 𝑚̇௜௡∆𝑡 (9) 
 
where ∆𝑀 is the change in total mass (kg), 𝑚̇௜௡ is the 
mass flow of air into the cavern (kg/s), and ∆𝑡 is the 
change in time (s). Taking the limit when  ∆𝑡 tends to 
zero leads to:  
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 𝑑𝑀

𝑑𝑡
= 𝑚̇௜௡ (10) 

The temperature of the cavern will vary as well as the 
total mass and pressure. The energy balance for the 
cavern for a small time ∆𝑡 , neglecting changes in 
kinetic and potential energy of the air, is given by: 
 

 Δ൫M 𝑈෡൯ = 𝑚̇௜௡(𝑡)𝐻෡௜௡(𝑡)∆𝑡 (11) 
 
Which becomes when ∆𝑡 tends to zero: 
 

 𝑑൫M 𝑈෡൯

𝑑𝑡
= 𝑚̇௜௡𝐻෡௜௡(𝑡) (12) 

 
Where: 
 

 𝑑൫M 𝑈෡൯

𝑑𝑡
= 𝑀

𝑑𝑈෡

𝑑𝑡 
+ 𝑈෡

𝑑𝑀

𝑑𝑡
 (13) 

 
𝑈෡ is the internal energy of the air already inside the 
cavern, and 𝐻෡௜௡ is the enthalpy of the air flowing into 
the cavern. 𝑈෡ can be calculated by  
  

 𝑈෡ =  𝑈෡଴ + 𝑐௩(𝑇 − 𝑇଴) (14) 
 
where 𝑐௩ is the specific heat capacity for constant 
volume (kJ/kmol K), 𝑈෡଴ is a reference internal energy 
(kJ/kmol) and 𝑇଴ is the reference temperature (K). The 
enthalpy can be calculated by: 
 

 𝐻෡௜௡ = 𝐻෡଴ + 𝑐௣(𝑇௜௡ − 𝑇௢) (15) 
 
where 𝐻෡଴ is a reference enthalpy (kJ/kmol) at 𝑇଴. 

When inserting eq. (17), eq. (18) and eq. (19) into eq. 
(16), it becomes:  
 

 𝑀 𝐶௩
ௗ்

ௗ௧
+ ቀ 𝑈෡௢ + 𝑐௩(𝑇 − 𝑇଴)ቁ 𝑚̇௜௡ =

𝑚̇௜௡(𝐻෡଴ + 𝑐௣(𝑇௜௡ − 𝑇଴)  
(16) 

 
Eq. (20) can be simplified to: 
 

 𝑑𝑇

𝑑𝑡
=

𝑚̇௜௡(𝑐௣𝑇௜௡ − 𝑐௩𝑇)

𝑀 𝑐௩
 (17) 

 

3.5 Adiabatic Expansion  
We use the energy balance for the expander to calculate 
the temperature of the air after expansion. This is similar 
to the energy balance for the compressor but since the 
work is extracted from the system, the work is negative. 
 
For the temperature after the expander, the following 
equation is used: (Heitmann, 2020, p. 23) 
 

 
𝑇ଶ = 𝑇௜௡ ൬

𝑝ଶ

𝑝௜௡
൰

ோ
௖೛

 

 (18) 

 
The work generated by the expander can be calculated 
by: 
 
 𝑊ா = 𝑚̇ 𝑐௣(𝑇 − 𝑇௜௡) 𝜂௜௦௘௡ (19) 

 
where 𝜂௜௦௘௡ is the isentropic efficiency. Since the 
expanders are adiabatic, the ideal process is isentropic 
(Saravanamuttoo et al., 2017). 

3.6 Efficiency of the System 
The efficiency of the system  𝜂 is calculated by: 
 
 

𝜂 =
𝑊ௗ௜௦௖௛௔௥௚௘

𝑊௖௛௔௥௚௘
 (20) 

 
where 𝑊ௗ௜௦௖௛௔௥௚௘ is the total work produced by the 
expanders during discharge and 𝑊௖௛௔௥௚  is the total 
work done by the compressors in the charge part.  

4 Cost Estimation  
To check whether the A-CAES system is economically 
viable, a cost estimation is needed. A perfect estimation 
is difficult to accomplish, but a simple estimation for the 
system based on data from other systems, the given size 
and the material used is shown in this chapter to give an 
idea of the magnitude of the cost.  

4.1 Compressors and Expanders 
We used the SIEMENS DATUM calculator 
(SIEMENS, 2020) to estimate the cost of the 
compressors. The DATUM compressors are common in 
the oil and gas industry. The tool give an initial cost 
estimates sufficient for preliminary analysis. The tool 
calculates a three-stage compressor with three impellers 
and intercooling. The CAPEX of one compressor are 
assumed to be 500 000 $. According to Buffa et al. 
(2013) the cost of a Mixed Flow Expander is somewhat 
the same as for the compressor.  

4.2 The Packed Beds 
The cost estimation for the packed beds is based on the 
volume of the column and the mass of the solid.  

The height and radius of each column are 30m and 
5m, respectively. This leads to a volume of 2 355 m3. 
The columns are assumed to be inside the mountain, so 
the cost of mountain blasting needs to be taking into 
account. In Norway, mountain blasting is expensive and 
runs at about 200-300 NOK per cubic meter (NOK/m3) 
(Byggestart, 2020). 

The solid inside the column are Raschig Rings in 
ceramic with a void fraction of 74%. The ceramic is 
Alumina (Al2O3), with a density of 3 900 kg/m3. The 
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cost of the ceramic is 1.90 $/kg (19.4 NOK/kg) 
(Heitmann, 2020). 

4.3 The Cavern  
The cost of the cavern is the mountain blasting, which is 
the same as for the packed beds, i.e. 200-300 NOK per 
cubic meter. The volume of the cavern is calculated to 
be 41 300 m2. 

4.4 Cost of the System  
The total cost of the system is based on the calculation 
is calculated to be 175 MNOK. With a total capacity of 
66 400 kWh, the capital cost estimate is 2 700 
NOK/kWh. 

This cost estimation only includes the main parts of 
the system: three compressors, three packed beds, three 
expanders and a cavern. The cost is the capital cost of 
the system, not including cost of pipes, valves, or 
insulation. A substantial amount of money can be saved 
if an existing cavern is used, instead of blasting one.  

5 Simulation and Efficiency Results 

5.1 Total Mass in the Cavern 
The variations of the total mass in the cavern during the 
charge and discharge processes are shown in Figure 2 
and Figure 3. The red line is the increase of mass in the 
cavern during the charge process. It starts at an initial 
mass of 2.03 x106 kg, which is calculated by assuming 
ideal gas at 40 bar and the air cave temperature. After 
about 30 hours (108 000 s) the cavern reaches the 
maximum operational pressure (70 bar) and the 
maximum mass. When this value is reached the charge 
process stops.  

The blue line shows the decrease of mass in the 
cavern during the discharge process. It starts at the 
maximum mass of 3.09 x106 kg, and after about 47 
hours (169 000 s) the cavern reaches the minimum 
operational pressure of 40 bar. The x-axis shows the 
time in seconds from 0 to 172800 s (48 hours).  

5.2 Temperatures over the Packed Beds 
The temperature distributions over the packed beds in 
the charge process are shown in Figure 4. Five sections 
(n=5) are used in the simulations. Originally, when the 
system is “loaded” for the first time, all the sections are 
at the same temperature. The green line shows the 
temperature of the air in the first section of the packed 
bed, corresponding to the section where the air enters 
the packed bed. The purple line shows the temperature 
of the air in the second section of the bed. The red line 
shows the temperature of the air in the third section. The 
pink one shows the temperature of the air in the fourth 
section. Finally, the turquoise line shows the 
temperature of the air in the last section of the packed 
bed. This turquoise line represents the air temperature 

entering the next compressor stage or the cavern. The 
black dotted lines represent the temperature of the solid 
material in the corresponding section, the solid 
temperature closely follow the air temperature of all 
sections. The simulation covers 48 hours of operation. 
The charge process ends after about 30 hours because 
the cavern is fully loaded with air at 70 bar. This means 
that the flow of air stops and the temperature of the air 
and the solid in the packed beds will stop increasing. We 
assume well-insulated packed beds where the 
temperatures stay constant when there is no air 
circulating through the system. 
 
 
 
 

 

Figure 2. Total mass in the cavern during the charge 
process. 

 
 
 

 

Figure 3. Total mass in the cavern during the discharge 
process. 
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Figure 4. Calculated temperature over the packed beds in 
the charge process: a) is the first packed bed, b) is the 
second packed bed, and c) is the third packed bed. 

 
 

 
 

 
Figure 5. Calculated temperature over the packed beds in 
the discharge process: a) is the first packed bed, b) is the 
second packed bed, and c) is the third packed bed. 

 
 
  

a) 

b) 

 
c) 

a) 

b) 

 
c) 
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Figure 5 shows the temperatures over the packed bed 
during discharge. The initial values for all the sections 
are the end temperatures reached during the charge 
process. In the discharge, the first packed bed is the last 
one from the charge process. The air from the cavern 
enters at a temperature of 50C at the bottom of the 
packed bed and is heated through the bed.  

The turquoise line shows the temperature of the air 
in the bottom of the bed, which is the first section in the 
discharge process. The pink line shows the temperature 
of the air in the next section of the bed. The red line 
shows the temperature of the air in the middle section of 
the bed. The purple line shows the temperature of the air 
in the fourth section. Finally, the green line shows the 
temperature of the air at the top section of the packed 
bed. This is the air temperature leaving the packed bed 
and entering the expander. The black dotted lines 
represent the temperature of the solid in the 
corresponding section. The solid material temperature 
closely follows the air temperature in the packed bed. 

5.3 System Efficiency  
The calculated work done by the three compressors 
during the charge process was 2 590 kW.  

The work produced by the expanders during 
discharge process was 1 380 kW. This results in an 
efficiency of 53.4 %. This result indicates that more than 
half of the electric energy used to compress the air is 
regenerated in the form of electric energy, without the 
use of additional fuel to reheat the air. 

6 Discussion  
The model for the charge process works well and 
provides realistic results. The air is cooled down to a 
temperature acceptable for the next compression. The 
packed bed material is heated fast and reaches the 
temperature of the compressed air. 

The discharge requires operation parameters 
adjustments to get realistic practical temperatures for the 
discharge air. According to the simulation, the output 
temperature for the first expander is between 230 K and 
290 K. We consider this temperature range as too low to 
provide an efficient output from a real turbo expander.  

The size of the packed beds was the same in the 
simulation, but it could be interesting to see how the 
system would behave if different bed sizes are fitted to 
the compressors in each stage. Also, the simulation was 
only done for one type of packing material, ceramic 
Raschig rings. The system could be tested with other 
materials, such as metal Raschig rings or marbles to find 
the solution that provides the highest efficiency with the 
lowest cost.  

In this paper, we have simulated only one cycle (one 
charge and one discharge). It would be interesting to see 
how the temperatures over the packed develop with 
multiple cycles and if the efficiency would be affected.  

Although the physical limitations of the components 
were taken into account, the maximum compressor 
discharge temperatures are lower than the minimum 
inlet temperature allowed in most expanders or turbines. 
This can make it difficult to use existing equipment. For 
this system to work in reality, special equipment may be 
needed. 

 
The reviewed literature for similar systems reports 

an efficiency between 60 - 70 %. Even though the results 
obtained in our simulations are lower (53.4%), they are 
similar to the system efficiency of real existing systems 
using additional fuel to reheat the air is on the range of 
40% to 54% (Luo and Wang, 2013). Furthermore, our 
proposed A-CAES system does not have CO2 
emissions.  

The system cost is calculated at 2 700 NOK/kWh. 
There are not a lot of numbers to compare with. 
However,  in the A-CAES presented by Mignard (2014) 
the cost is estimated at 334 000 USD/MWh, (3 400 
NOK/kWh) in a similar but smaller capacity  system 
using steel as the packing material.  

7 Conclusion  
We used thermodynamic analysis, modelling, and 
simulation to make a preliminary estimate of the size of 
a 12 MW A-CASE system with a storage time of 48 
hours. The size of the cavern was calculated to be 41 300 
m3. This value is calculated for a perfect reversible 
process, so this size is expected to be larger for an actual 
system.  

A dynamic model was created for the system, 
including the packed beds, the mass and temperature of 
the cavern, and the work consumed and produced. The 
model was simulated in MATLAB. We calculated the 
work done by the compressors as 2 590 kW and the 
work produced by the expanders as 1 380 kW, which 
corresponds to a capacity of 66 400 kWh. The system 
roundtrip efficiency was calculated at 53.4%. The total 
cost is calculated to be 175 MNOK. With a total 
capacity of 66 400 kWh, the capital cost estimate is 
2 700 NOK/kWh. 

We find that the system discharge temperature is too 
low for use with existing expander technology. In 
addition, we find that the cost of A-CAES is too high for 
the system to be economically viable. The cost is site 
specific and depends on local conditions of the air 
reservoir and the cavern is by far the most expensive 
component. 
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Abstract
This paper investigates the sensitivity on choice of heat
pump concept to uncertainties and variations in boundary
conditions for large scale heat pumps with a Danish dis-
trict heating system as case example. A performance map-
based heat pump model is used to evaluate performance of
different heat pump concepts. The heat pump concepts
are optimised in terms of concept design and prepared
for evaluation of feedback control parameters and on/off
strategies, which calls for a nonlinear optimiser such as
genetic algorithms. The optimisation considers the op-
erational price of the concept, regarding Coefficient Of
Performance (COP), heating capacity and investment cost
and is followed by investigations of the possibility for pro-
viding ancillary services. A sensitivity analysis is carried
out to investigate whether, which and how variations in
cost function weighting affects the optimisation and con-
sequently the choice of heat pump concept. The results
indicate a very robust optimised concept.
Keywords: heat pump modelling, large scale heat
pumps, optimisation

1 Introduction
By 2050, Denmark should be completely independent of
fossil fuels. One essential field in the solution of this is
the synergy between the power- and heating grid. With
the district heating sector having great potential to be
included in solutions across energy sectors, large scale
heat pumps have recently received increased interest
since it in nature provides a power-to-heat conversion and
since tax-reductions and potential for ancillary services
likewise suggest large scale heat pumps as a favourable
part of the solution (Kortegaard Støchkel et al., 2017).
However, focusing on the Danish district heating system,
the experience in implementing large scale heat pumps is
very limited.

From (Rambøll et al., 2019) it was found that the
heating capacity of most large scale units currently
in operation in Denmark are in the order of 0.2-10
MWq. As have been presented in the planned projects
in (Fjernvarme Fyn and Odense Kommune, 2020) and
(DIN Forsyning and Rambøll, 2020), heat pump units
of significantly higher capacity (up to 100 MWq) is

expected to be introduced in the Danish district heating
system. A few examples of heat pump units with this
high capacities can be found in Norway, (Hoffmann
and Forbes Pearson, 2011) and Sweden (Friotherm AG,
2017), and common to these are that the desired capacity
is achieved by a combination of a number of smaller heat
pump units. There is however no unique formula on how
to combine the units. As was stated in (Rambøll, 2019)
and in (Meesenburg et al., 2018), especially when bearing
the potential for ancillary services in mind, the design
of the heat pump concept (i.e. the internal connections
and the size of the individual units), should be considered
carefully, which due to the lack of experience in ancillary
services was found to be challenging.
(Rambøll, 2019) has additionally been conducting some
tests of a 0.25 MWe ammonia heat pump to investigate
the potential for providing ancillary services. With the
requirements for ancillary services valid for the eastern
part of Denmark, it was found that when using the power
consumption from the heat pump as set point for control,
the response time improved significantly indicating
that heat pumps can be applied for providing ancillary
services. The experience is however still very limited,
and a general approach for designing the large scale heat
pump concepts has to the best of the author’s knowledge,
not yet been presented.

This paper presents a general approach for optimisa-
tion of heat pump concepts in future energy systems. The
purpose is to develop and demonstrate a heat pump op-
timisation tool in order to locate the parameters, which
dominates the choice of heat pump concept with regard to
the number of heat pumps, the size of the heat pumps and
the connections between them.

2 Method
To demonstrate the idea of the simulation and optimisation
approach, an ongoing project in Esbjerg, Denmark, is used
as case example. With boundary conditions and heat pump
requirements set by the case, the modelling approach and
the simulation- and optimisation setup was developed in
three steps, which will be presented in the following sec-
tions as:
• A general representation of the heat pump perfor-

mance.
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Table 1. The definition of the seven categories representing an example of the annual operation of the heat pump concept illustrated in Figure 1.
Heat load corresponds to the relative amount of heat delivered in each category (in MWhq) on a yearly basis i.a. category 1 is responsible for 2 %
of the total amount of heat delivered during a year.

Category Tsea [◦C] Tdh,out [◦C] Heat load [%] Ref. load [%] αi [DKK/year] βi [DKK/year]
C1 >10 50-55 2 59.8 638 385.0 82 839C2 60-70 23 86.4 9 077 708.9
C3 6-10 50-55 14 59.4 5 681 650.3 406 225C4 60-70 11 69.2 4 600 325.3
C5 2-6 60-70 39 89.9 17 502 111.2 9 658 168C6 50-55 3 90.6 1 153 986.
C7 <2 50-55 9 95.2 4 132 657.0 5 164 456

• A dynamic model.

• A suitable heat pump concept optimisation.

2.1 Case study: Esbjerg District Heating
In Esbjerg, Denmark, a 460 MWq coal fired heat- and
power plant is set to close in March 2023. A consider-
able amount of heat pumps are included in the road-map
for installation of the new heating production. A 50 MWq
sea water based heat pump unit is among other things
expected to operate along with wood chip boilers, elec-
tric boilers and gas boilers (DIN Forsyning and Rambøll,
2020).
As a part of the initial study of a possible solution, the 50
MWq is delivered from a heat pump concept consisting
of four 12.5 MWq sea water heat pump units connected
internally as seen in Figure 1.

HP3

HP1

HP4

HP2
Tdh,return, ≈ 35 ◦C

Tdh,return, ≈ 35 ◦C

Tdh,out, 50-70 ◦C

Tsea, 0-22 ◦C

Figure 1. Reference heat pump concept with four 12.5 MWq heat
pumps with two parallel strings each with two heat pumps in series.

The heat pump concept in Figure 1 is referred to as the
reference concept. Data on an example of the expected
operation of this concept is applied for the heat pump con-
cept optimisation. Divided into seven categories, the an-
nual operation can be considered as seen in Table 1. The
categories are chosen instead of the full annual operational
profile to smooth out the build in bias towards the refer-
ence concept to which the operating profile is optimised.
The heat demand presented in Table 1 forms the operat-
ing conditions for the simulations conducted. Notice, that
these categories change, if the heat pumps are combined
with e.g. wind power or combined heat and power plants.
The heat pump system used for simulation is presented in
the following sections.

2.2 Model
The heat pump model and the simulation model is formu-
lated in the multi-domain, object oriented modelling lan-
guage, Modelica (Modelica Association, 2019) and im-
plemented in Dymola (Dassault Systémes, 2019). The
heat pump system makes use of pipe, flow source/sink
and sensor models found in the Buildings library (Wet-
ter et al., 2014). Using the Modelica language implies a
high degree of reusability and flexibility in the modeling
and does further allow for easily exporting the model as a
functional mockup unit (FMI) and further simulating the
model in e.g. Python through the functional mockup in-
terface (FMI) standard.

2.2.1 Heat pump model
As suggested in (Dott et al., 2013) and similarly applied
in the energy simulation software EnergyPlus (Depart-
ment of energy, 2019), a typical approach for performance
evaluation of heat pumps is by a performance map. A
common method for applying the performance map ap-
proach is to use data points either to interpolate between or
by using an equation fit to create a polynomial plane. In-
spired by this, the performance of the heat pump model is
described by two equations developed from data obtained
using the product selection software, GEA RTSelect, pro-
vided by GEA (GEA Group, 2019). The performance map
describes the heat output, Q̇h and the Coefficient of Perfor-
mance, COP of a single heat pump unit. The performance
degradation due to part load operation is included in the
performance map by introducing both the desired outlet
temperature of the district heating water, Tdh,out [K], the
evaporation temperature, Teva [K] and load, L [%] as vari-
ables for the equation fit.

By stepwise including the three variables to the fit of the
performance data, Equation 1 and Equation 2 was created
using R (R Foundation, 2019).

Q̇h = θ0 +θ1 L+θ2 L2 + θ3 Teva

+ θ4 Tdh,out + θ5 LTdh,out +θ6 LTeva
(1)

With θi and γi being the regression coefficients found in
Table 2 and Table 3. Applying Equation 1 to test data
showed a maximum deviation of ≈ 5 %. A similar test
on the validity of Equation 2 shows a maximum devia-
tion of ≈ 7 %. It should additionally be noticed, that the
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Table 2. Values of the regression coefficients, θ for the equation fit of the heat output.

θ0 θ1 θ2 θ3 θ4 θ5 θ6
- 241 000 - 1 063 000 70.96 -1 667 10 030 4001 306.7

map (Equation 1 and Equation 2) is only guaranteed valid
within the range of the data. This corresponds to a district
heating outlet temperature between 45 ◦C and 80 ◦C and
a sea water temperature between 2 ◦C and 17 ◦C.

COP = (γ0− γ1 exp(−γ2 L))+ γ3 Teva + γ4 T 2
eva

+ γ5(γ0− γ1 exp(−γ2 L))Teva + γ6 Tdh,out + γ7 T 2
dh,out

+ γ8(γ0− γ1exp(−γ2 L))Tdh,out + γ9 Teva Tdh,out

(2)

At a constant evaporation temperature of 5 ◦C, the sur-
face of Equation 2 is seen in Figure 2. Equation 1 and
Equation 2 form the basis of the heat pump model in Dy-
mola.
The heat pump model consists mainly of three compo-
nents: a heat moving component, a pipe representing the
condenser and a pipe representing the evaporator, as seen
in Figure 3.
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Figure 2. Surface plot of the regression equation for COP, with a evap-
oration temperature of 5 ◦C.

The heat moving component includes the performance
map described by Equation 1 and Equation 2 and the cor-
relations presented in Equation 3 and Equation 4.

Q̇c = P(COP−1) (3)

P = Q̇h− Q̇c (4)

The combination of Equation 1 to Equation 4 represents
the amount of heat added to the condenser pipe, the
amount of heat removed from the evaporator pipe and
the electricity consumed by the heat pump unit. The
two pipes are found from the buildings library and allow
for adding/extracting a prescribed heat flow to the fluid
flow in the pipe. Using the buildings library, (Wetter
et al., 2014), additionally provides a simplified medium
model (assuming constant density) which improves the
simulation time.

The performance map approach and the chosen Mod-
elica formulation do however not include any informa-
tion on the dynamic behaviour of the heat pump unit.
For the compressor, the dynamic effects are accounted for
by limiting the allowable load gradients corresponding to
tmin-max = 120s and tmax-min = 60s. Notice that this is not
the actual compressor dynamics, but represents the effect
of the dynamics related to the compressor.

Figure 3. Simplified sketch of the heat pump unit i Dymola. The heat
mover contains the performance map equations.

In (Farouk Fardoun et al., 2011) it was however found
that the dominating dynamic is related to the heat ex-
changers and not the compressor. The dynamic in the heat
exchangers is accounted for by the volume of the pipes
representing the heat exchangers, which is set to ≈ 4 m3.

2.2.2 Heat Pump System

The heat pump model described in the previous section
forms the base of the model used for simulation and fol-
lowing optimisation. The general idea of the simulation
model is sketched in Figure 4. Based on the total 50MWq
heat requirement for the case in Esbjerg, a maximum of
nine units is assumed. The nine heat pump units can be
arranged with maximum three parallel strings each with
maximum three heat pumps in series. As appears from
Figure 4, each heat pump unit has its own mass flow
source. However, the flow in each parallel string is iden-
tical, and the individual mass flow sources are introduced
to avoid including dynamic effects of heat pumps, which
are not included in the concept when performing the opti-
misation.
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Table 3. Values of the regression coefficients, γ for the equation fit of the COP.

γ0 γ1 γ2 γ3 γ4 γ5 γ6 γ7 γ8 γ9

- 12.52 3.076 -0.074 0.710 0.001 0.030 -0.474 0.001 -0.024 -0.002

HP1 HP2 HP3

Load Load Load
ṁ1,T ṁ1,T ṁ1,T

Tsea

HP4 HP5 HP6

Load Load Load
ṁ2,T ṁ2,T ṁ2,T

Tsea

HP7 HP8 HP9

Load Load Load
ṁ3,T ṁ3,T ṁ3,T

Tsea

Figure 4. Simplified sketch of the heat pump concept simulation model
with nine possible heat pumps with a maximum 3-by-3 configuration.

2.2.3 Control

Depending on whether the heat pump concepts are evalu-
ated according to their COP, heating capacity or dynamic
response, different requirements or approaches exists. For
evaluation of COP and heating capacity, both load control
and temperature control are applied. The temperature
control adjusts the mass flow rate of the district heating
water to achieve the desired outlet temperature. This
control is only applied for the evaluation of COP and
heating capacity.

For the load control, two approaches can be used: heat
output control or power consumption control. The heat
output control is applied for steady state evaluation of the
COP and heating capacity, while the power consumption
control can be applied for evaluation of dynamic perfor-
mance. Last mentioned is especially an advantage when
considering ancillary services, since this was found to al-
low for faster regulation (Rambøll, 2019).

3 Heat Pump Concept Optimisation
From the heat pump simulation model in Section 2, the
optimisation presented in this paper seeks to find the opti-
mum heat pump concept according to its steady state COP,
heat output and the depreciation expense.

3.1 The Concept Optimisation Problem
The vector u contains the optimisation variables.

u = {Q̇h,n,1, Q̇h,n,2, . . . , Q̇h,n,9}

With Q̇h,n,i representing the nominal heating capacity of
a heat pump unit, 0 < Q̇h,n,i < 18.5 MWq. All units with
Q̇h,n,i ≤ 2 are truncated to 0, and is consequently not in-
cluded in the concept. The annual expenses include the

costs related to COP, the total heating capacity of the con-
cept and the total depreciation expenses. Based on the
case in Esbjerg, the expected operation and the expected
performance of the reference concept give rise to some ex-
pected costs. Changing the reference concept in Figure 1
will in most cases also change its performance, and the in-
vestment cost. The concept optimisation problem can be
formulated as seen in Equation 5.

minimise
u

COSTHP

subject to ẋ(t) = f (V,u,x(t)),
Gu≥ g,
x(0)≥ x0

(5)

With COSTHP representing the annual costs for the heat
pump, x ∈ Rq being the system state vector and V ∈ Rm

the input vector with external boundary conditions. The
nonlinear, dynamic model formulated in Dymola, is repre-
sented by f, and the constraints in the matrix G and vector
g.

3.2 Micro-Genetic Algorithm
Due to the non-linearity of the optimisation problem, there
could be multiple local suprema, and a global optimisa-
tion method must consequently be applied. For this pur-
pose, the µGA proposed in (Krishnakumar, 1990), seen in
Figure 5 is proposed and the specific parameters are based
on suggestions from (Vinther et al., 2017).

Initialisation

Using a population size of Ns = 5, individuals are picked
randomly from a normal distribution with center defined
by the best solution so far and with a standard deviation
set to 50 % of the distance between minimum and maxi-
mum bounds of the optimisation variables. Additionally,
the picked parameter is truncated to be within the min/-
max bounds, which means that the odds for picking val-
ues close to the current best solution and at the bounds
increase.

Automatic restart

To avoid getting stuck at a local optimum, an automatic
restart is triggered whenever the individuals are con-
verged. This happens when all pairs in all individuals are
within 5 % of their full range. The automatic restart mean
that new individuals are picked as presented in the previ-
ous section while keeping the best (elite) individual.

Fitness evaluation

The fitness of each individual is calculated using a cost
function.
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Deterministic Tournament Selection

Two individuals are picked randomly from the population
and the most fit of the picked individuals are chosen as a
parent for crossover.

Crossover - Gaussian Fitness Based

New individuals (children) are produced from the parents.
This is done by randomly picking values from a normal
distribution with center closest to the fittest parent and the
standard deviation set to 50 % of the distance between the
parents.

Start

Initialisation Popula-
tion of N individuals

Have in-
dividuals

con-
verged?

Automatic
restart of
population

Compute fitness and
constrain violations
of each individual

Output best
solution so far

Selection of
two parents

from population

Produce two
children with

crossover of parents

Desired
number

of
children?

Combine children and
elite individuals to

form new population

Yes

No

Yesl f

lfijasl fj No

Figure 5. Flow chart of the µGA used for the optimisation of the heat
pump concept.

3.3 Cost Function
To evaluate the fitness of different heat pump concepts
according to their COP, heating capacity and investment
cost, the cost function in Equation 6 is introduced.

COSTHP = COSTCOP +COSTHeat +COSTCAPEX (6)

The general idea of the cost function in Equation 6 is to
represent the difference in annual cost between the ref-
erence concept in Figure 1 and the concept in question.
Descriptions of each term in Equation 6 (COP, heating ca-
pacity and investment cost) are presented in the following
sections.

3.3.1 Cost: Coefficient of Performance

Increasing the COP compared to the reference concept
leads to an overall reduction in electricity consumption
from the heat pumps and vice versa. The steady state COP

is evaluated in each of the seven categories presented in
Table 1 as seen in Equation 7.

COSTCOP =
7

∑
i=1

α1

(
1− COPi

COPref,i

)
(7)

The unit of the coefficients, αi, is in DKK/year, and repre-
sents the cost penalty or profit achieved from either reduc-
tions or improvements in COP, weighted according to the
energy content in each category as seen in Table 1. This
assures, that the highest profit or penalty is associated with
the category with the highest heating demand.

3.3.2 Cost: Heating Capacity
Combining category 1 and 2, 3 and 4, 5 and 6 and keep-
ing category 7 from Table 1 forms the boundary condi-
tions applied for the evaluation of the heating capacity. In
each of these categories, the reference concept is capable
of delivering 66.7 MWq, 55.8 MWq, 49.3 MWq and 44.3
MWq respectively. These maximum capacities are used as
a benchmark for the evaluation of the heating capacity. If
the capacity of the heat pumps is reduced, other units (gas
boiler, wood chip boiler etc.), must compensate leading to
increased costs. On the other hand, increasing the capacity
is undesirable, meaning that no profit can be achieved by
increasing this. The cost function describing the heating
capacity is seen in Equation 8.

COSTheat =
4

∑
i=1

max

(
0,β1

(
1−

Q̇h,i
Q̇h,ref,i

))
(8)

Similar to Equation 7 for COP, the βi coefficients are
weighted according to the heating load in each category.
The values of αi and βi are found in Table 1.

3.3.3 Cost: Investment and Depreciation Expense
The reference price and the assumed effects of economy of
scale are based on numbers presented by (Danish Energy
Agency and Energinet, 2016). This mean, that the refer-
ence price is based on a 4 MWq heat pump with a cost of
4.95 MDKK/MWq. The effect of economy of scale is set
to 0.8. Based on this, the total investment cost is described
by Equation 9

COSTinv =
9

∑
i=1

6e6 Q̇0.848
h,n,i (9)

Expressing the investment cost relative to the reference
case and in terms of depreciation expense results in
Equation 10. A 20 year annuity with an interest rate of
1.8 % is assumed.

COSTCAPEX = (0.06COSTinv−0.06COSTinv,ref) (10)

4 Results and Discussion
4.1 Optimisation
The optimisation is initially conducted using the cost func-
tion as it is described in the previous section, with a max-
imum allowable heat pump unit size of 18.5 MWq.
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4.1.1 Convergence

One challenge when optimising a non-linear system, is
to ensure that the suggested optimum is a global opti-
mum. The optimisation allows the modeller to provide
some guesses on heat pump concepts for the initial gen-
eration. However, if a global optimum is found, the end
result both with and without a guess on a heat pump con-
cept should be consistent. For a 500 generation run this
was tested and the result is presented in Figure 6.
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−2,000,000
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2,000,000
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With initial guess

Figure 6. Convergenve plot showing the cost of the best fit during 500
generation test runs with and without initial guesses.

Figure 6 shows that the end results are consistent when
running 500 generations with and without initial guesses.
This indicates that a global optimum has been reached.
Figure 6 also indicates, that the number of required gener-
ations reduces significantly, when the initial guess is close
to the optimum. However, care must be taken for a low
number of generations as this might lead to a local opti-
mum.

4.1.2 Optimised Heat Pump Concept

A sketch of the optimised heat pump concept is seen in
Figure 7.

18.3 18.3 18.1

Figure 7. A sketch of the optimised heat pump concept. The numbers
inside the each heat pump box represent the chosen nominal capacity of
the heat pump.

As seen from Figure 7, the optimum heat pump concept
at the given conditions consists of three heat pump units
in series each with a capacity of ≈ 18.2 MWq. Notice,
that these heating capacities sum to ≈ 54.5 MWq, which
is due to the different nominal conditions assumed for the
performance map. The costs for the optimised concept are
allocated as seen in Table 4.

Table 4. Cost allocation for the optimised heat pump concept.

Cost [DKK/year] Optimised concept
CostCOP - 1 385 935
Costheat 1417
CostInvest - 501 896
Total Cost -1 886 414

Compared to the reference the results show, that by in-
creasing the number of heat pumps in series to three in-
stead of two, the COP improves. This is consistent with
expectations. At the same time, the cost pr. MWq reduces
due to the increased unit size and the reduced number of
units.

4.2 Sensitivity Study
The results of the optimisation provides the best possible
concept in terms of COP, heating capacity and investment
cost. However, from the investors point of view the ro-
bustness of the optimised concept is not insignificant. To
demonstrate the capability of the simulation model- and
optimisation setup, a sensitivity on 3 parameters related to
the cost function will be presented in the following sec-
tions.

4.2.1 Variations in Costs for Electricity

The penalty/profit related to reductions or improvements
in COP is based on the expected costs for electricity. Con-
sequently, changes in the expected cost for electricity nat-
urally leads to changes in the total annual costs for the heat
pump concept. A significant change of ± 40 % was con-
sidered initially. The results of the two optimisations are
presented in Figure 8.

18.3 18.1 18.3

(a) Elspot + 40 %

18.4 18.1 18.2

(b) Elspot - 40 %

Figure 8. A sketch of the optimised heat pump concept, when the es-
timations of the expected elspot price is reduced by - 40 % (fig. a) and
increased by + 40 % (fig. b).

The optimum concepts for both an increase and a reduc-
tion in costs for electricity are, as seen in Figure 8, similar
to the concept found from the original optimisation. The
costs are allocated as seen in Table 5.

Table 5. Cost allocation for optimisation with the cost for electricity
increased by 40 % and reduced by 40 %.

Cost [DKK/year] + 40 % - 40 %
CostCOP - 1 728 332 - 1 078 343
Costheat 2 889 1 728
CostInvest - 503 097 - 502 245
Total Cost - 2 228 542 - 1 578 865

Since the concepts are similar to the concept found
from the original optimisation, the costs regarding heat-
ing capacity and investment are similar as well. As ex-
pected, an increase in costs for electricity increases the
profit achieved by improving the COP, whereas reduced
costs for electricity reduces the profit achieved from im-
proving the COP. With three large units, the investment
costs are at a minimum due to the effects of economy of
scale, and since the COP is maximised by connecting the
three large heat pump units in series, the result is consis-
tent with expectations.
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4.2.2 Adjusting the Benchmark for Investment Cost
The investment costs in the initial optimisation is based
on the numbers presented in (Danish Energy Agency and
Energinet, 2016). However, a lower cost estimation and a
higher cost estimation is presented as well. Similar to the
electricity costs, adjusting the benchmark for the invest-
ment costs does not change the design of the optimised
heat pump concept, meaning that the the result of the opti-
misation again suggest three serial coupled heat pumps of
≈ 18.2 MWq. The costs are allocated as seen in Table 6.

Table 6. Cost allocation for optimisation with the low cost estimation
benchmark and with the high cost estimation benchmark (Danish En-
ergy Agency and Energinet, 2016).

Cost [DKK/year] Low benchmark High benchmark
CostCOP - 1 403 569 - 1409 097
Costheat 1 306 74 784
CostInvest - 336 398 - 922 706
Total Cost - 1 738 661 - 2 257 019

Observing the investment costs, the low benchmark
produces a reduction in the effect of investment cost
whereas the high benchmark increases the profit from
choosing the concept with the lowest possible investment
costs. On the other hand, the increased investment ref-
erence price implies that the optimisation reduces the ca-
pacity to a minimum in order to achieve the highest invest-
ment cost profit.

4.2.3 Changes in Effects of Economy of Scale
The assumed economy of scale-effect of 0.8 is as the last
parameter varied. Firstly by increasing the effect to 0.5,
meaning that a doubling of the heat pump capacity only
give rise to a 50 % cost increase. Secondly the effect of
economy of scale was removed completely. The optimum
concepts under these conditions are seen in Figure 9.

18.3 18.3 18.1

(a) EOS = 50 %

9.1 9.1 9.1

9.1 9.1 9.1

(b) No effects of EOS

Figure 9. A sketch of the optimised heat pump concept, when the ef-
fects of economy of scale are incresed to 50 % (fig. a) or removed
completely (fig. b).

The noticeable result from this optimisation, is that re-
moving the effects of economy of scale, does, contrary to
all other sensitivities conducted, produce a different opti-
mised heat pump concept. The reason for this becomes
more apparent when considering the cost allocations pre-
sented in Table 7.

Table 7. Cost allocation for optimisation with increased effects of econ-
omy of scale (0.5) and with no effects of economy of scale.

Cost [DKK/year] EOS = 0.5 EOS = 1
CostCOP - 1 403 654 - 1 721 945
Costheat 1 703 52 540
CostInvest - 777 417 38 286
Total Cost - 2 179 368 - 1 631 119

By having two parallel strings instead of one as
suggested in the original optimisation, the profit from
COP increases from ≈ 1.4 million DKK/year to ≈ 1.7
million DKK/year. The reason for this can be found in
the chosen control strategy, which ensures that whenever
more than one string is present in the heat pump concept,
the second string, third string etc. will remain inactivated
until the first parallel string reaches 100 % load. The
apparent consequence of this is that the COP during the
first categories increases due to increased load-levels
caused by the reduced activated capacity, when the
second string has not yet been activated. On the other
hand, removing the effect of EOS makes it impossible to
achieve any profits in terms of investment costs and for
that reason, the total annual savings are slightly less than
for the original optimisation.

One noticeable potential achieved from the combina-
tion of the dynamic model in Dymola and the chosen
optimisation algorithm is that it allows to include a
wide number of parameters in the optimisation. In this
paper, only the steady state COP, heating capacity and
investment costs of the heat pump concept are included.
However, the setup has the potential to include Dynamic
effects as e.g. control parameters and ancillary services
as well. Parameters as maintenance and ensuring redun-
dancy would most likely also affect the final choice of
heat pump concept. Last mentioned is especially interest-
ing regarding the concept suggested by the optimisation,
since it has only a single parallel string. A consequence of
this is that in order to ensure redundancy, extra piping etc.
for bypass would be necessary, which in the end increases
the investment costs. Additionally, requirements and
potential limitations defined by the heat pump suppliers
could furthermore influence the result of the optimisation.
These effects could, similar to dynamic effects and control
strategies be included in the optimisation if it is quantified.

To demonstrate, that other parameters such as the po-
tential for providing ancillary services might affect the op-
timisation results, a small capacity test on the reference
concept and the optimised concept was conducted. As-
suming that during ancillary services, the maximum ca-
pacity provided corresponds to one parallel heat pump
string running at 10 % load. For the reference concept
this corresponds to a maximum regulation capacity of 11.1
MWe while the optimised concept has a maximum of 10.4
MWe. The question is whether this difference in capacity
for bids affects the annual costs for the concept. Assuming
the following availability payments (Energinet, 2019), the
difference in annual profit from availability payments are
found in Figure 10:

• FCRup = 276 DKK/MWe/h

• FCRdown = 26 DKK/MWe/h

• aFRR = 150 DKK/MWe/h
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Figure 10. Lost availability payment from ancillary services relative to
reference concept for 500 h/year and 4000 h/year respectively.

Figure 10 illustrates first of all that the difference in potential
availability payment depends on the amount of hours won. Sec-
ondly, it can be seen that if assuming 4000 availability hours per
year, the difference in maximum capacity implies a significant
profit increase for the reference case.

5 Conclusion
A heat pump concept optimisation setup was developed and
demonstrated based on an ongoing project in Esbjerg. The com-
bination of a dynamic model formulated in Dymola and the
micro-genetic algorithm formulated in Python was found to be
a promising tool for heat pump concept optimisation, especially
due to the potential to include everything from the relatively sim-
ple steady state COP evaluations presented in this paper, to more
complex dynamic effects as control parameters and ancillary ser-
vices.
The sensitivity analysis indicated that with the optimisation vari-
ables and cost functions presented in this study, the optimised
heat pump concept is very robust to changes in both costs for
electricity and the basis of the calculation of the investment
costs. Removing the effects of economy of scale does however
change the optimum concept from a single heat pump string with
three large scale heat pump to a concept with two parallel strings
each with three heat pumps in series.
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Abstract 
 

Digitalization has influenced the rapid growth of data 

centers around the world. The advancement of IT and 

telecommunication also played a vital role in this 

expansion of data centers. Data centers facilitate the 

storage and access of data when required. Electric power 

is the main energy input and heat is the main energy 

output from the data center. This work is about the 

utilization of the excess heat which is the by-product of 

data center operation. Possible ways to utilize waste heat 

from data centers have been evaluated. To connect the 

heat from data centers to a district heating network, a 

heat pump might be necessary to increase the 

temperature of the heat. Simulations were performed at 

varying conditions in Aspen HYSYS to evaluate the 

waste heat utilization. The economic potential for 

different conditions and different heat recovery 

solutions are also evaluated. 

Keywords: data center, district heating, heat recovery, 

heat pump, Aspen HYSYS. 

 

1 Introduction 

 

Data centers have become an indispensable part of the 

modern digitalized world. Digitalization demands the 

storage of constantly and rapidly expanding data around 

the globe, for which the number of data centers is ever-

increasing. Apart from digitalization, speedy wireless 

networks, growing demand for cloud computing have 

added the crying needs of data centers. The U.S. 

Environment Protection Agency defines a data center as 

(Geng, 2014): “Primarily electronic equipment used for 

data processing (servers), data storage (storage 
equipment), and communications (network equipment). 

Collectively, these equipment processes, stores, and 

transmits digital information”. 
Data centers are run by electricity and the 

functioning of different equipment release heat. So, all 

the electricity input is converted to heat. Studies show 

that the electricity requirement for data center has 

increased from about 1.3% of the world’s total 
electricity consumption in 2010 to 2% in 2018 and with 

this pace, it will reach up to 13% in 2030 (Oltmanns et 
al., 2020). 

However, the energy source which is still dependent 

on the fossil fuels are gradually decreasing because of 

the ever-growing consumption. So, the dire need for 

renewable energy sources is beyond description. The 

rejected or output heat from data centers could be a 

useful source of renewable energy. So, the waste heat 

utilization from data centers has become one of the 

prime researches for the scientists and data center 

operator to make data centers energy efficient and 

economically sound. 

Data centers reject a vast amount of heat which is 

the conversion of electricity. For the proper and reliable 

functioning of the data center cooling down of different 

IT equipment is essential. 40% of the total energy 

consumption in a DC can be spent in the cooling system 

(Capozzoli and Primiceri, 2015). Moreover, excess or 

rejected heat from a DC can be regarded as lost energy. 

To make data centers more energy-efficient these lost 

energies should be utilized. The utilization will be 

economically profitable also. Furthermore, the cold 

climate of Nordic countries makes it easy for data 

centers to provide cooling energy. Besides, the high 

demand for heat in these countries makes it more 

convenient to utilize the waste heat. Thus, the necessity 

of waste heat utilization from data centers arises. The 

work will also focus on the possible utilization of waste 

heat using a heat pump in the district heating facility. 

 

2 Literature Review 

2.1 General literature on energy recovery 

from data centers 

 

Ebrahimi et al. (2014) investigated different waste heat 

recovery technologies from the data center. They 

suggested that district heating is a common low-quality 

waste heat recovery technique which is also 

economically and ecologically sound. Liquid-cooled 

servers are more compatible with the higher waste 

recovery temperatures. Liquid-cooled servers can 

provide waste heat of up to 50-60ºC (Ebrahimi et al., 

2014) that can be applied to district heating over a long 

area. This waste heat recovery technique is 

economically profitable as it can earn a revenue stream 

for data center operators. 
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The next option found by Ebrahimi et al. (2014)  

was the heating of water in a thermal Rankine cycle. The 

waste heat cannot fully replace the boiler but can be used 

to preheat boiler feedwater. So, the consumption of 

fossil fuel and pollution can be decreased to some 

extent. Moreover, they suggested on-chip two-phase 

cooled data centers to utilize most of this technology. 

The sale of heat to the power plant and carbon offsets 

can produce substantial income. 

Absorption cooling is another choice for utilizing 

data center waste heat as studied by Ebrahimi et al. 

(2014) Absorption refrigeration systems can function 

with generator temperatures of 70-90ºC which could be 

supplied by the waste heat from a water-cooled and two-

phase cooled data center. An air-cooled data center is 

not viable for the technology. This technique can 

minimize the load on data center CRAC (computer room 

air conditioning) systems by producing chilled water for 

cooling and thus become economically profitable. 

Ebrahimi et al. (2014) also proposed that organic 

Rankine cycle (ORC), multiple-effect distillation 

(MED), direct power generation like piezoelectric and 

thermoelectric, biomass co-location are the possible 

techniques that can be useful to utilize the low-grade 

waste heat from data centers. 

Oltmanns et al. (2020) proposed a new cooling 

concept which TU Darmstadt will employ in the next 

generation of the current air-cooled servers with water-

cooled rear doors. The new data center will use direct 

hot-water cooling for the high-performance computer, 

providing heat at 45ºC. The waste heat will be utilized 

for heating the university’s campus Lichtwiese. They 

suggested two ideas, either heat integration in the return 

line of the district heating network or utilizing it locally 

in buildings situated near the data center. The project 

showed that 20-50% of the waste heat rejected by the 

high-performance computer can be utilized in the 

heating sector. A significant reduction of CO2 emission 

can also be achieved through the project. 

Oró et al. (2018) studied a liquid-cooled on-chip 

server numerically for a case study of utilizing the waste 

heat for an indoor swimming pool heating. For the most 

suitable solution, the data center operator decreases its 

operational costs and produces surplus income by 

selling the excess heat, obtaining a net present value 

after 15 years of 330,000 €. Besides the operational cost 

of the indoor swimming pool was reduced by 18%. The 

case study was implemented for the assessment of 

Barcelona’s indoor swimming pools. 

 

2.2 Possible temperatures in cooling 

principle in data centers 

 

For the efficient and proper utilization of excess heat 

from the data centers determining the temperature of the 

cooling system is not only very essential but also very 

sensitive. Depending on the temperature range the 

quality of the heat will be evaluated. The investigation 

is not a very easy task rather it has been a matter of 

argument. 

ASHRAE Technical Committee 9.9 has done a 

significant job to determine the favorable environment 

and temperature range for data centers. This is a 

common thermal guideline. ASHRAE (2011) 

recommended that the data center’s equipment should 

maintain the temperature range between 18ºC and 27ºC 

to fit the manufacturer’s provided criteria. The 

Technical Committee also classified the data center 

based on their temperature range. For the A1 data center, 

the temperature range was 15ºC to 32ºC, for the A2 

category the range was set to 10ºC to 35ºC. For class A3 

and A4 data center they increased the temperature range 

by 5ºC to 40ºC and 5ºC to 45ºC, respectively. 

Oltmanns et al. (2020) studied that the high cooling 

inlet temperatures of up to 60ºC for water-cooled data 

center allow the possibilities for better waste heat 

utilization. 

According to Patel (2003) for an efficient air-

cooling system, the cold air should be supplied at 25ºC 

and exhaust air should exit the room and come back to 

CRAC at 40ºC. 

Ebrahimi et al. (2014) suggested that the optimum 

temperature range to utilize the waste heat in the air-

cooled data center at rack exit is 30-40ºC while for the 

chiller water return the suitable temperature range is 16-

18ºC. 

Brunschwiler et al. (2009) found that the inlet water 

temperature can be 60ºC to keep the junction 

temperature under 85ºC. For this criterion, the 

maximum inlet temperature could be as high as 75ºC.  

Sharma et al. (2012) depicted that to recover 

maximum waste heat the suitable inlet temperature can 

be in the range 40-40.7ºC. They suggested 

microprocessor junction temperature can be a maximum 

of 90ºC. 

 

3 Process Description  

 

Heat pump technology gives an effective and long-

lasting solution for both heating and cooling 

applications. A conventional heat pump is a system 

working on the compression refrigeration cycle 

powered by either mechanical energy or electricity (Øi 

and Tirados, 2015). In data center cooling for both air-

cooled and liquid-cooled process heat pump is an 

essential part that regulates the cooling medium’s 

temperature. Typical refrigerants used in heat pumps are 

ammonia and chlorinated or fluorinated hydrocarbons 

electricity (Øi and Tirados, 2015). 

In the refrigeration cycle, the refrigerant 

circulates due to temperature and pressure difference 

between the components. The four main components of 
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a refrigeration cycle are the compressor, condenser, 

expansion valve, and evaporator. Figure 1 depicts the 

mechanical compression refrigeration cycle of a 

traditional heat pump. The red lines represent high 

pressure and temperature and the blue line indicates low 

pressure and temperature of the refrigerant. The cooling 

effect is produced by the cold liquid refrigerant in the 

evaporator.  A mixture of vapor and liquid phased 

refrigerant goes into the evaporator where the 

vaporization of liquid provides the cooling effect before 

leaving the evaporator. The vapor refrigerant is sucked 

by the compressor where it gains high pressure and 

becomes superheated. The output from the compressor 

then enters the condenser. In the condenser, the vapor 

refrigerant is cooled and condensed to a saturated liquid. 

Heat is released from the refrigerant to the ambient 

(Smith, 2005). 

 

 

Figure 1. Schematic diagram of a heat pump's mechanical 

compression cycle (Øi and Tirados, 2015). 

 
The liquid refrigerant then enters the expansion 

device typically an expansion valve where it is expanded 

to lower pressure. The liquid refrigerant is partially 

vaporized due to the expansion process giving a cooling 

effect in the refrigeration cycle (Smith, 2005). 

The efficiency of a heat pump is measured by the 

coefficient of performance (COP). It is the ratio of the 

heat delivered or supplied at high temperature to the 

required power. Equation 1 represents the COP of the 

heat pump (Øi and Tirados, 2015). 

 

 𝐶𝑂𝑃 =
𝑄𝐶

𝑊
 

(1) 

 

 𝑊 =  𝑄𝐶 − 𝑄𝐸 (2) 

 

   

In Equation 2 QC is the amount of heat output from 

the condenser, QE is the amount of heat input from the 

evaporator, and W is the power required in the 

compressor. When there is no heat loss the work added 

in the refrigeration cycle is equal to the difference 

between heat output and heat input (Øi and Tirados, 

2015).   

Typical COP values calculated in the work of Øi 

and Tirados (2015) are between 3 and 10, dependent on 

the difference between the delivery and output 

temperature. 

 

4 Process Simulation, Results and 

Discussion 

 

4.1 Simulation setup in Aspen HYSYS 

 

For calculation and simulation first, the simulation was 

set up in the Aspen HYSYS. Version 10 of Aspen 

HYSYS was used for simulation. In the component lists 

two pure components described. The components are 

pure water and pure Refrig-22(R-22).  R-22 was 

selected as the refrigerant medium and water which will 

be supplied for the cooling process in the data center was 

selected. After that, in the fluid packages, Peng-

Robinson (PR) package was selected which is the most 

common and efficient package for HYSYS simulation. 

The default parameters for the package was used by 

Aspen HYSYS. Then the units of the heat pump which 

are evaporator, condenser, compressor, and expansion 

valve, were defined for the simulation with relevant 

streams. 

 

4.2 The energy required calculation from 

Aspen HYSYS  

 

One of the important tasks of the work is to perform the 

calculation in Aspen HYSYS.  Two alternatives were 

selected for the simulation in the Aspen HYSYS. The 

setup condition for the alternatives are shown in Table 1 

and Table 2. 

 

Table 1. Aspen HYSYS input condition for alternative 1 

Stream name Water 1 Water 6 

Temperature (ºC) 65 70 

Pressure (kPa) 101 101 

Fluid package Peng-Robinson 

 

 

Table 2. Aspen HYSYS input condition for alternative 2 

Stream name Water 1 Water 6 

Temperature (ºC) 65 80 

Pressure (kPa) 101 101 

Fluid package Peng-Robinson 

 

An Aspen HYSYS flow-sheet model of the process for 

the simulation is presented in Figure 2. 
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Figure 2. Model representation of the DC heat recovery 

process via heat pump in Aspen HYSYS 

 

Water 1 is the cooling water from the data center and 

water 6 is water supplied to the district heating network. 

The result of the simulation was obtained in a very short 

time as the simulation in Aspen HYSYS is very quick 

and efficient. The simulation results for the two 

alternatives are presented in Table 3 and Table 4. 

 

Table 3. Results of material and energy balance achieved 

from Aspen HYSYS for alternative 1 

 Wa 

t 1 

Fluid 

1 

Wat 2 Fluid 

2 

Fluid 

3 

Wat 5 Wat  

6 

Fluid 

4 

T (ºC) 65 51.24 55 51.24 88.84 40 70 74.25 

P 

(kPa) 

101 2000 101 2000 3280 101 101 3280 

Flow 

(kgmo

le/h) 

55. 4.369 55.51 4.369 4.369 20.94 20.94 4.369 

Flow 

(kg/h) 

1000 377.8 1000 377.8 377.8 377.1 377.1 377.8 

Liq 

flow 

(m³/h) 

1.0 0.308 1.002 0.308 0.308 0.377 0.377 0.308 

 

Heat 

flow 

(kJ/h) 

1.5e

+7 

2.131

e+06 

1.576

e+07 

2.088

e+06 

2.082

e+06 

5.968

e+06 

5.919

e+06 

2.131

e+06 

 

Table 4. Results of material and energy balance achieved 

from Aspen HYSYS for alternative 2 

 Wa

ter 

1 

Fluid 

1 

Wate

r 2 

Fluid 

2 

Fluid 

3 

Wate

r 5 

Wate

r 6 

Fluid  

4 

T (ºC) 65 51.24 55 51.24 104.7 40 80 84.33 

P 

(kPa) 

101 2000 101 2000 4000 101 101 4000 

Flow 

(kgmo

le/h) 

55. 5.419 55.51 5.419 5.419 17.02 17.02 5.419 

Mass 

flow 

(kg/h) 

1000 468.6 1000 468.6 468.6 306.6 306.6 468.6 

Liq 

flow 

(m³/h) 

1.0 0.382 1.002 0.382 0.382 0.307 0.307 0.382 

Heat 

flow 

(kJ/h) 

1.5e

+7 

2.633

e+06 

1.576

e+07 

2.590

e+06 

2.580

e+06 

4.851

e+06 

4.798

e+06 

2.633

e+06 

 

4.3 Calculation of COP for heat pump 

 

For alternative 1 

The evaporation temperature from the simulation is 

found 51.24ºC. 
Condensation temperature from the simulation is found 

74.25ºC. 

From the simulation the amount of heat output from the 

condenser, QC = 48950 kJ/h. 

From the simulation power required in the compressor, 

W = 5651kJ/h. 

 

𝐶𝑂𝑃 =
𝑄𝐶

𝑊
 = 

48950

5651
 = 8.66 

 

For alternative 2 

The evaporation temperature from the simulation is 

found 51.24ºC. 

Condensation temperature from the simulation is found 

84.33ºC. 

From the simulation the amount of heat output from the 

condenser, QC = 53130 kJ/h. 

From the simulation power required in the compressor, 

W = 9829 kJ/h. 

 

𝐶𝑂𝑃 =
𝑄𝐶

𝑊
 = 

53130

9829
 = 5.4 

 

So, when the cooling water from the data center 

is 65ºC and the supply water to district heating is 70ºC 

the COP is found 8.66. On the other hand, when the 

cooling water from the data center is 65ºC and the 

supply water to district heating is 80ºC the COP is found 

5.4.  The two COP values can be compared to an average 

performance COP value of 6.8 from Oltmanns et al. 

(2020).  In that case the cooling water input was 45 ºC 

and the return temperature for the heat delivery system 

varied between 50 and 70 ºC. 

 

4.4 Economic calculation  

 

For the energy cost calculation, simple assumptions are 

made. The price of electricity is estimated to be 0.1 

EUR/kWh, and the district heat price was specified to 

0.05 EUR/kWh. 

So, the formula for the estimated economic potential is 

presented in equation 3. 

 

𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙
= 𝑃𝑟𝑖𝑐𝑒 · 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 ℎ𝑒𝑎𝑡
− (𝐸𝑙𝑐. 𝑝𝑟𝑖𝑐𝑒

·
𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 ℎ𝑒𝑎𝑡

𝐶𝑂𝑃
)  

 

(3) 

Oltmanns et al. (2020) have found that in 2018 the Telia 

data center in Helsinki, Finland supplied 200GWh/a in 

the nearby city of Espoo. So, taking this recovered heat 

value as a reference, the economy for a large data center 

facility can be calculated. 

 

For alternative 1 

Economic potential = 0.05
𝐸𝑈𝑅

𝑘𝑊ℎ
· 200𝐺𝑊ℎ − (0.1

𝐸𝑈𝑅

𝑘𝑊ℎ
·

200𝐺𝑊ℎ

8.66
) = 7.7 MEUR 
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For alternative 2 

 

Economic potential = 0.05
𝐸𝑈𝑅

𝑘𝑊ℎ
· 200𝐺𝑊ℎ − (0.1

𝐸𝑈𝑅

𝑘𝑊ℎ
·

200𝐺𝑊ℎ

5.4
) = 6.3 MEUR 

 

For the case of omitting heat pump, all the 200GW 

energy can be utilized to district heating network, which 

is worth of value 10 MEUR, as per kW district heat price 

is 0.05 EUR. 

The investment cost is mostly dependent on the 

installation cost of the heat pump facility. Other costs 

can be negligible for the heat recovery solution. The heat 

pump cost is very critical to determine. From the study 

of Nishihata et al. (2013) the installed cost for a 2 kW 

pump is found to be 552.4 EUR. Thus, for a 24 MW 

capacity data center, the cost of the heat pump will be 

equal to 6.6 MEUR. Hence for a large amount of heat 

recovery from DC, it can be estimated that the 

investment of heat pump cost is high enough. 

If the project is run for 10 years, the economic value 

for all three alternatives to be calculated. The factor for 

constant income is given by equation  

 

𝐹𝑎𝑐𝑡𝑜𝑟 =  
1 − (1 + 𝑖)−𝑛

𝑖
 

 

(4) 

For n = 10 years and i = 7%, the factor is 7.02. 

The economic result is to be calculated by equation 5 

 

𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑟𝑒𝑠𝑢𝑙𝑡
= 𝐸𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙
· 𝐹𝑎𝑐𝑡𝑜𝑟
− 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡  

 

(5) 

For alternative 1 

The economic result = 7.7 ·7.02-6.6 = 47.45 MEUR 

For alternative 2 

The economic result = 6.3 ·7.02-6.6 = 37.63 MEUR 

For the alternative without a heat pump, there will be no 

investment cost. So, the economic result will be 70.2 

MEUR. 

 

 

Figure 3. COP of pump versus the economic value of heat 

recovery solutions 

 
The comparison of the economic results for different 

heat recovery scenarios is represented in Figure 3. 

 

4.5 Evaluation of uncertainties 

 

The three alternative solutions for heat recovery from a 

data center depend on certain things. The most vital 

thing is the temperature dependency. The required 

cooling temperature specified by data centers and the 

required temperature for the district heating network 

should be specified by the respective companies. In 

future work, it would be interesting to continue this 

work based on data from existing data centers. These 

two temperatures play a vital role in heat recovery 

solutions. If the temperatures change the value of the 

economic result will also vary. Besides the prices of 

electricity and district heating may vary country wise 

which will also affect the result. For the required 

calculation, they are assumed. Moreover, pipeline cost 

is very difficult to estimate as it depends on the climate, 

length of connection, and environmental condition. 

However, it can be assumed that the heat pump cost is 

relatively larger than the pipeline cost.  

 

5 Conclusion 

Simulations and economical optimization at different 

conditions in Aspen HYSYS were carried out.  

Especially three alternatives were evaluated.  The first 

is an alternative without a heat pump in which the 

cooling water leaves the data center at 80 ºC and enters 

the district heat network at 70 ºC.  The second is an 

alternative with a slight temperature increase in the heat 

pump.  The cooling water temperature from the data 

center is 65 ºC and the temperature to the district heat 

system is 70 ºC.  The third is an alternative with a higher 

temperature increase in the heat pump. The cooling 

water temperature from the data center is 65 ºC and the 

temperature to the district heat system is 80 ºC.  The 

COP (Coefficient of Performance) in a heat pump for 

these alternatives were calculated using the refrigerant 

R-22 in the simulation program Aspen HYSYS. The 

estimated economic potential for each alternative was 

calculated by estimated values on electricity cost and 

district heat price.  In one alternative, the electricity cost 

was specified to 0.1 EUR/kWh, and the district heat 

price was specified to 0.05 EUR/kWh.  For the 

alternatives using heat pumps, the capital cost was 

estimated assuming that the heat pump investment was 

dominating. 

The COPs for the two heat pump alternatives were 

calculated to be 8.66 and 5.4, respectively.  The 

economy for a large data center facility with recovered 

waste heat of 200 GWh/year was calculated for 10 years.  
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For the specified conditions, the net present value was 

calculated to be large and positive for all the 

alternatives.  As expected, the most economical 

alternative was without a heat pump, and the most 

economical heat pump was the one with the highest 

COP.  Pipeline cost is very much dependent on the 

length and the local conditions for which it was not 

possible to make a reasonable estimation.  

The calculations show that there is a large potential 

in using waste heat from data centers for district heating. 
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Abstract
A dynamic model for lithium-ion battery (LIB) electrode
manufacturing and drying is developed in this paper. The
model is intended for analysis of different drying tech-
nologies, energy requirement calculations, and optimiza-
tion and control of the drying process. The model shows
that the infrared drying is faster than the convective dry-
ing when the heat source temperature is the same. The en-
ergy required to evaporate the solvent can be reduced by
gradually changing the hot air temperature. Drying is the
most energy-intensive process in cell manufacturing, and
the cell manufacturing process is the biggest contributor
to greenhouse gas emissions in the LIB industry. There-
fore, the presented model is useful for accurate estimation
of the environmental impact as well as for identifying the
appropriate measures to reduce energy requirements in the
rapidly growing LIB industry.
Keywords: lithium-ion battery, electric vehicle, electrode
drying, convection, infrared radiation, sustainable energy,
model, control

1 Introduction
Efforts to decarbonize the transport sector are currently
leading to a shift from fossil fuelled vehicles to electric
mobility. Although this development is still at an early
stage, the global market for electric mobility is expected
to grow rapidly in the future. Currently, the largest uptakes
of electric vehicles (EVs) are appearing in China and Eu-
rope. Within Europe, the Nordic countries have a leading
position. Norway has a high share of EVs, where 40%
of all new car sales in 2019 were battery electric vehicles
(BEVs) (International Energy Agency, 2019).

The demand for LIB is expected to increase rapidly
with the emerging technology for electric mobility. En-
suring that this development fulfills its potential for cli-
mate change mitigation is important. In that regard, life
cycle assessment studies provide good insights. They have
shown that the carbon footprint from LIB production may
contribute to a significant part of the overall greenhouse
gas emissions of BEVs (Kurland, 2020; Ellingsen et al.,

2016). Especially, energy requirements in the cell manu-
facturing process are important drivers for these emissions
(Kurland, 2020).

A thorough understanding of the energy requirements
of the cell manufacturing process is crucial for an ac-
curate assessment of the current practices, the identifi-
cation of appropriate measures to reduce energy require-
ments, and the maximization of the potential for mitigat-
ing climate change. Thus, there is a need for research
driving towards sustainable, low cost, efficient, and high
energy density battery manufacturing practices. Conse-
quently, the use of sustainable materials, the adaption
of less energy-intensive technologies, and energy bench-
marking of process control practices are becoming impor-
tant (Susarla et al., 2018). An in-depth understanding of
the underlying principles of battery manufacturing would
give valuable insight into the fulfillment of these require-
ments.

The LIB consists of electrodes (cathode and an-
ode), separator, electrolyte, and a casing, for more de-
tails see Burheim (2017). Both the cathode and an-
ode are made of active materials, carbon black ad-
ditives, and a polymeric binder. Usually, the active
material for the cathode is lithium metal oxides such
as LiMn2O4, LiaNixMnyCozO2. For either cathode
or anode, carbon black conductive additives are acety-
lene black, or graphite while the polymeric binder is
polyvinylidene difluoride (Kwade et al., 2018). These ma-
terials are dry-mixed together and combined with a sol-
vent to make a slurry. The solvent is either N-Methyl-2-
pyrrolidone (NMP), or water. Once the slurry is made, it
is coated onto a thin aluminium (cathode slurry) or cop-
per (anode slurry) foil, typically of 25-35 µm in thick-
ness (Burheim, 2017). These coated thin films are then
dried to remove most of the solvent. The dried films are
then pressed to gain the predefined porosity and thickness,
which is known as calendaring. Then inside a dry room,
the electrodes are cut, stacked, and assembled into the cell,
with the rest of the parts. This cell is then activated by cell
conditioning processes.

Out of these, the most energy-intensive step is the elec-
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trode drying process (Yuan et al., 2017; Dai et al., 2019),
which also highly influences the cell performance by the
drying rate and method (Ahmed et al., 2016). A physics-
based model of this process would not only give a good in-
sight into dynamic drying behavior and energy optimiza-
tion, but also the potential of using new materials, dif-
ferent compositions, and different drying techniques. Al-
though modeling of thin-layer drying is a well-researched
topic in food, paper, paint, and pharmaceutical industries,
there is limited available literature dedicated to LIB manu-
facturing industry. The few existing models (Ahmed et al.,
2016; Susarla et al., 2018) are insufficient to fulfill the
above requirements. Therefore, we develop a dynamic
mathematical model of the electrode drying process. The
presented model is intended for analysis of different dry-
ing technologies, including calculation of energy require-
ment as well as optimization and control of the process.
In addition, a sensitivity analysis of process parameters is
presented to evaluate the model performance.

The paper is organized as follows. The system descrip-
tion including the model derivation, the used numerical
method and its’ stability are presented in Section 2. This
is followed by detailed results and discussions being pre-
sented in Section 3. Finally the conclusions that are drawn
from the study are summarized in Section 4.

2 Model Development
Drying processes are inherently complex due to simulta-
neous mass and heat transfer. The shrinkage of the thin
film further complicates the process due to the formation
of a porous structure as the solvent evaporates. The dry-
ing process has two stages; in the first stage evaporation
is only a surface phenomenon and the thin film shrinks.
In the second stage, the film does not shrink, evaporation
is capillary-driven, hence no longer limited to the surface
(Susarla et al., 2018). Further, during the first phase, the
active material particles and binder are dispersed in the
solvent. However, in the second phase, the particles are
drawn close to each other and the voids created by sol-
vent vaporization get replaced by air. Since the evapora-
tion is governed by different phenomena, the two distinct
stages require different mathematical descriptions. For
this study, the developed model will emphasize only on
the first stage.

2.1 Model Derivation
To derive a simple, yet accurate model that describes the
drying process which later can be used in optimization and
control, the problem is simplified by well-established as-
sumptions and simplifications. Prior to the drying pro-
cess, the slurry is assumed to be uniformly mixed and
coated onto the current collectors. Thus, the tempera-
ture and slurry distribution in the x-direction (width of the
film) and in the y-direction (length of the film) are uni-
form within the control volume. The electrode is assumed
to be moving in the y-direction with a constant velocity.
This leaves the control volume to only consider fluxes in

the z-direction (height of the film), which results in a one-
dimensional model. For further simplification, the thick-
ness of the film is assumed to be so small that the temper-
ature development in the z-direction is uniform.

The fluxes in the z-direction due to diffusion can be ex-
pressed by the one-dimensional diffusion equation:

∂C
∂ t

= D
∂ 2C
∂ z2 (1)

where, C represents the weight fraction of the solvent,
t is the time and D is the diffusion coefficient. The dif-
fusion coefficient is highly dependent on the temperature
and concentration. Mesbah et al. (2014) expresses the dif-
fusion coefficient as a function of polymer volume fraction
and temperature as follows,

D = D0 ·

(
1−φp

1+φp

)γ

· exp
(
−E
RT

)
. (2)

where D0 refers to the mutual diffusion coefficient and
varies with different compositions, φ is the polymer vol-
ume fraction, E is the activation energy, R is the universal
gas constant, γ is an empirical value and T is the film tem-
perature. The liner is assumed to be impenetrable, which
is equivalent to imposing a zero flux boundary condition
at the bottom of the film:

z = 0 :
∂C
∂ z

= 0 (3)

For the boundary at the top of the film, the boundary con-
dition is governed by the evaporation of the solvent. The
shrinkage of the film also has to be taken into considera-
tion. Mesbah et al. (2014) expressed the boundary condi-
tion as:

z = h(t) : D
∂C
∂ z

+C
dh
dt

=−kmMs

ρsR
·
(

Ps

T
− Pa

Ta

)
(4)

where, h is the varying thickness of the film, km is the
mass transfer coefficient, Ms is the molecular weight of
the solvent, ρs is the density of the solvent, Ps is the par-
tial pressure of the solvent, Pa is the vapor pressure in the
air and Ta is the temperature of the heated air. The vapor
pressure and temperature of the heated air is considered
to be constant throughout the drying process. The vapor
pressure is approximated using the Antoine equation:

Pa = ϕ ·133.332 ·10
(

7.54826− 1979.68
222.2+(Ta−273.15)

)
(5)

where ϕ represents the relative humidity of the heated
air. In contrast to the vapor pressure, Ps varies with both
solvent concentration and temperature. Khansary (2016)
expresses the solvent vapor pressure using Flory Huggin’s
theory for polymeric solutions as follows,

Ps = P0 · exp

φ
2
p X + ln(φs)+

(
1− Vs

Vp

)
φp

 , (6)
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where, P0 is the vapor pressure of the pure solvent, X is
the Flory Huggins interaction parameter, φs represents the
volume fraction of the solvent, and Vs, Vp are the volumes
of solvent and solid, respectively.

An expression for the thickness of the film is obtained
by applying mass balance to the system. Since the thick-
ness is solely dependent on the evaporation of the solvent,
it can be described by the following formula:

dh
dt

=−kmMs

ρfR
·
(

Ps

T
− Pa

Ta

)
, (7)

where, ρf represents the density of the film. The densities
of the combined solids and solvent are assumed to be con-
stant throughout the drying process. However, the density
of the film is expressed as a linear function of the individ-
ual densities and solvent mass fraction:

ρf = ρs ·C+(1−C) ·ρp, (8)

where, ρp is the bulk density of the solids.
Energy balance is applied to the system with the stated

assumptions. In addition, contributions from surface ten-
sion and shear stress gradients are assumed to be so small
that they can be neglected without affecting the accuracy
significantly. The energy balance for the film is as follows:

h
dT
dt

+T
dh
dt

=−kmMsλ

ρfCpR
·
(

Ps

T
− Pa

Ta

)
+

q̇in

ρfCp
(9)

where, λ is the latent heat of vaporization of the solvent
and can be approximated by a second degree polynomial
as follows:

λ =6.991 ·T 2 −6193 ·T +1.848 ·106 : NMP (10)

λ =−3.345 ·T 2 −259.3 ·T +2.817 ·106 : water (11)

Cp is the specific heat of the film. The variation of Cp
within the temperature range is insignificant. Therefore, it
is set to a constant for simplicity. q̇in represents the heat
transferred into the film. The heat transportation is either
done by forced convection, radiation or a combination of
both depending on the configuration of the drying process.
Heat transportation done by convection is given by:

q̇in = kc · (Ta −T ) (12)

where, kc is the heat transfer coefficient. Susarla et al.
(2018) determines the heat transfer coefficient based on
the air velocity as follows:

kc = 0.037 · v0.8 ·
(

µ

ρa

)−0.8

·Pr1/3 ·L−0.2, (13)

where, v is the air velocity, µ is the viscosity of the air,
ρa is the density of the air, Pr is the Prandtl number and
L is the characteristic length. Only the convective heat
transfer is considered during convective drying, and the

temperature of the hot air is assumed to be unchanged by
the effects of the solvent evaporation.

However, for infrared radiative drying, the radiative
heat transfer from the source to the film, and the convec-
tive heat transfer from the source to the air stream above
the film are considered. This is because the airflow rate is
considered to be at ambient conditions, hence the temper-
ature of the air changes with heat transfer from the source,
and the solvent evaporation. Heat transportation from the
source to the film due to radiation can be written as fol-
lows,

q̇in = σε ·
(

T 4
r −T 4

)
, (14)

where, Tr is the heat source temperature, σ is the Stefan
Boltzman constant and ε is the emissivity of the surface
of the film. The energy required for solvent evaporation
throughout the process is given by:

Q =
∫ tf

0
ṁevap ·λdt (15)

where, tf is the final time of the drying process and ṁevap is
the evaporation rate. The total energy requirement for dry-
ing would include the energy needed for the heat source,
in addition to Q.

In addition, the air temperature during the infrared dry-
ing can be calculated by the energy balance to a unit vol-
ume of air stream as follows,

dTa

dt
=

kc(Tr +T −2Ta)+ ṁevapCps(T −Ta)

ρaCpa

, (16)

where Cps and Cpa are specific heat capacities of the sol-
vent and air, respectively.

To complete the model, the initial conditions at t(0) are
given by:

C(0,z) =C0, T (0) = T0, h(0) = h0 (17)

2.2 Dimensionless Model
To simplify the numerical approach by immobilizing the
otherwise moving boundary conditions at the surface, di-
mensionless variables are introduced. The variables can
be expressed by the following dimensionless variables.

t̃ :=
t
t0

z̃ :=
z
h

h̃ :=
h
h0

(18)

T̃ :=
T
T0

C̃ :=
C
C0

D̃ :=
D
D0

(19)

where, z̃, h̃, T̃ , C̃, D̃ represent the dimensionless vari-
ables which ranges from 0 to 1, while t̃ = t, by setting t0 to
unity for simplicity. Substituting equations 18 and 19 into
the continuous model yields the following dimensionless
model:

dh̃
dt̃

=−kmMst0
ρfRh0

·
(

Ps

T̃ T0
− Pa

Ta

)
, (20)
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dT̃
dt̃

=− kmMsλ t0
ρfCpRh̃h0

·

(
Ps

T̃ T 2
0
− Pa

TaT0

)
− T̃

h̃
dh̃
dt̃

+
t0

ρfCph̃h0T0
q̇in, (21)

∂ C̃
∂ t̃

=
D̃D0t0
(h̃h0)2

∂ 2C̃
∂ z̃2 , (22)

with the boundary conditions:

z̃ = 0 :
∂ C̃
∂ z̃

= 0 (23)

z̃ = 1 :
D̃D0C0

h̃h0

∂ C̃
∂ z̃

+
C̃C0h0

t0

dh̃
dt̃

=

− kmMs

ρsR

(
Ps

T̃ T0
− Pa

Ta

)
(24)

and the initial conditions at t(0):

C̃(0, z̃) = 1, T̃ (0) = 1, L̃(0) = 1. (25)

2.3 Numerical Approach and Stability
The system is solved in MATLAB R© using the finite differ-
ence method (FDM). FDM approximates the derivatives
using the finite part of the Taylor Series expansion (Tan-
nehill et al., 1997). Before applying the FDM, the domain
of the system is discretized into a finite grid of nodes, with
the nodes representing the system properties at a finite
point in both space and time. The forward-time-central-
space (FTCS) differential scheme is used in approximat-
ing the derivatives as follows (Tannehill et al., 1997):

d f
dt̃

=
f i+∆t̃ − f i

∆t̃
(26)

∂ 2 f
∂ z̃2 =

f j+∆z̃ −2 f j + f j−∆z̃

∆z̃2 (27)

Applying the FDM with FTCS-scheme yields the follow-
ing discrete equations:

h̃i+∆t̃ =−t0∆t̃
kmMs

ρfRh0
·
(

Ps

T̃ iT0
− Pa

Ta

)
+ h̃i (28)

T̃ i+∆t̃ =−t0∆t̃
kmMsλ

ρfCpRh̃ih0
·

(
Ps

T̃ iT 2
0
− Pa

TaT0

)
+

t0∆t̃
ρfCph̃ih0T0

· q̇in −
T̃ ih̃i+∆t̃

h̃i
+2T̃ i (29)

C̃i+∆t̃
j =

D̃i
jD0t0∆t̃

(h̃ih0)2
·
C̃i

j+∆z̃ −2C̃i
j +C̃i

j−‘∆z̃

∆z̃2 +C̃i
j (30)

The upper boundary is found using a ghost cell.
There is a trade-off between the accuracy and the stabil-

ity of the numerical method. The dimensionless diffusion
equation is the limiting term for the stability of this sys-
tem. Thus, the stability criterion for the system can be

expressed by the general stability criterion for FDM (Tan-
nehill et al., 1997) on the diffusion equation as follows:

∆t̃
∆z̃2 ≤ 1

2max
(

D̃D0t0
(h̃h0)2

) (31)

Therefore, the selection of the resolution is done to get a
stable and accurate enough solution.

3 Results and Discussion
The simulations for the composition of a 110 Wh (around
30Ah), NMC811-G battery is carried out for selected pro-
cess parameters. The film thickness, film temperature,
solvent fraction, and the drying rate with time is plotted
together in Figure 1. A hot air stream and a radiating
heat source of the same temperature are used to test both
the convective drying and infrared radiation drying. Only
cathode drying with NMP as solvent is presented here for
brevity, except otherwise stated.

As shown in Figure 1, The temperature of the film
rapidly reaches the hot air temperature during infrared
drying, and within 2 minutes for the convective drying,
while the solvent evaporation is continued for about 90
minutes for both drying processes. The film thickness
reached a constant value at the end of the drying pe-
riod, where approximately 90% and 99% of the solvent is
evaporated during convective and radiative drying, respec-
tively. This is because the radiative drying gives a higher
drying rate and shorter drying time than convective dry-
ing. However, it requires more energy for solvent removal
(Q) than the convective drying.

The general behavior of solvent removal and film thick-
ness reduction as shown in Mesbah et al. (2014), can be
seen here as well. Further, the film temperature transients
and the drying rate are of a similar pattern to the model
results given in Susarla et al. (2018). Moreover, Susarla
et al. (2018) have used the capillary pressure together with
the vapor pressure in the model, which gives high dry-
ing rates and low drying times. However, Ahmed et al.
(2016) suggest that the cathode drying can be limited by
the allowable NMP concentration in the dryer outlet air
(1000-2000 ppm), which means that the cathode drying
rate has an upper limit controlled by the dryer inlet air
conditions and the initial film conditions. Further, Rollag
et al. (2019) observed that increased electrode thickness
and elevated drying temperatures cause crack formation
in aqueous cathodes. These cracks were formed during
the second stage of drying, which is driven by capillary
forces. Therefore, improvements to the model to address
these issues need to be thoroughly investigated in the fu-
ture.

3.1 Effect of Initial and Process Parameters
The initial parameters such as the initial solvent mass frac-
tion C0 and the initial film thickness h0 are defined by the
type of battery that is being produced. However, the ini-
tial film temperature T0, and the reference diffusion co-
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Figure 1. Film properties of the cathode during the convection and radiation drying processes.

efficient D0 mainly depend on the indoor environmental
conditions. The process parameters, which are the prop-
erties of the heat source (hot air or infrared heater) can be
changed selectively. For convective drying, these param-
eters are the relative humidity ϕ , temperature Ta, and the
velocity v of the hot air stream. For radiation, the temper-
ature Ts and emissivity ε of the heater are the parameters
that can be changed.

To evaluate the effect of these parameters on the model
outputs (convective drying model), a sensitivity analysis
is conducted for all the parameters. The full range of in-
put parameter values that is suitable for the selected bat-
tery type is considered. The changes in the model output
values that happen due to the changes in these input pa-
rameter values are calculated, where only one parameter
changes at a time. The sensitivities are determined as a
percentage variation of the output for a percentage change
of each initial or input parameter. Energy required for sol-
vent evaporation (Q calculated by Equation 15) and the
drying rate are selected as outputs. The spider plot for
energy requirement is shown in Figure 2.

The most influential parameter on the energy consump-
tion is the hot air temperature (red dash dotted line) as it
rapidly changes the heat transfer. Having hotter air low-
ers the energy consumption. The energy requirement is
highly sensitive to the initial thickness of the film upon
entering the dryer (purple dash dotted line) along with the
initial solvent concentration of the film (blue dash dotted
line). The relative humidity (water) of the hot air is also
affecting the heat transfer rate due to the direct correlation
of humidity with the vapor pressure. Here, in this model,
the relative humidity of hot air is considered to be less
than 0.5, since it is bounded by the maximum allowable
limit of NMP in the outlet air of the dryer (Ahmed et al.,

2016). The other parameters have a low impact on energy
consumption.

Further, the effect of the parameters on the rate of evap-
oration per area is calculated. All the parameters except
the initial film temperature are plotted in Figure 3 since
the initial film temperature has an insignificant impact on
the model outputs. Change of the initial solvent concentra-
tion, the initial thickness, and the reference diffusion coef-
ficient do not change the maximum drying rate that can be
achieved. The initial solvent concentration also has little
effect on the drying time. However, the initial thickness
has a significant effect on the drying time, where thicker
electrode coatings take a longer time to dry. Further, the
lowest reference diffusion coefficient tends to have a con-
siderably slower drying rate at the end of drying, which
leads to longer drying time.

On the other hand, change of the hot air temperature,
relative humidity, and air velocity change the maximum
drying rate that can be achieved as well as the drying time.
The direct effect of air temperature on the drying rate can
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Figure 2. Effect of different initial and input parameters on the
energy requirement.
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also be seen here. The higher the hot air temperature, the
higher the heat transfer to the electrode, thus higher the
drying rate and shorter the drying time. On the contrary,
when the relative humidity is increased, the evaporation
of solvent to the air reduces, hence the drying rate is de-
creased which results in longer drying time. Energy de-
mand can be both reduced by increasing the humidity and
increasing the hot air temperature. However, since fast
drying is usually preferable in the industry, low humidity
is needed. The increase of air velocity tends to increase
the heat transfer similar to the behaviour of air tempera-
ture, thus increases the drying rate and reduces the drying
time.

Since the air properties (Ta, ϕ , v) are controllable pa-
rameters, these can be used to obtain faster drying. How-
ever, these parameters would also directly contribute to
the energy requirements. Therefore, optimum control of
the air properties is needed for the drying process to be
both efficient and less energy-intensive.

3.2 Reduction of Energy Consumption

Generally in convective drying, the use of high-
temperature hot air would provide a high drying rate and
low drying time, which would indicate low energy require-
ment for the solvent evaporation. However, a large amount
of hot air is needed for this, and the heat requirement
for producing this high-temperature hot air is significantly
higher compared to the evaporation energy (Ahmed et al.,
2016). Therefore, a multi-stage drying process is tested
to utilize high-temperature hot air for a shorter time, such
that the heating load would be reduced.

The film properties for a three-stage drying process
where the hot air temperature is gradually increased in 2-

steps are shown in Figure 4. The total drying time is sig-
nificantly reduced compared to the previous results, and
99% of the solvent is removed. The energy required for
the solvent evaporation is lower than the single-stage use
of low-temperature hot air (see Figure 5). However, the
evaporation energy for the 3-stage process is higher than
for the single-stage use of high-temperature air.

The energy consumption for air heating is directly pro-
portional to the inlet and outlet temperature difference of
the air heater. Assuming a constant ambient air tempera-
ture and no re-circulation of hot air, this energy is calcu-
lated for different hot air temperatures. For single-stage
drying with hot air temperatures of 353 K, 368 K, and 388
K, the energy needed for air heating is 392 MJ/m3, 326
MJ/m3, and 276 MJ/m3, respectively. The 3-stage drying
requires 198 MJ/m3, which is significantly less than the
use of single-stage drying.

3.3 Comparison with Reported Literature
Values

Considering the full range of all the parameters used in the
single-stage drying, the distribution of energy requirement
for convective air heating is calculated. Here, the drying of
both the cathode and anode is added together. The results
are compared with the reported values of energy for drying
of industrial LIB plants of different capacities as shown in
Figure 6.

The model values are closer to the values reported by
Pettinger and Dong (2017) and Schünemann (2015), than
the other values. However, the distribution of the model
results has a high variation which resulted from the uncer-
tainty in the used parameters. The range of the reported
literature values is also high, due to various factors such

Figure 3. Effect of different initial and input parameters on the drying rate. C0: initial solvent mass fraction, h0: initial film
thickness, D0: reference diffusion coefficient, Ta: hot air temperature, ϕ: relative humidity of hot air, v: velocity of hot air
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Figure 4. Film properties of cathode with the change of hot air temperature Ta.

as the annual production capacity of the plant, different
battery types, and various specific energies. Further, some
of the reported values are for the combined process of
both calendaring and drying, as well as 2 step drying pro-
cesses where the remaining solvent is vacuum dried at a
later stage after calendaring. The model results provide a
benchmark, however, the model does not include energy
for the NMP recovery unit. No details are given regarding
the literature values, whether the energy values include a
NMP recovery unit or not. Ahmed et al. (2016) shows
in their model, that the energy loads for solvent recovery
(1969 kW) are significant compared to the energy demand
for air heating (3752 kW) and solvent evaporation (130
kW).

Although the model needs improvements with the in-
clusion of porosity, and capillary-driven drying, the model
has the capability of representing important electrode dry-
ing behaviours. Further, the model shows a good potential
of being used in energy and process optimization, and pro-
cess control design. Moreover, the model can be used to
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Figure 5. Energy required for the solvent evaporation at various
hot air temperatures Ta. The total energy (area of each curve) for
each temperature is also stated.

compare the energy demand or drying efficiency of differ-
ent drying technologies, battery chemistries, and battery
types. This would further provide the opportunity to mod-
ify the model and use it with life cycle assessment models
to provide updated information on electrode drying. Thus,
different process modifications can be tested and assessed
by the energy requirement as well as the greenhouse gas
emissions and cost. It would also contribute to bench-
marking the energy demand for the LIB industry.

4 Conclusions
A simple, dynamic mathematical model for electrode dry-
ing is developed for the analysis of different drying tech-
nologies and energy requirement calculations. The input
uncertainty through different parameters is decomposed to
determine the most influential parameters on the model
output. The heat source temperature, initial thickness, and
solvent concentration of the electrode are the most sen-
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Figure 6. Comparison of energy consumption from drying
model with reported studies of Schünemann (2015); Pettinger
and Dong (2017); Yuan et al. (2017); Thomitzek et al. (2019).
The model value is given with ±2σ variation.
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sitive parameters to both the drying rate and the energy
consumption. Although the model is limited by the lack
of porosity and capillary pressure, the results indicate the
model sufficiently illustrates the general traits of an in-
dustrial electrode dryer. The results are compared with
reported literature values.

Further, the use of multi-stage hot air distribution is
shown to be less energy-intensive than the use of high tem-
perature, single-stage hot air drying. The model shows
a good potential of being used in energy optimization,
and control design for drying processes. A further mod-
ified model can be used with life cycle assessment mod-
els. This could provide information on drying that changes
with various drying technologies, energy recovery meth-
ods, and various LIB types in terms of energy requirement
as well as the greenhouse gas emissions and cost.
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Abstract 

In Northern Europe there are many CHP plants 

operating with biomass and waste as fuel. As more wind 

and solar power is introduced the operating hours of 

these plants is reduced and thereby also the capital 

burden is distributed on fewer annual hours. At the same 

time there is a strong request to replace fossil oil by 

renewable alternatives for many different purposes. 

Here biomass and waste are the major resources 

available to produce liquid or gaseous bio-based 

products at existing CHP plants. In this study we have 

simulated system solutions to identify energy and 

material balances as well as rough economic figures. 

The products assumed are primarily fuels like diesel, 

hydrogen and methane, but also other organic 

compounds can be considered. Today PREEM and St1 

are planning large scale production of primarily bio-

diesel, or HVO, where liquid products from both pulp 

and paper industry and CHP plants will be suitable 

feedstock. The study includes a comparison between 

hydrogen production in gasifiers to electrolysis, and 

even a combination of these as oxygen from the 

electrolyser can be used for the gasification, to avoid 

ballast of nitrogen in the product gas. The study aims to 

identify optimal solution under different conditions with 

respect to both electricity and raw material costs, as well 

as capital cost and operating hours. 

Keywords: CHP, pyrolysis, gasification, HVO, liquid 
bio-fuel, hydrogen. 

1 Introduction 

Pyrolysis has been studied as a method to convert solid 

biomass into liquid bio-oil. A certain percentage of the 

biomass is converted to bio-oil and gaseous compounds, 

while a residue of mainly carbon is also produced. At 

Brista (Stockholm Exergi) an interest has been to 

produce bio-char primarily (Jonsson, 2016) while the 

bio-oil is the primary product in e.g. Joensuu pyrolyser 

plant (Joensuu, 2013). This is considered one of the first 

large scale pyrolisers for converting biomass to bio-oil. 

The production is around 50 000 ton per year. At Setra 

in Gävle, Sweden, saw dust will be converted to bio-oil 

as well, with a capacity of approximately 30 000 ton per 

year (Setra, 2019). The goal is to have the plant up and 

running at the end of 2021. Here PREEM is one of the 

part owners. PREEM has a plan to produce 3 million m3 

bio-diesel and other bio-fuels per year by 2030 being 

this is a driving force for pyrolysis of biomass in 

Sweden. Already today PREEM is producing all their 

diesel with 30% HVO (hydrogenated vegetable oils) 

including one third tall oil and two thirds vegetable oil, 

mostly palm oil. At Chalmers University tests have been 

performed with pyrolysis (2 MW) in the G-valve of an 

8 MW CFB (Circulating Fluidized Bed) boiler. 

Approximately 70 % of the biomass has been converted 

to gases, while the remaining solid fraction is passing 

down into the CFB bed, where the solids are combusted 

(Larsson et al, 2013). Most of the gases are condensed 

into liquids, which is an energy rich mixture of 

hydrocarbons. At Gobi gas a demonstration plant is 

operated to convert solid biomass into hydrocarbons 

using the FT (Fischer-Tropsch) process (Larsson et al, 

2018). The product then can be used to replace fossil 

hydrocarbons. In Gussingen a steam-based gasification 

has been demonstrated in a CHP plant to produce a 

nitrogen free gas with high heating value (12 MJ/Nm3). 

This was reported in Rauch et al (2004). An alternative 

route can also be to utilize black liquors from pulp and 

paper industry, and especially the tall oil. Tall oil has 

been refined at Sunpine in Piteå followed by 

hydrogenation and distilled at PREEM oil refinery in 

Gothenburg. Here the oil is reacted with hydrogen to get 

a product equal to the fossil oil used to produce diesel 

and kerosene. From the previous work it can be 

concluded that CHP plants can be used also for 

production of liquid bio-fuels. In this system study we 

are looking for the possibility to convert solid biomass 

to bio-oil by integration to existing CFB-boilers at 

Malarenergi AB’s CHP, but principally any FB-boiler 

could be converted in a similar way. 

2 System Study 

The study investigates the integration of a pyrolysis 

reactor and a combination with a gasifier, alternative 

with an electrolyser to produce H2, hydrogen, and also 

O2, oxygen, which can be used as complement to air in 

the combustion and gasification in a CFB boiler with the 
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capacity of 150 - 180 MWth operating on biomass or 

organic waste. We then study complementing this with 

only a pyroliser or a combination with also a gasifier. 

The sensitivity analysis includes the fluctuations in 

electricity price for purchased electric power, the price 

for biomass and waste as well as the annuity for the 

capital cost. Different operational modes are then 

evaluated assuming different demand of heat and 

electricity over a year in order to investigate reasonable 

operating hours for production of the liquid or gaseous 

fuel. Here also different products are assumed like 

pyrolysis liquid for HVO production (hydrogenated 

vegetable oil), methane and hydrogen. Hydrogen can be 

utilized either for refinement of the pyrolysis liquid 

directly or extracted and sold as a product for different 

applications like fuel to fuel cells or similar. 

 

The system alternatives then become: 

1. CFB with pyroliser (pyrolysis liquid as it is to a 

refinery). 

2. CFB with gasifier (for hydrogen production 

primarily). 

3. CFB with pyroliser combined with gasifier and gas 

upgrading with separation system. 

4. CFB with pyroliser combined with electrolyser. 

5. CFB with pyroliser combined with gasifier and gas 

upgrading with separation system plus electrolyser. 

 

The system design with dimensioning of different 

equipment to balance the 180 MW thermal capacity of 

the CFB boiler is carried out. Thereafter a rough cost 

estimate is made for the investment cost and 

maintenance cost for the different solutions. The annual 

costs for each system design is estimated. Concerning 

dual bed gasifiers Lundberg et al (2018) have presented 

conversion measured in a pilot plant and discussed scale 

up of this. 

The assumptions for some different possible scenarios 

are based on heat demand for previous years. Year 2016 

when the temperature dropped to –20℃ for several 

months, 2010 which was a harsh winter generally with 

much snow and 2019 when temperature has been quite 

high most of the time. On the other end we have summer 

2018 when the temperature was 30℃ and higher for two 

months. For “extreme periods” with very high or low 

temperature we look at hourly values, while normally 

monthly averages. From this we calculate energy 

demand with respect to heat, cooling and electricity and 

make a diagram showing the demand as a function of 

hours for each year. 

We also look for the price of electricity, heat and cooling 

over the year for these years but also simulate other 

prices that might be expected in the future during 

different time periods. Here we look for how much of 
the total electricity production that comes from wind and 

solar power today and from this try to predict future 

probable price. When there is a lot of wind power we 

can expect low electricity price and then electrolyzes 

may be the best alternative for hydrogen production, and 

summertime solar power will be in surplus  

The calculations are plotted in a diagram where we can 

compare cost of product as a function of hours per year, 

fuel cost and electricity cost. The products assumed are 

H2 and HVO. 

3 Simulations 

The model is primarily energy and mass balances for the 

different equipment complemented with chemical 

reactions for combustion, gasification and pyrolysis as 

well as electrolysis. 
𝜕𝑚𝑖

𝜕𝑡
= (𝑚̇𝑖𝑛,𝑖 − 𝑚̇𝑜𝑢𝑡,𝑖)    (1) 

𝜕𝑚𝑖

𝜕𝑡
 = k (T)*𝑚0,𝑖     (2) 

∑ 𝑚𝑖,𝑖𝑛𝑥𝑖,𝑖𝑛
𝑛
𝑖 =  ∑ 𝑚𝑖,𝑜𝑢𝑡𝑥𝑖,𝑜𝑢𝑡

𝑘
𝑖      (3) 

𝜕𝑄𝑖

𝜕𝑡
 = (𝑚̇𝑖𝑛,𝑖 − 𝑚̇𝑜𝑢𝑡,𝑖) ∗ 𝐶𝑝,𝑖 ∗ 𝛥𝑇 + ΔH*

𝜕𝑚𝑖

𝜕𝑡
 (4) 

 

Here 𝑚̇𝑖𝑛,𝑖 is flow in (kg/s) of component i and 𝑚̇𝑜𝑢𝑡,𝑖 is 

flow out. k (T) is a reactivity constant for a given 

reaction, 𝑄𝑖 is the energy in kWh or kJ. 𝐶𝑝,𝑖 is the heat 

capacity and ΔT is the temperature difference. ΔH is the 

heat released (or taken up) during the reaction. 

 

Figure 1. System with CFB boiler, pyrolyser, gasifier and 

electrolyser. 

 

The fluidization of sand was determined from the 

balance between gas flow and buoyancy forces versus 
gravity forces. For full combustion this forms only CO2 
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and H2O. For the gasification we get different 

composition depending on the relative oxidation (how 

much O2 is added in comparison to what is needed for 

100% combustion), capacity (ton DS/m2h) and 

temperature. The gas composition for two different 

cases are given in Table 4 (Dahlquist et al, 2018). The 

energy balance in the CFB boiler is given in Table 1 and 

for the pyrolysis in the G-valve in Table 2. The boiler 

considered is recycled wood CFB boiler at Malarenergi 

with approximately 150 MW fuel feed. Part of this is 

used to heat sand which is passing over to the G-valve 

to heat fuel injected also there. This heat together with 

partial combustion is used as input to pyrolyse bio-mass 

and waste. 

Table 1. Energy balance for the CFB boiler 

 
 

Table 2. Energy balance for the pyrolyser. 

 

 
 

3.1 Pyrolyser 

Pyrolysis demands 8.2 MW while the heat from sand 

from the cyclone is 17.9 MW. Total losses are estimated 

to be 17.5 MW, assuming same proportion as in the 

small pilot plant. In reality losses can be reduced in a 

larger plant. Heat in gas and solids that are fed back to 

the CFB boiler are 36.4 MW solid organic residues and 

10.8 MW gaseous compounds. The heating value in the 

pyrolysis liquid is 98.5 MW which correspond to 16.9 

ton/h. Pyrolysis balances have been given in e.g. Neves 

et al (2015), where different conditions have been 

investigated. In our example we have used the balance 

presented by Atsonios et al. (2015) which is quite 

typical. 

1 kg bio-oil may contain 46.7 mol C, 62 mol H2 and 23.6 

mol O. To remove 23.6 mol O we then need 23.6 mol 

H2. 4.69 kg liquid/s means 23.6 mol O/kg*4.69 kg/s = 

110.7 mol/s. 

3.2 Gasifier 

We have used experimental data from our pilot gasifier 

using wood pellets with 1.2 ton DS/m2, h at 42 % 

relative oxidation (EOR) and steam addition. The 

gasification temperature was 670℃. The gas 

composition was 8.4% H2, 10.9 % CO, 2.4% CH4, 17.8 

%CO2, 14.9 % H2O and 45.7% N2. In reality the water 

content is quite uncertain as an unknown amount was 

condensing in the sampling system. We have made two 

assumptions. In the first case we just have used air as 

oxidation media and not treated the gas before the 

membrane separation. In the second case we have used 

oxygen instead of air and first condensed out water to 

90% and then removed CO2 to 90% using MEA. In the 

first case we can assume some H2O and some CO2 may 

be passed over with the H2 through the membrane, while 
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in the second case the gas will be almost 100% H2. In 

Table 3 we can see how the gas composition is changing 

over the different steps. In column 1 we have the raw 

gas after the gasifier. Then we have membrane filtrate 

where we have assumed 97% of the H2 as clean gas in 

column 2 and residual gas going back to the CFB boiler 

in column 3. In column 4 we have the “raw gas” after 

condensing out water to 90% and removed CO2 to 90% 

in a MEA scrubber or membrane filter with MEA at the 

back side. In column 5 we then have 100% H2 and in 

column 6 the composition of the residual reject gas. 

Table 3. The gas composition from raw gas to clean H2 

respectively residual gas for the two alternatives – gas 

separation in membrane filter directly respectively after 

separation of H2O, CO2 and not using air but oxygen from 

hydrolyzer. 

 

 

Calculations are now made for two different cases. In 

the first case it is actual gas composition from our pilot 

gasifier where we operated at 670 ℃, 42 % relative 

oxidation and a capacity of 1.2 ton DS/m2.h. The 

moisture content was 30% by addition of steam to wood 

pellets (Table 4 case 1). The second case is using a 

regression model from many gasification experiments in 

the pilot plant and assuming 35% relative oxidation, 2 

ton DS/m2.h, 800 ℃, 30 % moist (Table 4 case 2). 

 

Table 4. Gas composition and mol/kg DS for the different 

components for two different raw gas compositions. 

 

 

The balances for the pyrolyser is taken from Atsonios et 

al (2015). We have noticed that for 4.67 kg pyrolizate/s 

we need to remove 110.7 mol O/s. For the first gas 

composition we produce 17.7 mol H2/kgDS. (110.7 mol 

H2/s)/ (17.7 mol H2/kgDS) = 6.25 kg DS/s. If we can 

convert CO and CH4 to H2 as well we get 17.7 + 14.9 + 
2*3, 3 = 39.2 mol H2/kg DS. This would mean that 2.8 

kg DS/s would be needed to the gasifier to cover the 

reduction of Oxygen in the pyrolisate. For the second 

gas composition (case 2) we get 41.6 mol H2/kg DS 

which gives a demand of 110.7/41.6 = 2.7 kg DS/s. If 

we convert also CO and CH4 to H2 through reaction with 

steam, we would get 72.8 mol H2/kg DS and a demand 

of 110.7/72.8 = 1.52 kg DS/s. From this we can see that 

how the system is designed and how the gasifier is 

operated will have a significant effect on the capacity of 

the gasifier. With the second case the size would be 43 

% compared to the first case for only H2 utilized and 54 

% if also CO and CH4 is converted to H2. 

If we have a HHV of the fuel at 21 MJ/kg we would need 

a gasifier with 1.52*21= 31.9 MW while in the case 6.25 

kg DS/s*21 MJ/kg the capacity would be 131 MW. Cost 

estimates for the gasification and enrichment of H2 has 

been presented in Naqvi et al (2017). We use the figure 

70 M€ for a 180 MW gasifier plant and use the scaling 

factor 0.8, which gives 23.5 M€ for case 1 and 17.6 M€ 

for case 2. If we look at alternative 5 where we combine 

gasifier with electrolyser we get 13.5 respectively 10.1 

M€ for the gasifiers but have to add the cost for 

electrolyser as well. 

3.3 Electrolyser 

Electrolysers use electricity to split water into H2 and 

O2. If we have a demand of 110.7 mol H2/s it means that 

we also produce 55.4 mol O2 (110.7 mol O). This can be 

used in the combustion, but especially in the pyrolyser 

and the gasifier if we combine with also this. 

For the electrolyser we can assume the price to be some 

500 €/kW at large scale up to the double for small scale 

electrolysers. Typically, one kg H2 demand 58 kWhel 

for production, which means 0.017 kg H2/h with one kW 

input electricity. For the demand 0.22 kg H2/s then 

means a capacity of 0.221 kg H2/s/(0.0000047 kg H2/s)= 

46 800 kW. For alternative 5 a 23 400 kW electrolyser 

is needed.  We assume 0.12 as annuity (4%, 10y) and 

cost for electricity in the range 1-10 €cent/kWhel. The 

prize of electricity will be dominating. When there is a 

surplus of electricity production we will be in the lower 

range of the span, while when there is a deficiency the 

prize will be in the upper range. This makes it more 

complicated to decide best technology. It would be good 

to have both gasifier and electrolyser and use the bio-

gasifier when electricity prize is high, and electrolyser 

when it is low. If we assume a cost of 500 $/kW it means 

446 €/kW in investment cost. This would give an 

investment cost of 20.9 M€ for the 46 800 kW unit and 

10.5 M€ for the 23 400 kW unit. 

4 Results and discussion  

In Tables 5-7 we see the capacities for the different 

alternatives. We have assumed a biomass fuel price of 

14 €/MWh, which is average today. For electricity we 

have assumed 10 €/MWh and 35 €/MWh, as we expect 

quite strong variation over the year, depending on the 
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balance between production and consumption. We also 

have looked at 5000 hours and 7000 hours of operations 

per year. All equipment is assumed having 20 years life 

time and 5% interest rate, giving annuity 0.081. 

Concerning the gasification and electrolyzes the figures 

are reasonable, while for the pyrolysis it is more of a 

“guestimate”. The cost figures are taken from Naqvi et 

al (2017). There already are vessels for pyrolysis at the 

CFB boilers, the G-valves, but addition is needed with 

fuel feeder, gas outtake and gas condensation. As the 

reactor for H2 with pyrolysis liquid is principally same 

for all alternatives except for alternative 1, it has not 

been included. We have assumed the value of the 

pyrolysis liquid to be 70% of the refined (reacted with 

H2) for case 1. For case 2 we have just assumed same 

value for H2 as for pyrolysis liquid. For case 2 and 3 we 

have added a cost for membrane separation for H2 

enrichment of 10 M€, and for case 5 half of this. These 

figures are taken from Naqvi et al (2017). 

 

Table 5. 5000 hours per year, biofuel cost 14 €/MWh, 

electricity 10 €/MWh, annuity 0.081. 

 

Table 6. 7000 hours per year, biofuel cost 14 €/MWh, 

electricity 10 €/MWh, annuity 0.081. 

 

Table 7. 7000 hours per year, biofuel cost 14 €/MWh, 

electricity 35 €/MWh, annuity 0.081 

 

Table 8. 7000 hours per year, biofuel cost 14 €/MWh, 

electricity 100 €/MWh, annuity 0.081 

 
 

From the results we can see that for 5000 hours 

operations the alternative with a smaller gasifier and a 

smaller electrolyser looks like a good alternative. The 

electrolyser is then used to produce both H2 and O2. The 

O2 is used in the gasifier, and thereby giving a better gas 

from the gasifier, without N2 from the air. For 7000 

hours most cases are economic at low electricity price, 

but especially alternative 4 becomes very unprofitable 

with the higher electricity price. As we don´t have very 

accurate figures for the value of pyrolysis liquid of 

different qualities, and neither for large amounts of H2, 

the results are more giving relative impact of different 

alternatives, but clearly show the importance of cost for 

both biomass and electricity. If we could use waste 

instead of biomass, we would have an income of 12 

€/MWh instead of a cost for the better biomass of 14 

€/MWh, but instead there would be an issue of what 

quality the pyrolysis liquid would have, if there is e.g. 

halogens from PVC in the plastic fraction. 

From the analysis we can see that the span with respect 

to economy is high for the different alternatives. This is 

due to high difference in prize for different fuels both 

right now, but certainly also in the future. The capital 

cost also has gone down a lot last years for electrolysers 

and probably will proceed going down if the technology 

will be used much more frequently than in the past. We 

also can see that the sizing of especially the gasification 

plant will depend a lot on how much oxygen there will 

be in the liquid product after the pyrolysis. From 

literature we can see that the amount of oxygen varies 

between some 20 to 50 wt. %. If we can utilize both H2 

and CO for reduction of O in the liquid product it will 

also make a large difference compared to if only H2 is 

used. Still, we have reliable figures on many process 

parts verified in both own experiments on gasification 

of different biomass and black liquors as well as reports 

from literature from experiment in pilot and 

demonstration plants, showing that each part of the 

processes are possible to get to work, although the 

complete systems have not been implemented yet. 

 

5 Conclusions 

The study shows that different system solutions can be 

the most economic depending on the conditions. If the 

price for pyrolysis liquid is good even without 

hydrogenating it, case 1 may be interesting. If there is a 

strong demand for H2 as such, case 2 is feasible. If the 

value of the pyrolysis liquid is much higher after 

hydrogenation the addition of the gasifier make sense as 

in case 3.  If the electricity price is low case 4 is good. 

If the electricity price is varying case 5 make sense, and 

also it is positive that the O2 produced in the electrolyser 

can be utilized in the gasification. Thereby we get a N2 

free gas which is much easier to handle than gas with 

high amount of N2. The cost figures are of varying 

quality and thus next step will be to do more detailed 

cost estimates and more detailed design. Here we will 

5000 h/year Case

Total cost incl capital/y 1 2 3 4 5

Capital cost(0.081) M€ 3.2 2.7 6 4.9 5.5

Fuel 5000 h/y 14 €/MWh 13.9 12.3 19.4 17.2 12.3

Cost el 10€/MWh 2.3 1.2

Total cost per year 17.1 15 25.4 24.4 18.9

Income pyroliq 17.2 24.6 24.6 24.6 24.6

Gross benefit 0.12 9.7 ´-0.7 0.2 5.7

7000 h/y el 10 €/MWh Case

Total cost incl capital/y 1 2 3 4 5

Capital cost(0.081) M€ 3.2 2.7 6 4.9 5.5

Fuel 7000 h/y 14 €/MWh 19.4 19.4 19.4 19.4 17.2

Cost el 10€/MWh 3.3 1.6

Total cost per year 22.6 22.1 25.4 27.6 24.3

Income pyroliq 24.1 34.5 34.5 34.5 34.5

Gross benefit 1.5 12.4 9.1 6.9 10.2

7000 h/y, el 35€/MWh Case

Total cost incl capital/y 1 2 3 4 5

Capital cost(0.081) M€ 3.2 2.7 6 4.9 5.5

Fuel 7000 h/y 14 €/MWh 19.4 19.4 19.4 19.4 17.2

Cost el 35€/MWh 11.6 5.8

Total cost per year 22.6 22.1 25.4 35.9 28.4

Income pyroliq 24.1 34.5 34.5 34.5 34.5

Gross benefit 1.5 12.4 9.1 ´-1.4 6.1

7000 h/y, el 100 €/MWh Case

Total cost incl capital/y 1 2 3 4 5

Capital cost(0.081) M€ 3.2 2.7 6 4.9 5.5

Fuel 7000 h/y 14 €/MWh 19.4 19.4 19.4 19.4 17.2

Cost el 35€/MWh 33 16.5

Total cost per year 22.6 22.1 25.4 57.3 39.1

Income pyroliq 24.1 34.5 34.5 34.5 34.5

Gross benefit 1.5 12.4 9.1 ´-22.9 ´- 4.7
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utilize the simulation model we have developed to give 

the possibility to do more sensitivity analysis. 
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Hybrid Model for Fast Solution of Thermal Synchronous
Generator With Heat Exchanger
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Abstract
Overheating of synchronous generators may lead to a
shortened generator lifespan, thus strict constraints are im-
posed on their operation. A common constraint is to re-
strict the power factor of the generator to lie below, say,
0.86 overexcited. In some recent work, a dynamic ther-
mal model of the generator with cooling heat exchanger
has been developed; the idea is that this allows for bet-
ter monitoring of generator temperature, while relaxing
on the power factor constraint. The current model is only
valid for an ideal case of constant heat capacity. In this
work, the generator model is extended to allow for tem-
perature dependence in heat capacity of water and air in
the heat exchanger model. The consequence of this more
realistic model, is that it is no longer possible to find an ex-
plicit, analytic solution of the heat exchanger model, and it
is now necessary to instead solve numerically a two point
boundary value problem for each time step in the differen-
tial equation solver.

It is shown that the effect of temperature dependence in
the heat capacities has a noticeable effect on the solution
of the model. The inclusion of on-line numeric solution of
the heat exchanger model does, however increase the com-
putation time of the thermal generator model by a factor
of several thousand. Here, we instead study the possibil-
ity to solve the numeric heat exchanger model multiple
times off-line, and then fit a regression model that gives a
correction to the analytic solution. Both linear regression
and nonlinear regression (neural network) is considered.
Both types of regression models allow for a speed-up in
the computation time of the thermal generator model of a
factor of around 2000. In the computations, computer lan-
guage Julia was used, with the DifferentialEquations and
the Flux packages.
Keywords: linear regression, nonlinear regression, ther-
mal model, machine learning, surrogate model, hybrid
model.

1 Introduction
1.1 Background
Synchronous generators operated at high power factor
face high currents, and potential overheating. To protect
the generators from overheating, European hydropower
generation limits the power factor to the range [0.85,0.95]
overexcited, while in Norway the power factor should be

less than or equal to 0.86 (Pandey, 2019). It is of interest
to allow for more flexible constraints on the power factor
to better handle sudden changes in consumption. To do
this, it is necessary with good monitoring and control of
generator temperatures; this possibility was discussed in
(Øyvang, 2018).

1.2 Previous work
As a further study of the thermal generator model in (Øy-
vang, 2018), Lie1 proposed a slightly more formal model,
still assuming constant heat capacity in materials. This
model was further studied in (Pandey, 2019); Pandey
et al., 2019), where temperature dependences in heat ca-
pacities were introduced. Temperature dependence in heat
capacities of air and water invalidates the analytic solution
of the heat exchanger model, requiring the numeric solu-
tion of a static two-point boundary value (TPBV) problem
for every time step in the time integration. The numeric
solution of the TPBV problem is much slower than evalu-
ating the analytic expressions (Lie2), leading to excessive
computation time for model fitting, and on-line uses such
as state estimation and advanced control. It is therefore of
interest to study the development of simplified models/-
surrogate models for the heat exchanger. A standard pro-
cedure would be to solve the TPBV heat exchanger model
multiple times off-line, and then fit a regression model
to the generated data. Data for surrogate models do not
contain measurement noise per se, so an alternative to a
regression model could be table look-up or interpolation.
Still, regression models are often simpler, and there may
be some “noise” due to inaccuracies in numeric computa-
tions. The problem of overfitting the data is relevant for
surrogate models.

1.3 Overview of the paper
Instead of solving the nonlinear TPBV problem of temper-
ature dependent heat capacities within the time integrator
of the thermal synchronous generator model, data-driven
surrogate models were developed for the nonlinear heat
exchanger model as a correction to the analytic solution.
The goal is that this hybrid heat exchanger model consist-
ing in the analytic, ideal solution combined with the ex-

1Lie, B.: Solution to Project in course FM1015 Modelling of Dy-
namic Systems at University of South-Eastern Norway, 2018.

2Lie, B.: Lecture Notes in course FM1015 Modelling of Dynamic
Systems at University of South-Eastern Norway, 2019.
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Figure 1. Thermal model of aircooled synchronous generator.

plicit surrogate correction, should give considerably faster
solution time for the thermal generator model. Both lin-
ear regression and nonlinear regression (neural network)
are considered, and validation is used to choose model or-
der/avoid overfitting.

The paper is organized as follows. Section 2 describes
the problem that arise from temperature dependence in the
heat capacities and the impact on simulation time. Section
3 describes linear regression and the idea of validation,
while Section 4 describes nonlinear regression. Results
are discussed in Section 5, and some conclusions are given
in Section 6.

2 Solution of the Counter-Current
Heat Exchanger Model

A thermal model of a counter-current heat exchanger was
developed in Lie3.

The following explicit/analytic expressions were
formed for the effluent temperatures of the tube side (T t

e )
and the shell side (T s

e ):

T t
e =

N4St T t
i exp(−N4St )+Nt

StT
s

i (1− exp(−N4St ))

Nt
St−Ns

St exp(−N4St )
(1)

T s
e =

N4St T s
i +Ns

StT
t

i (1− exp(−N4St ))

Nt
St−Ns

St exp(−N4St )
. (2)

Here, T t
i and T s

i are the influent temperatures of the heat
exchanger. Nt

St and Ns
St are the Stanton numbers of the

tube side and the shell side, respectively. Also, N4St is the
difference in Stanton numbers, and is expressed as:

N4St = Nt
St−Ns

St. (3)

In addition, the temperature profile across the heat ex-
changer length can be obtained by substituting the explicit
expression of T s

e in the following equations:

3Lie, B.: Lecture Notes in course FM1015 Modelling of Dynamic
Systems at University of South-Eastern Norway, 2019.

Tt(x) =
(Nt

Ste
(−N4St )x−Ns

St)T
t

i +(Nt
St−Nt

Ste
(−N4St )x)T s

e

N4St
(4)

Ts(x) =
(Ns

Ste
(−N4St )x−Ns

St)T
t

i +(Nt
St−Ns

Ste
(−N4St )x)T s

e

N4St

.

(5)
The Stanton numbers Nt

St and Ns
St for the tube side and

the shell side, respectively, are given as

Nt
St =

U Ax

ĉp,tṁt
(6)

Ns
St =

U Ax

ĉp,sṁs
, (7)

where U Ax is the heat transfer coefficient, ĉp,t and ĉp,s
are the specific heat capacities at constant pressure, and
ṁt and ṁs are mass flow rates.

The previous analytic expressions are only valid for an
ideal heat exchanger model with constant Stanton num-
bers. For a more realistic heat exchanger model, specifi-
cally, a model with temperature dependence in the heat ca-
pacities, a numeric solution is required. In this work, the
two-point boundary value problem of the thermal model is
solved numerically by utilizing the boundary value prob-
lem (BVP) solvers available in the DifferentialEquations
package for Julia (Rackauckas and Nie, 2017).

In the thermal model of Lie4, cold air is blown by a
fan into the gap between the rotor and the stator, which
cools the synchronous generator before returning to the
shell side of the counter-current heat exchanger. There,
the hot air is cooled by cold water passing in the tube side.
In this work, temperature dependence is only considered
in the heat capacities of air and water in the heat exchanger
part of the model.

Temperature dependence in the heat capacities is often
expressed as an empirical power series in T or as a polyno-
mial in T (Murphy, 2020). In this work, polynomials were
fitted to the experimental data in (Incropera et al., 2013)
and compared with the empirical equations in (McBride
et al., 2002). Figure 2 shows the comparison between the
specific heat capacities of (Incropera et al., 2013) and the
empirical equations of (McBride et al., 2002).

Furthermore, to study the impact of the temperature de-
pendence of the specific heat capacities of air and water on
the solution of the counter-current heat exchanger model,
the following models are considered:

• Model 1: An ideal heat exchanger model, which
is solved using the analytic expressions. The spe-
cific heat capacities of air and water are constant and
equal 1.15kJ/kg/K and 4.2kJ/kg/K, respectively.

4Lie, B.: Solution to Project in course FM1015 Modelling of Dy-
namic Systems at University of South-Eastern Norway, 2018.
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Figure 2. A comparison between the specific heat capacities of
(Incropera et al., 2013) and the empirical equations of (McBride
et al., 2002).

• Model 2: An ideal heat exchanger model, which is
solved using the BVP solvers. The specific heat ca-
pacities are the same as in Model 1.

• Model 3: A non-ideal heat exchanger model with
ĉp(T ), which is solved using the BVP solvers. The
specific heat capacities are described by polynomials
constructed from the experimental data in Incropera
et al. (2013).

Figure 3 shows a comparison between the solution of
Model 1 and the solution of Model 3, where the operating
conditions are described in Table 1. Also, Table 2 shows
the benchmark results (simulation time) for the three mod-
els.

Figure 3. Analytic solution (solid lines) vs. numeric solu-
tion (dotted lines) when the specific heat capacities depend on
temperature. For the ideal model, the specific heat capacities
of air and water are constant, and equals 1.15kJ/kg/K and
4.2kJ/kg/K, respectively. For the numeric solution, the specific
heat capacities are described by polynomials constructed from
the experimental data in (Incropera et al., 2013).

Figure 4 shows a comparison between thermal gener-
ators model with heat exchanger Model 1 vs Model 3 at
the operating conditions. Table 3 shows the benchmark
results for the generator model when the three heat ex-
changer sub-models are used.

Table 1. Operating conditions of the heat exchanger model.

Symbol Description Value
Inputs u

T c
w Cold water temperature 3.8 ◦C

T h
a Hot air temperature 39.1 ◦C

ṁw Water mass flow rate 53.9kg/s
ṁa Air mass flow rate 49.2kg/s

Parameters θ

U Ax Heat transfer, air to water 44.46kW/K

Table 2. Benchmark results for the heat exchanger model.
Model 1 has median time 9 µs and mean time 10.6 µs on a given
computer; times are scaled to unity at 1st row element.

Model Median time Mean time
Model 1 1 1
Model 2 443 451
Model 3 2120 1940

In this work, the following steps are taken to reduce
the simulation time of Model 3 (the case of temperature
dependence in the heat capacities):

• First, both Model 1 and Model 3 are solved for a va-
riety of conditions (T c

w, T h
a , ṁw, and ṁa), and the re-

sults are stored in a data matrix.

• Next, a data-driven model is developed by lin-
ear/nonlinear regression. Here, the regression model
is expressed as a correction term to the analytic ex-
pressions.

• Finally, the combination of the regression model and
the analytic expressions forms explicit expressions
that relate the influent temperature of water/air to the
effluent temperature of water/air. Solving explicit
expressions is much faster than solving a nonlinear
two-point boundary value problem numerically.

3 Linear regression
As described in (Gujarati, 2019), given a data set
{yi, x1i, x2i, . . . , xki}n

i=1 of n observations, a generic linear
regression model can be expressed as:

yi = β1x1i +β2x2i + . . .+βkxki + εi, i = {1,2,3, . . . ,n} ;
(8)

here, y is called the response variable. x1, x2, . . . , xk are
called the regressor variables. β1,β2, . . . ,βk are the regres-
sion coefficients or regression parameters. ε is called the
disturbance term. The subscript i refers to the observation
in the data set. Moreover, equation 8 represents a system
of equations that can be stacked together and written in
matrix notation as:

y = Xβ + ε, (9)

where y and ε are n× 1 column vectors, and β is a k× 1
column vector. X is the design matrix of size n×k. In this
work, the possible regressors are:
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Figure 4. Analytic solution (solid lines) vs. numeric solution
(dotted lines) of the thermal generator model when the specific
heat capacities depend on temperature.

Table 3. Benchmark results for the thermal model of an air-
cooled synchronous generator. Model 1 has median time 5.4ms
and mean time 6.6ms on a given computer; times are scaled to
unity at 1st row element.

Model Median time Mean time
Model 1 1 1
Model 2 451 363
Model 3 1820 1480

1. The hot water temperature of the analytic solution
(T h,A

w )

2. The cold air temperature of the analytic solution
(T c,A

a )

3. Water mass flow rate (ṁw)

4. Air mass flow rate (ṁa)

Also, the response variables are the effluent temperatures
(T h,N

w and T c,N
a ) of the numeric solution when ĉp(T ).

Since the number of response variables m > 1, then equa-
tion 9 is expressed as:

Y = Xβ + ε; (10)

here, Y and ε are n×m matrices, and β is a matrix of size
k×m. X is a design matrix of size n× k. In this work, the
columns of the design matrix are not the regressors them-
selves, but a polynomial of the regressors, which includes
an intercept and cross-product terms. Using the method of
ordinary least squares, an estimate of the regression coef-
ficients can be obtained by:

β̂ = (XᵀX)−1Xᵀy. (11)

Then, the regression function is expressed as:

ŷ = Xβ̂ ; (12)

here, ŷ is the predicted value of y for a given design ma-
trix. The regression function predicts the effluent temper-
atures of the non-ideal heat exchanger model given the ef-
fluent temperatures of the ideal model.

It is of interest to have a measure of goodness-of-fit,
i.e., how well ŷ predicts y. A simple predictor is the mean
ŷ = ȳ, with uncertainty given by the sample variance

σ
2
y =

∑
n
i=1 (yi− ȳ)2

n
; (13)

ȳ = ∑
n
i=1 yi/n. With predictor ŷi = ∑

k
j=1 β̂ jx j,i, the vari-

ance is

σ
2
ε =

n

∑
i=1

(yi− ŷi)
2 /n (14)

with εi = y− ŷi. Two measures of model quality are the
Root Mean Square Error (RMSE)5

RMSE =
√

σ2
ε = σε =

√
n

∑
i=1

(yi− ŷi)2/n, (15)

and the Coefficient of Determination R2 (Gujarati, 2019)

R2 = 1−σ
2
ε /σ

2
y . (16)

For a “perfect” model, R2→ 1 , while for a “poor” model
(the mean), R2→ 0.

The sample variance σ2
y is biased because Eq. 13 uses

estimated mean ȳ; estimate σ2
y has one degree of freedom.

The unbiased sample variance s2
y is

s2
y =

∑
n
i=1 (yi− ȳ)2

n−1
=

n
n−1

σ
2
y . (17)

The prediction error variance uses k estimated parameters
β j, thus has k degrees of freedom, and the corrected esti-
mate s2

ε is
s2

ε =
n

n− k
σ

2
ε . (18)

Alternatively to measures RMSE and R2, the Standard Er-
ror of Estimate (SEE) (Smith, 2015)

SEE =
√

s2
ε = sε =

√
n

∑
i=1

(yi− ŷi)2/(n− k). (19)

or the adjusted coefficient of determination R̄2 defined as

R̄2 = 1− s2
ε/s2

y = 1− n−1
n− k

(
1−R2) (20)

are used. RMSE and SEE has the advantage of having the
same unit as y.

When solving Model 1 and Model 3, the following
cases were considered:

• Case 1: Constant mass flow rates and variable in-
fluent temperatures. In this case, the regressors are
T h,A

w and T c,A
a . Also, the models are solved over the

range of (4− 30 ◦C ) for T c
w, and over the range of

(40− 100 ◦C) for T h
a , while the mass flow rates are

kept constant at the values of Table 1.

5https://en.wikipedia.org/w/index.php?
title=Mean_squared_error&oldid=959959954
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• Case 2: Variable influent temperatures and mass flow
rates. In this case, the regressors are ṁa, ṁw, T h,A

w ,
and T c,A

a . Also, the models are solved over the range
of (4− 40 ◦C ) for T c

w, and over the range of (15−
130 ◦C) for T h

a , and over the range of (15−130kg/s
) for the mass flow rates.

In Fig. 5 and Fig. 6, R̄2 and SEE were used to find the
order of the polynomial of the design matrix that gives
the best fit. Also, it can be observed in the figures that the
goodness-of-fit deteriorates due to overfitting as the model
order increases beyond a 5th order for case 1, and beyond
a 6th order for case 2.

Moreover, Fig. 7 and Fig. 8 show a comparison be-
tween the regression models and the numerical solution of
the nonlinear two-point boundary value problem for case
1. Also, in Fig. 7, the regression surface and the data
points overlap for the 5th order model, which indicates a
good fit. On the other hand, in Fig. 8, the regression sur-
face of the 12th order model does not match the data for
some parts, which indicates a bad fit.

Similarly, Fig. 9 and Fig. 10 show a comparison be-
tween the regression models and the numerical solution of
the nonlinear two-point boundary value problem for case
2. Also, in Fig. 9, the regression surface and the data
points overlap for the 6th order model, which indicates a
good fit. On the other hand, in Fig. 10, the regression sur-
face of the 12th order model does not match the data for
some parts, which indicates a bad fit.

Figure 5. R̄2 and SEE of case 1. Left panel: The adjusted co-
efficient of determination vs. model order. Right panel: The
standard error of estimate vs. model order.

However, the results so far are based on models that
used the same data set for training and testing purposes,
which is not a good indicator of the models’ predictive
ability. To evaluate a model’s predictive performance and
select the best fit model, validation is required.

In this work, the Holdout method was implemented to
validate the models. The holdout method is one of the
simplest cross-validation methods, where the data is split
randomly into two data sets; a training set to estimate the
model’s parameters, and a test set to assess the perfor-
mance of the model. The training data set is usually larger

Figure 6. R̄2 and SEE of case 2. Left panel: The adjusted co-
efficient of determination vs. model order. Right panel: The
standard error of estimate vs. model order.
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Figure 7. Case 1: A comparison between the regression model
(the surfaces in the figure) and the numerical solution of the non-
linear two-point boundary value problem (the data points) for a
5th order regression model.

than the test set. Typically, the holdout method involves
a single run. In this work, the results of multiple runs are
averaged together to avoid misleading results. The vali-
dation results are presented in Table 4 for case 1, and in
Table 5 for case 2.6

Finally, the best fit model of case 1 achieved an aver-
age RMSE of 7 · 10−8 ◦C and 2 · 10−8 ◦C for T h

w and T c
a ,

respectively. Also, the best fit model of case 2 achieved an
average RMSE of 0.117 ◦C and 0.327 ◦C for T h

w and T c
a ,

respectively.

4 Nonlinear regression
Nonlinear regression of the counter-current heat ex-
changer model is implemented in Julia using the package
Flux (Innes, 2018; Innes et al., 2018). Moreover, the non-
linear mapping between the analytic solution of the ideal
counter-current heat exchanger model and the numeric so-
lution of the non-ideal heat exchanger model (the case of
temperature dependence in the specific heat capacities of
air and water) is achieved using the logistic (also known

6Both SEE and R̄2 are rounded to the 5th digit after the decimal
place.
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Figure 8. Case 1: A comparison between the regression model
(the surfaces in the figure) and the numerical solution of the non-
linear two-point boundary value problem (the data points) for a
12th order regression model.
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Figure 9. Case 2: A comparison between the regression model
(the surfaces in the figure) and the numerical solution of the non-
linear two-point boundary value problem (the data points) for a
6th order regression model.

as sigmoid) activation function (σ), which is introduced
between two linear layers in the classical Feedforward
Neural Network (FNN). Furthermore, the FNN is imple-
mented using the description in (Lie, 2019) and Flux docu-
mentation. In this work, the nonlinear regression model is
composed of two dense layers with the non-linearity (σ)
between them as illustrated in Fig. 11.

In a similar manner to linear regression, the holdout
method was implemented to select the dimension (out) in
Fig. 11 that gives the best fit. The validation results are
presented in Table 6 and Fig. 12, where RMSE was chosen
as an indicator of goodness-of-fit. In Fig. 12, it is appar-
ent that increasing the dimension (out) beyond 80 would
result in a worse fit. Training of neural networks is sen-
sitive to scaling of the data, and it is common practice to
either normalize or standardize the data. Here, data X and
Y have been normalized to X̃ and Ỹ in the range [0,1], e.g.,

X̃ =
X−Xmin

Xmax−Xmin
(21)

Figure 10. Case 2: A comparison between the regression model
(the surfaces in the figure) and the numerical solution of the non-
linear two-point boundary value problem (the data points) for a
12th order regression model.

Table 4. Validation results of case 1.
Model Avg. SEE, ◦C Avg. R̄2, −
order T h

w T c
a T h

w T c
a

1 0.01798 0.01905 0.99938 0.99944
2 0.00858 0.0061 0.99986 0.99994
3 0.00267 0.00149 0.99999 1.0
4 0.00056 0.00028 1.0 1.0
5 7 ·10−5 4 ·10−5 1 1
6 0.0001 0.00012 1 1
7 0.01823 0.02451 0.99947 0.99923
8 0.04843 0.06575 0.99642 0.99474
9 0.09783 0.13253 0.98625 0.97992
10 0.17664 0.27147 0.95805 0.91988
11 0.27841 0.4126 0.90428 0.832
12 0.41207 0.59617 0.81076 0.68251

5 Results and Discussion
In linear/nonlinear regression, the counter-current heat ex-
changer model was solved for a variety of conditions (T c

w,
T h

a , ṁw, ṁa, and thermal dependencies) to generate a data
matrix. Then, validation was used to select the order of
the polynomial and the dimension (out) that gives the best
fit. Both case 2 of linear regression and nonlinear regres-
sion obtained a similar RMSE. Case 1 of linear regression
achieved lower SEE and RMSE compared to case 2. How-
ever, case 1 is only valid for a constant mass flow rate,
whereas case 2 is valid over a wide range of mass flow
rates. This highlights the importance of selecting the ap-
propriate ranges of T c

w, T h
a , ṁw and ṁa when solving the

model. Selecting the appropriate ranges will result in a
lower model order and a better fit.

In this work, the polynomial of the design matrix was
generated using a user made function, which made the ex-
ecution speed of the hybrid solution with linear regression
relatively slower than the execution speed of the hybrid
solution with nonlinear regression. Table 7 compares the
execution speed of both solutions. To present a fair com-
parison between the linear and the nonlinear models, a 2nd
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Table 5. Validation results of case 2.
Model Avg. SEE, ◦C Avg. R̄2, −
order T h

w T c
a T h

w T c
a

1 0.0529 0.1059 0.9848 0.9665
2 0.0479 0.0864 0.9876 0.9777
3 0.0456 0.0795 0.9888 0.9812
4 0.0443 0.0771 0.9895 0.9825
5 0.0418 0.0731 0.9908 0.9844
6 0.0415 0.0695 0.991 0.9862
7 0.0686 0.0783 0.976 0.9828
8 0.1246 0.1246 0.9241 0.9582
9 0.1731 0.1774 0.8606 0.9192

10 0.2467 0.2587 0.7357 0.8396
11 0.3229 0.3556 0.5897 0.7253
12 0.4014 0.4455 0.447 0.6229

Figure 11. Feedforward neural network with two dense layers
(L1 and L2) and an activation function (σ) in between them.

order linear model was hard-coded in the design matrix,
which also provides a good enough prediction accuracy.

The simulation time of the final hybrid models, the
combination of the correction terms of linear/nonlinear re-
gression with the analytic expressions of equations 1 and
2, is presented in Table 8 for the heat exchanger model,
and in Table 9 for the thermal model of an air-cooled syn-
chronous generator. The hybrid solutions of the heat ex-
changer sub-model achieved similar execution speeds and
are much faster than the numeric solution of the nonlinear
two-point boundary value problem. Similarly, the sim-
ulation time of the thermal model of an air-cooled syn-
chronous generator was significantly reduced by using the
hybrid models.

6 Conclusions
In this paper, the thermal model of the counter-current heat
exchanger that was developed in Lie7, is extended with the
case of temperature dependence in the specific heat ca-

7Lie, B.: Lecture Notes in course FM1015 Modelling of Dynamic
Systems at University of South-Eastern Norway, 2019.

Figure 12. Validation results of nonlinear regression of the
counter-current heat exchanger model. The Y-axis is the aver-
age RMSE for three models, each trained on a random sample
for 10000 epoch. The best fit model achieved an average RMSE
of 0.110 ◦C and 0.435 ◦C for T h

w and T c
a , respectively.

Table 6. Validation results of nonlinear regression.
Model Avg. RMSE, ◦C
order T h

w T c
a

5 0.7297 0.8757
10 0.309 0.648
15 0.2183 0.6179
20 0.2038 0.5679
25 0.1887 0.5774
30 0.1815 0.5336
35 0.1405 0.4758
40 0.141 0.4881
45 0.1387 0.4947
50 0.1263 0.4752
55 0.1474 0.4625
60 0.1168 0.4534
65 0.1326 0.4652
70 0.1237 0.4566
75 0.1104 0.435
80 0.1207 0.4567
85 0.1365 0.4936
90 0.1756 0.5742
95 0.2621 0.6995

100 0.3765 0.8686

pacities of air and water. The benchmark results showed
a very long simulation time when solving the nonlinear
boundary value problem numerically. To speed up the so-
lution time, explicit data-driven models were developed
using linear and nonlinear regression. Validation was used
to select the order of the polynomial of the design matrix
and the dimension of the layers in the FNN. However, the
order of the polynomial and the dimension of the layers
were not the only factors that impacts the accuracy of the
models. The accuracy of the models was also affected by
the generated data matrix on which the regression models
were fitted. The generated data matrix should only con-
tain informative data that relates to the model’s objective.
Moreover, the regression models were expressed as a cor-
rection term to the explicit/analytic ideal heat exchanger
model. The hybrid heat exchanger model achieved a good
enough accuracy and faster execution speed compared to
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Table 7. The execution speed of the hybrid solution: linear re-
gression vs nonlinear regression. Here, the polynomial of the
design matrix was generated using a user made function, which
made this comparison not fair. Linear-hybrid model has mean
time 36 µs on a given computer; times are scaled to unity at 1st

row element.

Model Mean time
Hybrid solution (Linear Reg.) 1
Hybrid solution (Nonlinear Reg.) 0.042

Table 8. Simulation time for the heat exchanger model. Linear-
hybrid model has mean time 1.5 µs on a given computer; times
are scaled to unity for 1st row element.

Model Mean time
Hybrid solution (Linear Reg.) 1
Hybrid solution (Nonlinear Reg.) 1.002
Numeric solution 14070

the numeric solution.
It should be observed that the hybrid heat exchanger

model introduced here is based upon the assumption that
there are no unknown model parameters in the heat ex-
changer. In other words: if we want to include the hybrid
heat exchanger model in a model fitting procedure for the
thermal generator model, we can not change the heat ex-
changer parameters, e.g., U Ax in Table 1 — that would
require a re-training of the correction term.

Future work will include a study on how the correction
term to the analytic heat exchanger can be re-formulated
in order to allow for fitting model parameters such as U Ax
without having to re-train the correction term. As part of
this, the value of Ux will vary with flow rates. Next, the
work reported in (Pandey et al., 2019) will be updated with
this new thermal synchronous generator model with the
more accurate heat exchanger model.
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Abstract 
In this study, a model of a single shaft gas turbine (GT) 

is developed by using artificial intelligence (AI).  A 

recurrent neural network (RNN) is employed to train the 

datasets of the GT variables in Python programming 

environment by using Pyrenn Toolbox. The resulting 

model is validated against the Test datasets. Thirteen 

significant variables of the gas turbine are considered for 

the modelling process. The results show that the RNN 

model developed in this study is capable of performance 

prediction of the system with a high reliability and 

accuracy. This methodology provides a simple and 

effective approach in dynamic simulation of gas 

turbines, especially when real datasets are only available 

over a limited operational range and using simulated 

datasets for modelling and simulation purposes is 

unavoidable. 

 

Keywords: gas turbine, modelling, simulation, artificial 

intelligence, recurrent neural network, black-box model 

1 Introduction 

Todays, Artificial intelligence (AI) plays a key role in 

the industrial world and has a meaningful and influential 

presence in many aspects of daily life. AI is an area of 

computer science that deals with performing human-like 

tasks. As one of the most popular applications of AI, one 

can refer to Machine learning (ML). ML is a research 

area that deals with data analysis, and a variety of 

approaches for computers to learn from datasets when 

no specific algorithm exits.  ML is used in many 

industrial systems  such as gas turbines for pattern 

recognition, system identification, trouble shooting, 

sensor validation, condition monitoring, modelling,  

simulation, and performance prediction (Liu et al., 

2020; Cisotto and Herzallah, 2018; Kiakojoori and 

Khorasani, 2016). 

One of the main tools used in machine learning is 

artificial neural network (ANN). ANN, as a subset of 

artificial intelligence, has been widely used over the past 

decades. The main idea for creating an ANN was to 

mimic the human brain as a simple model that was 

capable of solving complex problems in different 

scientific fields. As a brain-inspired data-driven model, 

ANN has shown to be a very good alternative to white-

box approach for modelling and simulation of industrial 

systems and processes. It has been very useful for the 

researchers whose activities cover a wide range of 

system identification and simulation techniques. A 

recurrent neural network is a subset of ANN that is used 

to setup dynamic models of industrial systems. 

Gas turbines are broadly employed, such as airplane 

engines. They are also widely used for power 

generation, especially in the areas that are far away from 

cities; where access to the national electrical grid is 

limited. Oil & gas fields, offshore platforms, ships, and 

marine infrastructures are examples of such places. The 

significant role of GTs in industry has strongly 

encouraged and motivated researchers to investigate 

new methodologies for modelling these complex 

systems. The desired models should be able to capture 

the system dynamics as accurately as possible.  So far, 

many different experimental and analytical 

methodologies have been explored to reach this goal. 

The research in this area is included in both stationary 

(mainly located in power plants) and aero gas turbine 

engines (Asgari et al., 2012, 2013a).  

ML-based techniques like ANN have shown the 

capability to predict dynamic behavior of GTs without 

having access to information about the system physics. 

Different ANN-based methodologies have already been 

investigated and developed in order to disclose complex 

nonlinear behavior of aero gas turbines (Agrawal and 

Yunis, 1982; Chiras et al., 2001, 2002; Ruano et al., 

2003; Torella et al., 2003; Sarkar et al., 2012, 2013; 

Salehi and Montazeri, 2018; Ibrahem et al. 2019). These 

efforts have covered a variety of approaches such as 

MLP (multi-layer perceptron), NARMAX (nonlinear 

auto-regressive moving average with exogenous 
inputs), NARX (nonlinear autoregressive exogenous 

model), RBF (radial basis function), BPNN (back 

propagation neural networks), and BSNN (B-spline 
neural networks). 

Besides, many studies have focused on ANN-based 

modelling of industrial power plant gas turbines 

(IPGT). The results of these studies demonstrated the 

capability of ANN in capturing IPGT dynamics 
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(Lazzaretto and Toffolo, 2001; Kim et al., 2001, 2002; 

Ogaji et al., 2002; Basso et al., 2004; Jurado, 2005; 

Simani and Patton, 2008; Fast et al., 2008, 2009; Yoru 

et al., 2009; Tavakoli et al., 2009; Fast and Palmé, 2010; 

Palmé et al., 2011; Bartolini et al., 2011; Asgari et al., 

2013b, 2014, 2015, 2016). ANN has also been used for 

control-oriented modelling of GTs (Asgari et al., 2017). 

ANN may be used for fault identification and warning 

generation with high reliability. Arriagada et al. (2003), 

Elashmawi et al. (2017, 2018), and Rahmoune et al. 

(2017) used novel ANN-based models for monitoring 

and fault detection of industrial gas turbines. 

From the literature survey, many efforts have been 

made in the area of black-box modelling of gas turbines, 

with their own advantages and limitations. However, 

because of complex nonlinear dynamics of GTs, and 

their different applications, sizes and capacities, study in 

this area is still a challenging issue. Further research still 

need to be carried out to develop the GT models, and to 

optimize design and performance of these engines. The 

work reported in this publication can help to disclose 

details of the problems that cause unpredictable 

shutdowns, over-heating, and over-speed of GTs on 

industrial sites.  

In this study, a black-box model of a single shaft gas 

turbine is modelled and simulated by using a recurrent 

neural network. The RNN is employed to train datasets 

of the gas turbine in Python programming environment. 

First, the performance of a typical gas turbine is briefly 

explained in Section 2. Then, in Section 3, a short 

description about recurrent neural networks is 

presented. Section 4 describes modelling procedure 

including data acquisition, data processing, building 

RNN structure, code generation, and training process. 

The results are presented in Section 5. Finally, the output 

of the research is briefly discussed in Section 6.  

2 Gas Turbines 

A gas turbine is classified as an internal combustion 

engine that converts chemical energy to mechanical 

energy. It is widely used for industrial applications. GT 

may be connected to a generator, pump or compressor 

as the main driver to shape a turbo-generator, a turbo-

pump, or a turbo-compressor respectively. Figure 1 

illustrates the main components of a single shaft open-

cycle constant-pressure gas turbine engine 

(Encyclopedia Britannica, Inc., 1999). Both the 

compressor and the turbine are installed on the central 

shaft and rotate together.  

Operation of an industrial gas turbine is shown in 

Figure 2. According to this figure, the compressor 

receives air at point 1 and delivers hot compressed air to 

the combustion chamber (combustor) at point 2. The 

mixture of fuel and air is ignited inside the combustion 

chamber to form the hot gases at point 3. These hot gases 

pass through the turbine and rotate it. The output power 

of the turbine provides the required energy for driving 

the compressor part, and the GT mechanical output. 

Operation of a gas turbine is based on Brayton cycle. 

A temperature-entropy (T-S) framework-based of a 

standard Brayton cycle is illustrated in Figure 3 (Arabi 

et al., 2019). According to this figure, 1-2-3-4-1 shows 

the ideal cycle, while 1-2´-3´-4´-1 indicates the real 

cycle. In the real cycle, processes in both the compressor 

(1-2´) and the turbine (3´-4´) are non-isentropic and 

irreversible. In the ideal cycle, these processes are 

assumed isentropic. Processes 2-3 and 4-1 may be 

considered isobar, if pressure losses in combustor and 

air filters are neglected (Walsh and Fletcher, 1998). 

 

 

Figure 1. A typical single shaft gas turbine engine 

(Encyclopedia Britannica, Inc., 1999). 

 

 

Figure 2. A schematic of a typical single shaft gas 

turbine. 

. 

 

Figure 3. Ideal and real Brayton cycles in temperature-

entropy diagram (Arabi et al., 2019). 
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3 Recurrent Neural Networks 

Simulation of all industrial systems can be carried out 

by using white-box or black-box models. When 

knowledge and information about the physics involved 

in a system are quite enough and dynamic model 

equations are available, white-box models can be 

employed, and different simulation software such as 

MATLAB and APROS may be used for modelling of the 

system dynamics. MATLAB is a multi-functional 

programming platform designed and developed by 

MathWorks for numerical computing in engineering and 

scientific applications. APROS is also a multi-functional 

software for modelling and dynamic simulation of 

industrial processes, such as power plants and other 

energy systems (Fortum and VTT, 2020). Dynamic 

equations usually need to be simplified (e.g. linearized) 

because of their nonlinear and coupled natures. 

However, the simplification process may negatively 

affect the accuracy of the resulting model.  

When the physics of a system is unknown or access 

to the relevant knowledge, dynamic equations and 

efficient solution techniques is limited, black-box 

modelling approach can be a good choice, and 

sometimes unavoidable. Black-box models can disclose 

the relationships among the system variables by 

employing input and output datasets. These datasets can 

be simulated or measured (experimental) data.  

Simulated data may be used when operational data are 

not available. 

ANN is a class of black-box models that can be used 

for simulation of gas turbines and other industrial 

equipment (Tiumentsev and Egorchev, 2019). The 

structure of an ANN consists of input, hidden and output 

layers. Each ANN may have more than one hidden layer. 

The layers may have different number of artificial 

neurons. These neurons (units) are internally connected 

by transfer functions, which can be linear or nonlinear.  

Artificial neural networks are capable of learning the 

relationship among inputs and outputs of a system 

through an iterative training process. Each input into the 

neuron is associated with its own adjustable number, 

which is called weight.  Weights are determined during 

the training process. The complexity of a system 

dynamics determines the number of hidden layers and 

their associated neurons. Figure 4 illustrates a typical 

ANN including three inputs, two outputs and one hidden 

layer with four neurons. 

Among different ANN algorithms for static and 

dynamic modellings, RNN can be employed for the 

modelling of dynamic industrial systems. In a recurrent 

neural network, each layer has a recurrent connection. 

This enables RNN to propagate data forward and 

backward, from later processing stages to earlier ones, 

allowing the network to have an infinite dynamic 

response to the input data. As a universal approximator, 

RNN has shown excellent dynamic ability to deal with 

various input and output types for modelling and 

simulation of industrial systems. 
 

 

Figure 4. The structure of a typical artificial neural 

network with input, hidden and output layers. 

4 Modelling Procedure 

To approach an RNN model with a high accuracy for the 

gas turbine of this study, a variety of structures was 

considered. These structures were set up based on the 

data type, training algorithms, types of activation 

functions, number of hidden layers, number of neurons, 

and values of the weights and biases. The goal was to 

attain a structure with the high capability of accurate 

prediction of the GT dynamic behavior. Using the most 

effective GT variables as inputs and outputs is vital for 

building a reliable model. Data availability, system 

knowledge, and modelling objectives are fundamental 

factors that should be considered for selection of the 

RNN inputs and outputs.  

4.1 Data Acquisition  

The first step in RNN modelling is to obtain enough 

reliable datasets. A dynamic model of a low-power gas 

turbine, simulated in Simulink/MATLAB environment 

was employed for data generation (Asgari et al. 2013b). 

The relevant white-box model was already developed 

and verified against experimental datasets (Ailer et al., 

2002). Totally, 3000 datasets were generated for 13 

different GT variables. In this study, the purpose of a 

dataset is a vector with 13 single values, corresponding 

to 13 different GT variables. Therefore, 3000 datasets 

cover 3000 vectors like that.  

The obtained datasets were categorized as inputs and 

outputs of the gas turbine engine according to Table 1 

and Table 2 respectively. As it can be seen from the 

tables, fuel rate, ambient temperature, ambient pressure, 

and load were determined as four main gas turbine 

inputs, while temperature and pressure at different 

operational points (corresponding to the numbers in 

Figures 2 and 3), compressor pressure ratio, rotational 

speed, and gas turbine efficiency were considered as GT 

outputs. To be able to evaluate the model generalization, 

and to avoid over-fitting during the training process, the 

datasets were alternatively divided into the Train and 

Test groups. Half of the datasets (1500 out of 3000) were 

employed for training the RNN, and the remaining 

datasets were used to test the resulting model. 
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Table 1. Gas Turbine Input Parameters. 

Variable Symbol Unit 
Operational 

Range 

Fuel rate Mf kg/s [0.00367; 0.027] 

Ambient 

temperature 
T01 K [243.15; 308.15] 

Ambient 

pressure 
P01 kPa [60; 110] 

Load MLoad N.m [0; 363] 

 

Table 2. Gas Turbine Output Parameters. 

Variable Symbol Unit 

Temperature at point 2 T02 K 

Temperature at point 3 T03 K 

Temperature at point 4 T04 K 

Pressure at point 2 P02 kPa 

Pressure at point 3 P03 kPa 

Pressure at point 4 P04 kPa 

Compressor pressure ratio  CPR - 

Rotational speed  

(number of revolutions) 
N 1/s 

Gas turbine efficiency EGT - 

 

4.2 RNN Structure 

Since the gas turbine is a dynamic system, the aim of 

this research is to create a recurrent neural network, in 

which the output parameters of the current time-step 

depends on the output parameters in the previous one. In 

this study, an RNN model was designed with four inputs, 

one hidden layer, and nine outputs. The network was 

named RNN 4-H-9 according to its structure (see Figure 

5). 

 

Figure 5. The structure of the recurrent neural network 

RNN 4-H-9. 

4.3 Code Generation & Training Process 

To achieve an RNN model with good generalization 

characteristic, details of the network structure should be 

determined as accurately as possible. For this purpose, a 

comprehensive computer code was developed in Python 

programming environment. Python is a high level, 

interpreted, and object-oriented programming language, 

firstly created and used by Guido van Rossum in 1991. 

The Pyrenn Toolbox, integrated in Python, was used for 

training and testing RNN 4-H-9. Pyrenn allows the 

creation of a wide range of RNN configurations. It 

employs LM (Levenberg–Marquardt) algorithm for 

training the network. LM is a second-order Quasi-

Newton optimization algorithm, which is much faster 

than first-order methods such as gradient descent 

(Suzuki, 2011). The RNN 4-H-9 model was trained by 

following a flexible programming code and assigning a 

combination of different values for the number of 

neurons in the hidden layer, the maximum number of 

iterations, the number of recurrent connections, and 

delay in the recurrent connections. The results of the 

simulation were figured for all the nine GT output 

parameters, and were compared to both the Train and 

Test datasets. The goal was to see how accurately the 

RNN outputs follow both the Train and Test datasets 

trends.  According to the results, the optimal RNN model 

was achieved after 1200 iterations, with eight neurons in 

the hidden layer, a recurrent connection with delay of 1 

time-step in the hidden layer, and a recurrent connection 

with delay of 1 and 2 time-steps from the output to the 

first layer.  

The root mean squared relative error (RMSRE) of the 

results for the RNN model was calculated according to 

Equation (1), where nd is the number of datasets, y is the 

available (simulated) data, and ym is the prediction of the 

RNN model. 
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𝑅𝑀𝑆𝑅𝐸 (%) = 100 ∗ √
1

𝑛𝑑
∑  (

𝑦−𝑦𝑚

𝑦
)

2𝑛𝑑

𝑖=1
         (1) 

5 Results  

Figures 6 to 14 compare outputs of the GT with the 

outputs of RNN 4-H-9, for both the Train and Test 

datasets (targets). Figures 6 to 8 show the comparison 

between outputs of the RNN model and the GT Train 

and Test data for temperatures at different operational 

points of the GT (T02, T03, T04). In Figures 9 to 11, the 

results are shown for the pressure variables (p02, p03, 

p04). Figures 12, 13, and 14 indicate the same 

comparison for the compressor pressure ratio (CPR), 
rotational speed (N), and GT efficiency (EGT) 

respectively. Comparisons between outputs of the GT 

and the RNN model for the Train datasets demonstrate 

satisfactory results for the training process. The 

resulting RNN model was validated against the Test 
datasets. According to Figures 6 to 14, the validation 

results are also satisfactory for all GT output parameters. 

As these figures show, the outputs of RNN 4-H-9 follow 

the targets very closely for both the Train and Test 

datasets.  

Figure 15 shows a comparison between RMSRE (%) 

of RNN 4-H-9 outputs for the Train and Test datasets.  
According to this figure, the average RMSRE (%) of the 
nine output variables (Ave.) for the Train and Test 

datasets are about 0.22% and 2.6% respectively. It 

demonstrates that the RNN model developed in this 

study has a high reliability and accuracy in capturing the 

system dynamics. 

6 Conclusions 

In this study, a recurrent neural network of a single shaft 

gas turbine was investigated and developed in Python 

programming environment by using Pyrenn Toolbox, 

and employing 3000 simulated datasets for thirteen 

significant variables of the GT. The resulting model was 

validated against the Test datasets. The results 

demonstrated that response of the RNN model to 

variations in input parameters followed the system 

outputs with an acceptable accuracy. It proves that the 

RNN model is capable of performance prediction of the 

system with a high reliability. The methodology 

employed in this study provides a simple and reliable 

approach in dynamic modelling and simulation of gas 

turbines, especially when access to operational datasets 

is limited for any reason.  
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Figure 6. A comparison between output of the RNN 

model and the GT Train and Test datasets for T02. 

 
Figure 7. A comparison between output of the RNN 

model and the GT Train and Test datasets for T03. 

 
Figure 8. A comparison between output of the RNN 

model and the GT Train and Test datasets for T04. 
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Figure 9. A comparison between output of the RNN 

model and the GT Train and Test datasets for P02. 

 
Figure 10. A comparison between output of the RNN 

model and the GT Train and Test datasets for P03. 

Figure 11. A comparison between output of the RNN 

model and the GT Train and Test datasets for P04. 

 
Figure 12. A comparison between output of the RNN 

model and the GT Train and Test datasets for compressor 

pressure ratio (CPR).  

 
Figure 13. A comparison between output of the RNN 

model and the GT Train and Test datasets for rotational 

speed (N).  

 
Figure 14. A comparison between output of the RNN 

model and the GT Train and Test datasets for GT 

efficiency (EGT).  
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Figure 15. RMSRE (%) of RNN 4-H-9 outputs for the GT 

Train and Test datasets. 
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Abstract
Biomass fired boilers usage is increasing due to

supportive policies and economic trends. Fluidized bed

technology is identified as proper solution for lower

quality fuels such as biomass. Moisture and heating

value can vary significantly in biomass fuels. Without

real-time information on their variation, they are a

disturbance to the system. These disturbances affect the

system steady state and decrease operational efficiency.

Proper characterization of the disturbance enables the

use of Feed-Forward control. Feed-Forward makes use

of the knowledge about the updated condition of the fuel

and can act towards reducing the impact of the fuel on

offsetting the system. Feed-Forward Model Predictive

Control is proposed as new control strategy.

Comparison is made between the existing control

strategy and the new proposed solution. Control

performance is evaluated on three process outputs, in

three different scenarios. Adding feed-forward signal

for fuel moisture improves control performance in both

controllers, while ultimately Feed-Forward Model

Predictive Control shows the best performance in most

comparison metrics.

Keywords: biomass fuel, fuel moisture, model

predictive control, feed-forward, plant control

1 Introduction

Biomass usage as a fuel is constantly growing due to

supportive government policies and positive market

trends. The highest share of biomass utilization as fuel

goes in combustion in large scale steam boilers, used in

Combined Heat and Power (CHP) plants (Atsonios et

al., 2020).

Fluidization technology has been implemented

towards creating more favorable combustion conditions

in the furnace (Leckner, 2003). Bubbling Fluidized Bed

(BFB) and Circulating Fluidized Bed (CFB) boilers

operate on this technology. CFB are the newer,

improved version of the two, and therefore are more

applied and more work is done on their analysis.

However, for applications with lower power output,

BFB boilers are still applicable and competitive (Peña,

2011). The differences between BFB and CFB boilers

are in the power output, geometry of furnace, layout

(configuration of heat exchangers), values of 

operational parameters, and there are differences in flow 

streams (mostly noted in the recirculation part) (Peña, 

2011). Except for the main operational differences, there 

are noted differences in the research work done, such as 

analyzing the capability of power output change over 

time, temperature profiles in the furnace, and thermal 

capacity of the systems (Huttunen et al., 2017; Arena et 

al.,1995).   

Process modeling is a cost-effective way to analyze 

system performance, compared to real tests at operating 

large scale facilities. The key requirement before 

process modeling is to specify the aim of the modeling 

work, since there are plenty of different types of models, 

and just the right combination of model and application 

can help towards effective process analysis (Atsonios et 

al., 2020). Simplified mass and energy balances models, 

with 0 dimensionality (e.g. divided in several control 

volumes of interest), are a simple and effective way for 

boiler system analysis (Sandberg et al., 2011). Although 

they provide less details compared to CFD and other 

high dimensional models that include more process 

features, their simulation time is shorter than CFD 

models and they can capture the process behaviors and 

be utilized e.g. for control or optimization purpose. 

Models that can be simulated much faster than real-time 

can be implemented on-line, as a prediction support for 

the controller (Szentannai, 2011; Zimmerman et al., 

2018). 

Most of the applied controllers in thermal power plant 

are based on Proportional Integral (PI) algorithm 

(Szentannai, 2011). This type of control is proven in 

operation and reliable. However, with the new demands 

for the power plants flexibility due to the rise of use of 

intermittent renewable energy sources, the current 

control structure efficiency is limited. PI controllers are 

known for their limitations for multi-input multi-output 

(MIMO) processes with strong coupling between 

variables, such as steam boilers (Szentannai, 2011). 

On the other hand, Model Predictive Control (MPC) 

is perceived as a good option for replacement of the 

current controllers, improving control performance in 

strongly coupled systems (Qin and Badgewell, 2013). 

They are proven in applications in the chemistry 

industry, while their application in power plants is 

lagging behind (Szentannai, 2015). One of the main 
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identified difficulties towards implementation of MPC 

is the deficit of quality dynamic models, on which the 

controller is based (Atsonios et al., 2020). In MPC, the 

controller relies on the accuracy of the underlying 

model. In particular, the performance can degrade in 

presence of unmodeled disturbances. Fuel quality 

(heating value and moisture) is the strongest disturbance 

in biomass combustion systems. 

The necessity for increase of research work on 

dynamic modeling of biomass energy applications has 

been emphasized in a recent review (Atsonios et al., 

2020). The amount of work published on this topic is 

scarce compared both to dynamic studies on fossil fuel 

systems and steady operation studies on biomass. In 

addition to this, many research groups develop separate 

models on sub-systems of the boiler, which does not 

allow for full system analysis and communication 

between different types of models used. 

Combustion analysis on BFB boilers with biomass 

and waste fuels have been analyzed in (Ravelli et al., 

2008; Galgano et al., 2005; Scala and Chirone, 2004). 

These models provide detailed analysis of the 

combustion process. However, they are too 

computationally demanding for implementation in 

control purposes.  

Control work focusing on the water/steam side 

dynamics has been studied in (Åström and Bell, 2000). In 

this work, the combustion part of the boiler is simplified. 

As mentioned above, modeling the disturbance to the 

process can enhance the control. The major uncertainty 

in the boiler is related to the heat input, which comes 

from fuel moisture variations. By having a model that 

includes information about the moisture variation in the 

incoming fuel, we have additional important parameter 

knowledge, which can help toward a better analysis of 

the system. The benefits of adding feed-forward signal 

to MPC controller are analyzed in (Carrasco and 

Goodwin, 2011). Combining the knowledge of the fuel 

moisture with advanced control method can help 

towards decreasing the effect of fuel variation on the 

process outputs.  

The aim of this work is therefore to show how MPC 

can be applied in biomass-fueled BFB boilers, how it 

compares to conventional PI control, and quantify the 

benefit introduced by feed-forward (FF). In the 

following sections, the analyzed process and its 

characteristics are described, an overview of the 

numerical model and the control structures are given, 

after which results are presented and discussed. 

2 Process description   

The analyzed system is a Bubbling Fluidized Bed (BFB) 

Boiler fired by mix of woody fuels (bark, chips). It is 

used in Eskilstuna Strängnäs Energi och Miljö AB 

(ESEM), CHP plant, to provide electricity and district 

heating for the local municipality.  

Its nominal operation parameters are listed in Table 

1. Throughout the year the plant operates with change of 

the load (boiler power output) based on demand and 

plant condition. The boiler layout is presented in Figure 

1. The boiler consists of a fluidized bed region, 

freeboard, a superheaters section (SH 1,2,3) and an 

cconomizer.  

Table 1. Boiler nominal parameters 

Parameters Value 

Boiler power output 110 MW 

Final Steam Temperature 540 oC 

Fuel Flow 13.7 kg/s 

Steam flow 41.1 kg/s 

Fuel LHV, wet basis  8500 kJ/kg 

Fuel moisture 48% 

 

The fuel is delivered into the fluidized bed region. In 

BFB boilers, a staged combustion is applied, where air 

is delivered at three different heights – primary, 

secondary and tertiary air. In addition, there is 

recirculation of flue gasses, which is used for 

temperature regulation in the fluidized bed region. 

Combustion process is completed along the freeboard, 

and after that, the hot flue gasses transfer the heat to the 

water/steam side, at the steam superheaters and the 

economizer. 

 

 

Figure 1. Boiler Layout 

Water is pumped from the water tank, goes for 

preheating in the economizer, evaporates to steam in the 

evaporator pipes placed around the furnace and finally 

is superheated in 3 superheaters before entering the 

steam turbine. There are 2 steam attemperators (water 

sprays injected in the steam), to control steam 

temperature. 

3 Methodology 

3.1 Model description 

Developing models for big industrial plants, such as 

steam boilers is a time demanding task. Given that 
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boilers are extensively used for various applications and 

the effort to develop models of these plants, it is 

important to make sure of the model’s reusability    

(Casella et al., 2014). Models developed with acausal 

approach allow for reusability with less effort compared 

to making a new one from scratch (Casella et al., 2014). 

The programming language Modelica and the 

software Dymola are used in this work for that aim. 

With minor adjustments, the model can be used to 

simulate different system types and configurations. In 

addition, the model can be exported to various other 

software, to develop control or other frameworks. In this 

work, the Dymola model is exported to Simulink, where 

system identification (SI) and controller design are 

performed.  

3.2 Boiler equations 

Based on the Boiler layout, the system is divided in 

control volumes to describe the process characteristics 

in a simplified way and to capture all essential aspects 

of the process. 

 

 

Figure 2. Boiler flows logics 

 

The logic of the flows analyzed within the model is 

shown in Figure 2. Orange lines represent the path of the 

hot side (flue gas) and the blue lines represent the cold 

side (water/steam). 

 

∆𝑇 =
(𝑇ℎ1 − 𝑇𝑐2) − (𝑇ℎ2 − 𝑇𝑐1)

ln (
𝑇ℎ1 − 𝑇𝑐2
𝑇ℎ2 − 𝑇𝑐1

)
 [ 𝐾 ] 

(1) 

 

𝑑𝑇

𝑑𝑡
=

𝑄𝑏𝑎𝑙𝑎𝑛𝑐𝑒

𝐻𝐸𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦
=

𝑄𝑖𝑛 − 𝑄𝑜𝑢𝑡

𝑐𝑝 ∗ 𝑚

=
𝑄𝑖𝑛 − 𝑄𝑜𝑢𝑡

𝑐𝑝 ∗ (𝜌 ∗ 𝑉)
 [

𝐾

𝑠
] 

(2) 

 

𝑄 = 𝐴 ∗ 𝑈 ∗ ∆𝑇  [𝑀𝑊] (3) 

 

The temperature difference in the heat exchangers 

is calculated based on equation (1), where h is used for 

the hot fluid (flue gasses) and c for the cold fluid (water 

and steam). Subscripts 1 and 2 indicate inlet and outlet 

value for the parameter respectively. Q is used for 

exchanged heat, A is surface of heat exchanger, U is 

overall heat transfer coefficient and T is temperature. 
Using equations (1-3), energy balances of all 

components of interest are calculated.  

The key part of boiler analysis is fuel analysis. This 

boiler uses a mix of woody fuels.  

In regular operation, moisture is analyzed for all 

incoming shipments of wood to the plant by taking 

random samples and measuring the moisture content. 

With this approach, the plant has documented the yearly 

variation of the moisture, on average per month. Yearly 

variations of moisture are displayed in Figure 3. Total 

heat input in the furnace is obtained as a product of 

lower heating value (LHV) of fuel, calculated using the 

moisture content reading and the fuel mass flow. 

 

 

Figure 3. Yearly variation of moisture and heat input 

However, this information doesn’t allow for 

analysis with 1min sampling time. The moisture content 

has the highest variation in woody fuels, while the other 

components of elemental analysis (C, H, O, N, S and 

ash) have minimal variation. 

In this work, results from lab analysis of the fuel 

used in the plant, are used for values of elemental 

analysis components on dry basis. The moisture content 

value can be read from the spectra sensor installed on-

line above the conveyor belt. Using the moisture value 

and fuel conversion equations, we obtain values for fuel 

composition on wet basis (as received) and use the 

values to calculate the fuel heating value, hence 

simulating moisture variations in real-time.  

The fuel heating values (LHV and HHV) are 

calculated by (Saidur et al., 2011): 

 

𝐻𝐻𝑉 = 0.3491 ∗ 𝑋𝐶 + 1.1783𝑋𝐻

+ 0.1005𝑋𝑆 − 0.0151 ∗ 𝑋𝑁

− 0.1034 ∗ 𝑋𝑂 − 0.0211
∗ 𝑋𝑎𝑠ℎ  [𝑀𝐽/𝑘𝑔] 

 

(4) 

 

𝐿𝐻𝑉 = 𝐻𝐻𝑉 ∗ (1 −
𝑤

100
) − 2.444 ∗

𝑤

100

− 2.444 ∗
ℎ

100
∗ 8.936

∗ (1 −
𝑤

100
) [

𝑀𝐽

𝑘𝑔
] 

(5) 

where: Xi is wt.%. content of the fuel elements on dry 

basis, w is moisture content, and h is hydrogen content. 
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Enthalpies and specific heat capacities of the 

streams are calculated using polynomial functions 

(Wester, 2015). Other required parameters for the model 

are obtained from plant documentation (geometry of 

boiler and capacity of heat exchangers) and tuning 

parameters are tuned based on historical operational 

values. The model operates on simplification for full 

conversion of combustible fuel elements to flue gasses. 

In order to capture the dynamics of the process and 

to have a suitable framework for comparison of the 

model, key inputs and outputs are identified. These are 

used during model validation, system identification and 

control simulations. Key parameters are listed in Table 

2. Several key process indicators cannot be obtained 

from the plant because there are no present sensors for 

them. There is no measurement signal on fuel mass 

flow, temperature in the freeboard and mass flow of 

water sprays in the steam attemperators. Fuel mass flow 

is estimated based on other related parameters in the 

energy balance. Due to the lack of measured signals, 

some common comparisons for boiler performance, 

such as temperature profile in the furnace are not 

feasible. Selected outputs for comparison are chosen 

based on the available sensors: final steam temperature, 

flue gasses temperature (after superheaters stage), 

fluidized bed temperature and power output. 

Table 2. Key boiler parameters for model 

Inputs Outputs 

Fuel mass flow Power output 

Water mass flow Steam final temp. 

Fuel moisture (%) Fluidized bed temp. 

Air mass flow Flue gas temp. 

Recirc. Flue gas 

flow 

 

 

The final steam temperature is a key parameter for 

boiler operation. It is predefined from the manufacturer 

during construction and it can have small variations 

from nominal set-point, to ensure safe and efficient 

operation 

Since there is no temperature measurement of the 

freeboard temperature, the flue gasses temperature after 

the superheaters section is the first indicator that can be 

used to assess the operation. This parameter combined 

with the steam parameters measurements allows to 

back-calculate the temperatures of the flue gasses at 

various points. 

The fluidized bed temperature is the key parameter 

that indicates the operation stability for BFB boilers. 

This parameter has minimal variation, due to its 

characteristics – dense region with very high thermal 

capacity. 

The power output is key for the control action. Most 

of the time, the power output is adjusted to satisfy 

supply and demand for electricity and heat, and 

controlled change of setpoint is made to achieve it. It is 

calculated the balance betweenas the energy contained 

in the steam at the final point (after the last superheater, 

before turbine inlet) and the starting condition 

(feedwater tank). 

After developing dynamic model for the analyzed 

plant, the model is tuned and adjusted based on the 

historical values of the operational parameters. Model 

validation is done by running developed model with 

operation data for the key inputs and comparing the 

output of the model against the operation data. In order 

to make use of the developed dynamic model for 

control, it needs to be converted in a suitable form, so 

that a control structure can work with it. For this work 

we use linear MPC, developed in Matlab, based on 

identified linear state-space model.  

3.3 System identification 

State space model is a mathematical form of a system 

that contains input, output and state variables. Equation 

6 shows the form of Discrete-time identified state-space 

model, identified with n4sid function in Matlab: 

 

{
𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐾𝑒
𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝑒

 (6) 

where: x is state vector, y is output vector, u is input 

vector, e is disturbance vector, A, B, C, D, and K are 

state-space matrices. 

Subspace identification is used to identify linear 

state-space, which will be the basis for the MPC design. 

Important for the identified model is to have good fit 

with the output data and to capture process dynamics.  

The inputs for the SI process were constituted by 

step changes in the chosen input signals, with increase 

and decrease of predefined ratios of 1, 2.5, 5 and 10%. 

Step signals are combined in a way to capture the impact 

of coupling inputs on the observed outputs. The input 

sequence generated for this work contains all 

combinations of inputs excitation. Inputs and outputs 

are used from Table 2, only fuel moisture is used as 

disturbance. 

For the defined set of inputs and outputs, a 5th order 

state space model is identified with n4sid function in 

Matlab, and it represents the internal model for MPC 

design and tuning. 

3.4 Control structures 

Model predictive control (MPC) can be defined as 

class of control algorithms that utilizes an explicit 

process model to predict the future response of a plant 

(Qin and Badgewell, 2013). MPC uses a dynamic model 

of the plant to predict future actions of the manipulated 

variables on the plant output. MPC is defined with: 

process model, set of constraints and objective function. 

The function that describes the MPC can be found in 

literature under the names of objective, target or cost 
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function. This function provides information about the 

importance given to control error minimization and 

frequency of actuators operation. The process model 

should capture the dynamics of inputs, outputs and 

disturbances in the controlled process. The drawback is 

that MPC is more complex to develop compared to 

conventional PI control, and it requires more time to 

develop and tune properly. 

PI (Proportional and Integral) Control is a 

commonly applied control structure in industry. It 

combines the benefits of proportional and integral 

control into one. PI scheme is presented in Figure 4. The 

PI controller does not receive signal about the 

disturbance in the system. 

 

Figure 4.  PI Control Scheme 

A commonly used equation for PI controller is:  

 

𝑝(𝑡) = 𝑝̅ + 𝐾𝑐 (𝑒(𝑡) +
1

𝜏𝐼

∫ 𝑒(𝑡∗) 𝑑𝑡∗
𝑡

0

) (7) 

where p(t) is the controller output, Kc is the proportional 

gain, e(t) is the measured error between output signal 

and setpoint, 𝜏𝐼 is the integral time.  

The three PI controllers were tuned using an internal 

model control method and the control parameters were 

successively fine-tuned to improve the performance 

(Tan et al., 2006). For a full comparison, the PIs were 

integrated with feed-forward (FF) for disturbance 

rejection for case 2. The FF model was set as a first order 

input-output model according to equation 6.  

 

 

𝑝𝐹𝐹 = −𝑑 ∙
𝐺𝑑

𝐺𝑝

   (8) 

 

Where 𝑝𝐹𝐹 is added to the PI output, d is the 

disturbance signal, and Gd and Gp are first-order 

transfer functions between d and y (process output), and 

p and y respectively. FF PI scheme is presented in 

Figure 5. The disturbance signal is added to the PI 

controller as FF. 

The control parameters used for the PI control in 

both configurations is provided in Table 3. This table 

also contains information about the connection between 

inputs and outputs in the PI logics i.e. which input is 

manipulated to control a specified output. 

 

 

Figure 5.  FF PI Control Scheme 

The PI structure contains 3 SISO (Single Input 

Single Output) control loops, listed in Table 3. 

Table 3. PI controller parameters 

Control loop Proportional 𝑲𝒄 Integral 𝝉𝑰 

Fuel mass flow  

Power Output 

0.4 (-) 150 (s) 

Water mass flow   

Final Steam temp. 

-0.55 (-) 600 (s) 

Total air mass flow   

Fluidized bed temp. 

-0.5 (-) 1500 (s) 

 

After importing the identified model in the MPC 

Toolbox in Matlab, its parameters are defined. Nominal 

values for the input and outputs are set, constraints on 

the inputs range and rate of change are set. Key MPC 

parameters used are provided in Table 4, while the 

constraints used for all controllers are listed in Table 5. 

Table 4. MPC parameters 

MPC Parameter Value  

Sampling time 60 (s) 

Prediction horizon 10 

Control horizon 2 

 

The error between future outputs and target values is 

minimized by means of a quadratic objective function, 

presented in Equation 9: 

 

𝐽 = 𝑊
𝑗

𝑒𝑦𝑆𝑒𝑦
(𝑘)2 + 𝑊𝑗

𝑀𝑉𝑆𝑀𝑉(𝑘)2

+ 𝑊𝑗
∆𝑀𝑉𝑆∆𝑀𝑉(𝑘)2 

 

(9) 

The three terms in the objective function refer to the 

output error ey (between controlled variables and 

targets), the manipulated variables (MV), and the 

change rate of manipulated variables. The weights Wj 

penalize each term in a different way. 

Table 5. Constraints on manipulated parameters 

Input Nominal value 
(kg/s) 

Control range 
constraints (kg/s) 

Fuel flow 13.7 6 – 16 

Water flow 35 20 - 40 

Air flow 50 40 - 60 
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MPC control scheme is presented in Figure 6. The 

MPC controller does not receive signal about the 

measured disturbance in the system. 

 

Figure 6.  MPC Control Scheme 

 

FF MPC control scheme is presented in Figure 7. The 

disturbance signal is added to the MPC controller as FF.  

 

 

Figure 7.  MPC FF Control Scheme 

 

4 Results 

After developing the control structures, they are 

compared in various scenarios, for their capability to 

deal with system disturbances and set points change. 

The moisture content (%) in the fuel is the system 

disturbance. Four types of controllers are compared – PI, 

FF PI, MPC and FF MPC. A list of scenarios, 

description of changes made in each setpoint and 

disturbance signal is provided in Table 6.  

The controllers are analyzed in these scenarios for 

control and statistical metrics. Control metrics are 

overshoot, rise and settling times, which are common 

indices for evaluating controller performance, while 

statistical metrics used are the mean absolute error and 

standard deviation. Control metrics are chosen as 

standard control performance test, while statistical 

metrics can show us how much variation in controlled 

outputs we can expect during control scenarios and 

control actions. Since in scenario 3 we analyze the 

performance of controller to keep constant setpoint 

rather than response to step change, in this scenario we 

provide only statistical metrics. 

The overshoot values for Scenarios 1 and 2 are 

displayed in Table 7. The values are expressed in % of 

the new set point and represent the height of the first 

peak after crossing the new setpoint value.  

Rise time is defined as the time required for the 

output to change from 10% to 90% from the initial to 

the new setpoint.  

Settling time is considered as the time required to 

reach 2% error between the signal and the new setpoint 

value.  

Since settling and rise time are related to the change 

of setpoint, they are analyzed only for scenarios 1 and 2. 

Settling and rise times are shown in Tables 8 and 9 

respectively. Due to limited space, statistical indicators 

and plots of inputs and outputs are shown only for 

Scenario 3. Absolute mean error is shown in Table 10, 

while standard deviation is in Table 11. Inputs are 

plotted in Figure 8, while outputs are plotted in Figure 

9.  

The simulations are done towards assessing the 

capability of the 4 controllers to deal with different 

control scenarios. Results are reported on 60s sampling 

time. It can be noted that results differ in the scenarios 

and the criteria for evaluation. This shows that we can’t 

label one control option as absolutely best rather the best 

one for a specific application or in testing scenario. 

It has to be noted that no weights are added in MPC 

tuning during this work to favorize one input or output 

on the expense of the rest. Adding weights on the inputs 

and the outputs would cause the controller to put more 

effort towards one parameter than the others and would 

make the comparison uneven. 

Scenario 3 is the closest to real operation control 

actions. The disturbances are frequent during operation, 

and they come with different magnitudes due to the 

random uniform signal block used in Simulink. This 

signal is generated with sampling time of 50min. It can 

be said that Scenario 3 is solid basis towards more 

demanding control actions analysis.  

Overshoots analysis shows that the lowest overshoot 

for all controllers is in output 3 – fluidized bed 

temperature, due to the huge thermal inertia of this 

region and slow changes. 

On the settling time analysis, it takes the longest time 

to settle to the specified new setpoint, which is to be 

expected due to the same characteristic that makes the 

minimal or no overshoot. 

From the results of scenario 3, we can observe that in 

statistical parameters, controllers with FF show better 

performance compared to the ones without FF – lower 

error and deviation. MPC FF has the lowest error and 

deviation in this Scenario. In all 3 scenarios, PI control 

has the worst control on output 3 – temperature of 

fluidized bed. Except for this parameter, we can see that 

for the other parameters the difference between MPC 

and PI controllers is not big.   
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Table 8. Settling time (s) 

Scenario Scenario 1 Scenario 2 

Controller Steam temp. Power FB. temp. Steam temp. Power FB. temp. 

1. PI 720 1080 4620 1680 540 8640 

2. FF PI 720 1080 4620 2340 840 8340 

3. MPC 480 600 1680 3720 1680 4380 

4. FF MPC 1320 540 960 1680 1380 3900 

 

Table 7. Overshoot (%) 

Scenario Scenario 1 Scenario 2 

Controller Steam temp. Power FB. temp. Steam temp. Power FB. temp. 

1. PI 0 0.04 0 3.4 1 0.8 

2. FF PI 0 0.04 0 1.1 0.04 0.7 

3. MPC 0.17 0.2 0 0.82 2.6 0.4 

4. FF MPC 0 0.3 0 0.16 0.67 0.1 

 

Table 9. Rise time (s) 

Scenario Scenario 1 Scenario 2 

Controller Steam temp. Power FB. temp. Steam temp. Power FB. temp. 

1. PI 180 180 2220 120 120 300 

2. FF PI 180 180 2160 180 180 360 

3. MPC 420 120 180 120 120 120 

4. FF MPC 720 240 660 180 180 420 

 
Table 10. Mean absolute error (-) for Scenario 3 

Controller Steam temp. Power output Fluidized bed temp. 

1. PI 0.0648 0.0523 0.7130 

2. FF PI 0.1601 0.0196 0.6885 

3. MPC 0.3566 0.0644 0.2237 

4. FF MPC 0.0407 0.0079 0.0513 

 

Table 6. Analyzed Control scenarios 

Scenario Steam temp. 

setpoint [C] 
Power setpoint  

[MW] 

Fluid. Bed setpoint 

[C] 

Moisture disturbance 

[%] 

 

1 

Step: 535 – 520 

constant 

constant  

constant  

Step: 110 – 100 

constant 

constant 

constant 

Step: 910 - 900 

constant 

constant 

constant 

 

2 

Step: 535 – 520 

constant 

constant  

constant  

Step: 110 – 100 

constant 

constant 

constant 

Step: 910 - 900 

Step: 48 – 53 

Step: 48 – 53 

Step: 48 – 53 

3 constant constant constant Random uniform input 

 

Table 11. Standard deviation (-) for Scenario 3 

Controller Steam temp. Power output Fluidized bed temp. 

1. PI 0.1476 0.1449 0.8622 

2. FF PI 0.2322 0.0584 0.8364 

3. MPC 0.6253 0.1390 0.2886 

4. FF MPC 0.0643 0.0178 0.0618 
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Figure 8. Control action on Inputs in Scenario 3 

 

Figure 9. Control action on inputs in Scenario 3 
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5 Conclusions 

Four different control strategies were implemented on a 

dynamic boiler model and compared, based on control 

and statistical metrics. It was shown that adding feed-

forward signal about the fuel moisture, improves the 

control parameters for both PI and MPC control. By 

most analyzed parameters FF MPC shows the best 

performance. 

PI FF control provide better results than MPC for 

the outputs which can be controlled with 1 input 

manipulation. For the output that depends on most 

inputs (fluidized bed temperature), MPC show better 

control results. This shows the limitation of PI control.  

FF MPC with accurate characterization of the fuel 

moisture can help towards dealing with the disturbances 

in the plant caused by fuel characteristics variation. 

Future work is aimed towards exploring the 

capabilities of MPC with more operation realistic 

scenarios. Change of power output based on 

documented operational data, introduce performance 

deterioration and constraints set based on actuators 

properties are some of the planned features to be added. 
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Abstract
The regulation of hydro power plants is influenced by
amongst others reservoir capacity and the knowledge
about how it is influenced by changes in in- and outflow.
The hydro power reservoir Aurdalsfjord has a small capac-
ity compared to the inflow, a narrowing between inflow in
the north and outflow in the south and has implemented
strict governmental restriction.

The paper will present a reservoir model that was devel-
oped in order to investigate the water flow and water level
conditions in Aurdalsfjord. The water level in each cell is
described with a mass balance, while the flow between two
cells is described with a momentum balance. The balance
equations are formulated as DAEs. The model is devel-
oped in Modelica which allows it to be used in connection
with models of a wide variety of other components that are
present in a hydro power system. The model will be inte-
grated in the open-source hydro power library OpenHPL
developed at USN.

The Modelica model shows promising results. For Au-
rdalsfjord it needed to be adjusted with non-physical pa-
rameters. The reservoir model should be implemented for
a less complex shaped reservoir in order to see if the chal-
lenges are related to the Modelica implementation or Au-
rdalsfjords shape.

Keywords: modelling, hydro power, reservoir dynamics,
Modelica, OpenHPL

1 Introduction
This paper is based on a Master’s Thesis (Meijer 2020)
from the spring of 2020 at the University of South-Eastern
Norway (USN). A dynamic reservoir model was devel-
oped with Modelica in order to investigate time-constants
between in- and outflow in the hydro power reservoir Au-
rdalsfjord. The paper will present the Modelica model
and use the Aurdalsfjord as an example in order to present
some simulation results.

1.1 Hydro Power
Hydro power represents the main energy source in the
Norwegian electricity supply and is the most important
sustainable energy source worldwide. It transforms the
potential and kinetic energy of flowing or falling water
into electrical energy.

The regulation of hydro power plants is influenced by
electricity prices, inflow, reservoir capacity and govern-
mental restrictions. The relation between reservoir capac-
ity and inflow decides the flexibility of the power plant.
If the reservoir is small compared to the inflow, the in-
flow is more important and the power plant less flexible.
If the reservoir however is large compared to the inflow,
the amount of stored water is more important.

For some reservoirs these factors prove more challeng-
ing than others due to their capacity, shape or strict gov-
ernmental restrictions. Aurdalsfjord is one example. It is
the intake reservoir to the power plant Bagn, which is op-
erated by the Norwegian hydro power company Skagerak
Kraft AS. Its capacity is small compared to the inflow (re-
ceived from two other power plants), has a narrowing be-
tween inflow in the north and outflow in the south and has
implemented strict governmental restriction.

1.2 Modelica
Modelica is an object-oriented modelling language. It is
designed to implement dynamic models equation systems
as differential and algebraic equations (DAE). In contrast
to most programming languages, Modelica translates the
code to its most optimal state in C-code before simulation.
Hence, the order in which the equations are written is not
relevant. Models from a high variety of engineering fields
can be connected, which makes it possible to develop full
hydro power plants models.

Modelica models can be used with an optimisation and
automation infrastructure using the python application in-
terface OMPython (Open-Source Modelica Consortium
2020a). It is part of the open-source OpenModelica in-
stallation (Open-Source Modelica Consortium 2020b).

1.3 Goal and Scope
The dynamic reservoir model is developed that takes the
in- and outflows as inputs and gives the water levels as out-
put. The models purpose is to investigate water flows and
levels in hydro power reservoirs under different in- and
outflow situations. The model dynamics will be described
by mass and momentum balances as DAEs.

The model will be integrated into the open-source hydro
power library, OpenHPL (TMCC, USN 2020). OpenHPL
is developed by USN for teaching and research purposes.
The model is developed with OpenModelica, simulated
with OMPython and tested with Dymola (Dassault Sys-
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tèmes 2020).

2 Mathematical Description
The flow in a reservoir can be described with a combina-
tion of mass and momentum balances. The reservoir needs
to be discretised into a grid, where the water level in each
cell is described with a mass balance and the flow between
two cells is described with a momentum balance. Only
horizontal flows are taken into account, vertical flows are
neglected, as it is assumed that horizontal flow is signifi-
cantly larger than vertical flow.

The main purpose of the model is to describe the water
level in each of the cells. The input parameters are the
in- and outflows at the borders. A block diagram for the
general model is shown in Figure 1.

Reservoir 
Model

Figure 1. Block diagram for the model.

A DAE is a set of equations containing both ODEs and
algebraic equations containing both variables and parame-
ters. The ODEs describe the change of a quantity in time,
while the algebraic equations describe the quantities in the
ODEs by other variables and/or parameters. In order to be
solvable, the DAE needs the same number of equations as
variables.

In order to describe the equations, mass balance control
volumes and momentum balance control volumes are in-
troduces. The control volumes contain variable (mass or
momentum) which changes within a limited volume. The
change is caused by forces within the control volume or
flow across the borders. The mass balance control vol-
umes are the same as the reservoir cells, while the mo-
mentum balance control volumes cover half of one cell
and half of the next.

2.1 Mass Balance

The mass balance describes the change of mass in a con-
trol volume over time. The change is equal to the mass
flow into the control volume subtracted by the mass flow
out of the control volume, as shown in the Equation 1. It is
assumed that there is no internal mass conversion, as this
is only relevant for nuclear reactions.

dm
dt

= ṁin − ṁout (1)

The goal of the mass balance equation is to find the wa-
ter level in the control volume as a function of the volume
flow. Hence, the mass and mass flows need to be described
by the algebraic equations in Equation 2.

m = ρ ·∆x ·∆y ·h
ṁin = ρV̇in

ṁout = ρV̇out

(2)

In the reservoir model, each control volume has borders
in both x- and y-direction, as shown in Figure 2. Hence,
the mathematical description needs to be modified to fit
two flow directions. The in and out indices are replaced by
using positive and negative flow directions. The complete
mass balance is described with Equation 3.

Figure 2. Mass balance control volume seen from above. The
arrows show positive flow direction.

dm
dt

= ṁx1 + ṁy1 − ṁx2 − ṁy2

m = ρ ·∆x ·∆y ·h
ṁx1 = ρ ·V̇x1

ṁx2 = ρ ·V̇x2

ṁy1 = ρ ·V̇y1

ṁy2 = ρ ·V̇y2

(3)

2.2 Momentum Balance
The momentum balance describes the change in momen-
tum over time in a control volume as a function of mo-
mentum flow in and out of the system in addition to the
sum of all forces acting on the flow, see Equation 4.

dM
dt

= Ṁin − Ṁout +∑F (4)

In order to connect momentum to volume flow, the al-
gebraic equations in Equation 5 are introduced.

M = m · v
m = ρ ·A ·∆l

v =
V̇
A

(5)
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The momentum flow can be described as a function of
volume flow in and out of the system as shown in Equa-
tion 6.

Ṁin/out = ṁin/out · vin/out

Ṁin/out = ρ ·V̇in/out

vin/out =
V̇in/out

Ain/out

(6)

The sum of the forces is given by the forces parallel to
the horizontal flow. The only two forces which are taken
into account are the pressure and the friction forces. It can
be shown that they can be given by Equation 7 (pressure
force) (Plumb 2014) and Equation 8 (friction force) (Lie
2017).

Fp = ρg∆w
h2

1 −h2
2

2
(7)

Ff = ∆lρgASfs

Sfs = k2
s V̇ 2 φ

A3

(8)

The friction slope, Sfs is introduced as part of the fric-
tion force. The wetting perimeter, φ , is the total circum-
ference of the cross section that produces friction. Due
to the model containing mainly cells in the centre of the
grid (not without borders), it is assumed that the wetting
perimeter is equal to only the width, ∆w.

In contrast to the mass balance, the momentum balance
is only applicable in one flow direction. Hence, ∆w and
∆l equals ∆x and ∆y depending on the direction. Fig-
ure 3 shows a control volume for a momentum balance.
The complete momentum balance is described with Equa-
tion 9. In order to take direction into account, all squared
flows are split into a product of the flow times the absolute
value of the flow.

Figure 3. Momentum balance control value.

dM
dt

= Ṁ1 − Ṁ2 +Fp −Ff

m = ρ ·∆l ·V̇

Ṁ1 = ρ
V̇1|V̇1|

A1

Ṁ2 = ρ
V̇2|V̇2|

A2

Fp = ρg∆w
h2

1 −h2
2

2
Ff = ∆lρgĀSfs

Sfs = k2
s V̇ |V̇ | φ

Ā3

(9)

The two sides of the momentum balance control vol-
ume can contain different depth values and be redrawn as
Figure 4. Due to only horizontal flow being taken into ac-
count, the bottom part does not influence the system. The
heights h1 and h2 in the pressure force (Equation 7) need
to have the same reference point. Hence, Figure 3 shows
only the upper part of the control volume.

Figure 4. Different depth values.

There can occur situations where the level at one side is
lower than the floor on the other side, as shown in Figure 5.
In this case there is only flow from the top side. The ad-
justments in Equation 10 are made in order for Equation 9
to make sense. The reverse can also occur (left side below
right side floor).

Ṁ2 = 0
h2 = 0

(10)

Figure 5. Case where water level on one side is below floor on
other side.
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2.3 Connecting Mass and Momentum Balance
In order to describe the complete dynamics in the system
three stacked grids are needed, where the grids contain
control volumes for:

• Mass balance

• Momentum balance in x-direction

• Momentum balance in y-direction

The three grids are connected through the mass bal-
ance control volumes, which receive mass flows described
by both momentum balance grids (x- and y-directions).
The momentum balance control volumes receive water
levels from the mass balance grid. Figure 6 shows a 1-
dimensional version of a stacked grid.

Figure 6. Mass balance (blue) and momentum balance (green)
grids stacked on top of each other.

3 Implementing in Modelica
The goal of the reservoir model is to implement it together
with in- and outflow components. The implementation of
Aurdalsfjord is shown in Figure 7. The in- and outflow
models read data from a csv-file. The data record
(yellow box) contains values for relevant constants (e.g.,
g, pa) and is a functionality from OpenHPL.

This section will provide a description of how the main
model, Reservoir, is implemented. The description is
focused on the use of the model and the basic ideas behind
the implementation. In addition, it is described how the
model can be used to build more complex models, and
simulation results are shown.

3.1 Reservoir
The reservoir model describes the water levels in the reser-
voir by receiving the in- and outflow as the inputs. Due to
the model being implemented in Modelica as DAEs, all
other values calculated along the way, e.g., volume flows
between cells, are also available outputs.

3.1.1 Parameters
The parameters with explanations are shown in Figure 8.
Some of the parameters are further explained.
depth is an array containing the depth values for the

reservoir cells. The amount of cells is also (indirectly)

data

aabjoraDiversion

faslefoss

faslefossDiversion

lo
ca
l

bagnDiversion

bagn

aabjora

fileSettings

aurdalsfjord

Figure 7. Aurdalsfjord implemented in Modelica.

defined by this parameter. Islands within the grid are pos-
sible and need to be given as zero-cells (0 m depth). Zero-
cells are also possible at the borders, however only if the
border is not connected to an in- or outflow. Due to the lo-
cal inflow being distributed over all borders, it is generally
recommended to not have zero-cells at the borders.

The maximum water level is provided in H_max, which
must not be misconceived as highest regulated water level
(HRWL). The level is given as the maximum water level
that can be simulated. It should be set higher than HRWL,
so the simulation is able to cover situations with too high
water levels.

The parameters f_p and f_M are factors that influence
the weight of the pressure force and the incoming and out-
going momentum flows on the calculations. This is in-
cluded in order to make the model work better for the Au-
rdalsfjord case, and is explained further in subsection 3.4.
If there is no data to optimise against, the factors should
be set to 1.
H_0 defines the initial water level and applies for the

entire reservoir. This was decided due to the model being
limited to rectangular shapes. Hence, for more complex
reservoirs, several Reservoir need to be connected and
all of them can be contain H_0 values.

3.1.2 Basic Principles

The cell structure within the Reservoir-model is based
on the principles of the stacked grids. Models for the
mass balance and for the momentum balance are devel-
oped. The models are based on the mathematical formu-
lations in subsection 2.1 and subsection 2.2. In addition,
a boundary-model is developed to control the in- and
outflow of the reservoir.

A connector is developed to be able to send four val-
ues (water level, volume flow previous and next volume
flows) from model to model. The mass balance model
receives the volume flow and water levels across all four
borders through the connector and calculates the wa-
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Figure 8. Reservoir-parameters.
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Figure 9. Grid structure in Reservoir.
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ter level. The momentum balance model needs the water
levels of the connected mass balance models and the mo-
mentum flow of the adjacent momentum balance models.
The boundary models decide the flow into the rest of the
reservoir based on the connected in- and outflows.

The mass balance models are connected at all four bor-
ders to momentum balance models, except at the borders
of the reservoir. Here, they are connected to boundary-
models. Each model in the grid structure calculates either
a water level or a volume flow, and is always connected to
a model that calculates the opposite. This principle was
introduced in order for all models being independent on
whether they are connected at a border or in the middle of
the reservoir.

Figure 9 shows the inner workings of the Reservoir
model. The blue circles at the edges are connectors
which are connected to the inflow, outflow and local in-
flow (same as in Figure 7). They only send mass flows and
pressures, which are translated in the boundary-models
into water levels and volume flows.

The local inflow is split into equal parts and connected
to all boundary-models (dark blue lines). If no in- or out-
flow is connected, Modelica views it as 0 flow. The inflow
and outflow are connected to the parameter defined bound-
aries.

3.2 Connect Multiple Reservoirs

In cases where the reservoir has non-rectangular shapes,
several Reservoir-models need to be connected. The
models are connected at one of the in- or outflow connec-
tors. Due to each Reservoir needing a flow value as the
input, it is not possible to connect Reservoir-models
directly. Another model that calculates the flow between
them is necessary.

A ReservoirConnector model is developed. It is
a simplified version of the momentum balance model. Due
to the only values given through the connector being
mass flow and pressure (can be transformed to volume
flow and level), the incoming and outgoing momentum
flows are unknown and set to zero. The rest of the calcula-
tions are identical to the momentum balance. In addition,
the two connected cells (from each reservoir) need to have
the same depth-value. It is possible to have several parallel
connections between the same reservoirs. Otherwise each
reservoir connection would introduce a bottleneck in he
system. An example of two connected reservoirs is shown
in Figure 10.

For Aurdalsfjord a total of 13 Reservoir-models are
connected. They are shown in Figure 11a. The discretised
grid is shown in Figure 11b.

3.3 Hydro Power Plant Model

The developed models can be included into full hydro
power plant models together with models from OpenHPL.
An example is shown in Figure 12.

reservoir1

inflow

outflow

lo
ca
l

data

reservoir2reservoirConnector

S
p
lit

Figure 10. Two connected reservoirs in Modelica.

Aurdalsfjord
Reservoir Parts

(a) Sub-reservoirs.

Aurdalsfjord Depth
Discretised

25

20

15

10

5

0

[m]

(b) Cells with depth values.

Figure 11. Aurdalsfjord discretised into sub-reservoirs and
cells.

3.4 Simulations with Aurdalsfjord
In the simulation results for Aurdalsfjord, the simulated
and measured values for the two measurement stations
are compared. One measurement station (Sundvoll) is lo-
cated north of the narrowing, while the other is located at
the dam south of the narrowing. All simulations are per-
formed with actual in- and outflow data for winter periods
in order to reduce the uncertainty caused by local inflow.
The simulation step is set to 3600 s and the tolerance to
0.01. The simulation time for 24 hours is approximately
1 hour.

The initial simulations for Aurdalsfjord proved unsuc-
cessful, due to a spike in water level at the dam location
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Figure 12. Reservoir-model integrated in hydro power plant
model with OpenHPL-models.

leading to a simulation breakdown (shown in Figure 13a).
This is solved by adding the additional parameters, fM and
fp to the first equation in Equation 9, resulting in Equa-
tion 11.

dM
dt

= fM
(
Ṁ1 − Ṁ2

)
+ fMFp −Ff (11)

With the additional factors, the parameters ks, fp and fM
are estimated to be 0.136, 1.0 and 0.4 respectively. Fig-
ure 13b shows the simulation result for the estimation pe-
riod, while Figure 13c shows the simulation result for a
different period using the same parameter values.

4 Discussion
4.1 Implementation of Model
Making a model as detailed and complex as possible is not
necessarily better than keeping the model simple. More
detailed models include more physical attributes of the
actual system, however it will also increase the simula-
tion time. An example is the choice to solely focus on
horizontal flow. It would also be possible to include equa-
tions that calculate vertical flow in the reservoir, which
would be more accurate to reality. The equation system
becomes significantly more complex, as things like tem-
perature need to be taken into account. However, water
levels are not influenced by vertical flow, and the influ-
ence on the horizontal flow is minimal.
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(a) Initial simulation.
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(b) Parameter estimation result.
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(c) Parameter validation.

Figure 13. Simulations showing simulated and measured val-
ues.

In the sum of forces in Equation 6, the pressure and fric-
tion forces are included. The gravity and Coriolis forces
could also have been included. If the reservoir floor is de-
scribed by a slope, the gravity that pushes the water down
also pushes it partly forward (due to the slope). However,
in the developed model, slopes are described as steps. In
this case the gravity force only contains a vertical com-
ponent. The momentum balance control volumes could
also have been described with slopes, it was however de-
cided not to include this, as most of the gravity force still
only provides vertical flow. The gravity is however still
included as part of the pressure force. The Coriolis force
always points to the west due to the rotation of the earth.
If included, the coordinate system in which the grid is
given to the model, would need to be accurate accord-
ing to earths coordinate system. The force would only
be included in the flow in x-direction. The implementa-
tion of the force would not overly complicate the system,
however due to Aurdalsfjord being narrow it was assumed

SIMS 61

DOI: 10.3384/ecp20176116 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

122



that the effect on this exact case was minimal. It could be
an option to include this in the future, especially if larger
(wider) reservoirs are to be implemented.

Several simplifications are made with the implementa-
tion in Modelica, in order to keep the model simple. They
are less significant if the chosen grid contains small cells.
The two most significant are the connection of mass and
momentum grids and the wetting perimeter in the friction
force.

The momentum balance grid is on top of the mass bal-
ance grid, where each momentum control volume covers
half of one mass control volume and half of the next mass
control volume. This means that the mass flows in and out
of the momentum control volume (ṁin and ṁout) should
be the same as the mass flowing in the middle of the mass
control volumes. In the model, the mass flows in and
out of the momentum balance model are set equal to the
mass flows in and out of the adjacent mass balance mod-
els. Hence, the mass flows are moved by half the length of
one mass control volume.

For open channel flows (1-dimensional), the wetting
perimeter (φ ) in the friction force is normally set equal
2h+∆w. The 2h part represents the friction against the
side walls while the ∆w part represents the friction against
the reservoir floor. In the model however, the 2h part is
dropped, due to it being assumed that most cells are in the
middle of the reservoir without side walls. This neglects
both the cells which are actually at the side of the reservoir
and the fact that the reservoir floor is not at the same level
through the reservoir. In some of the reservoir the water
will flow parallel to a part with less depth and thereby have
friction with a (low) side wall.

Instead of basing the model on the DAEs, the model
could have been based on the Shallow Water Equations
(SWE) (Plumb 2014). The equations are developed from
the mass and momentum balance equations, where the
cells are made infinitesimal small. Despite the SWE being
used in many applications (Behrens 2017) it was chosen to
use the DAE. DAEs are normally faster to solve in numeric
calculations and Modelica is designed for implementation
of DAEs. In addition, it is questionable if using PDEs are
significantly more accurate due to larger reservoirs con-
taining many uncertainties.

In OpenHPL there are models available for reservoir
and open channel modelling (TMCC, USN 2020). The
reservoir was not considered complex enough, due to it
not modelling the dynamics within the reservoir (only the
flow out). The open-channel models is implemented with
the SWE as PDEs for one directional flow. This could
have been extended to two directional flow and used as an
initial building block, instead of the mass and momentum
balances.

4.2 Simulation Results
Figure 13a shows that with both new factors set to 1, the
water level at the dam starts spiking the momentum the
level increases fast and leads to a breakdown of the simu-

lation. The estimated parameters show that the influence
of momentum flow on the momentum balance should be
reduced significantly. Both of these statements indicate
that the reservoir is responsive to large flows. The fact
that only the dam level starts behaving unrealistic also in-
dicates that the narrowing might be part of the problem. A
reason might be that the generic model is designed for a
reservoir where most cells are in the middle of the reser-
voir (without borders), while in the narrowing all cells are
at the borders.

The estimated parameters show that the pressure factor
should stay around 1, while the momentum factor influ-
ences the system more significantly. It could be consid-
ered to remove the pressure factor from the model, which
would force it to 1.

The results in Figure 13b and Figure 13c show that the
model is able to simulate realistic results when the param-
eters are estimated for the same period. However, when
the same parameters are used for a different simulation
period, the results are less accurate. Due to the time spent
on the parameter estimation is limited, it could be possible
to improve them and thereby possibly improve the simu-
lation results.

5 Conclusion
The Modelica model shows promising results. For Au-
rdalsfjord, a reservoir with a narrowing between in- and
outflow, it needed to be adjusted with non-physical param-
eters. They reduce the weight of the pressure force and the
momentum flows in the momentum balance. The reservoir
model should be implemented for a less complex shaped
reservoir in order to see if the challenges are related to the
Modelica implementation or Aurdalsfjords shape.

The new reservoir model presented in this paper will be
part of a future version of OpenHPL.

References
Jörn Behrens. 2017. Surprisingly Rich in Applications:

The Shallow Water Equations and Numerical
Solution Methods. URL: https://sinews.siam.
org/Details-Page/surprisingly-rich-in -
applications - the - shallow - water -
equations - and - numerical - solution -

methods [Accessed 16 January 2020].
Dassault Systèmes. Dymola. 2020. URL: https : / /
www.3ds.com/products-services/catia/

products/dymola/ [Accessed 9 June 2020].
Bernt Lie. Modelling of Dynamic Systems, 247 pages,

2017.
Willem Meijer. Dynamic Reservoir Model Using

Modelica: Modelling of Water Levels in
Aurdalsfjord. M.Sc.Thesis, University of South-
Eastern Norway, Porsgrunn. 121 pages, 2020.

Open-Source Modelica Consortium. OMPython - A
Python Interface to OpenModelica Communicating
via CORBA or ZeroMQ. 2020a. OpenModelica.

SIMS 61

DOI: 10.3384/ecp20176116 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

123

https://sinews.siam.org/Details-Page/surprisingly-rich-in-applications-the-shallow-water-equations-and-numerical-solution-methods
https://sinews.siam.org/Details-Page/surprisingly-rich-in-applications-the-shallow-water-equations-and-numerical-solution-methods
https://sinews.siam.org/Details-Page/surprisingly-rich-in-applications-the-shallow-water-equations-and-numerical-solution-methods
https://sinews.siam.org/Details-Page/surprisingly-rich-in-applications-the-shallow-water-equations-and-numerical-solution-methods
https://sinews.siam.org/Details-Page/surprisingly-rich-in-applications-the-shallow-water-equations-and-numerical-solution-methods
https://www.3ds.com/products-services/catia/products/dymola/
https://www.3ds.com/products-services/catia/products/dymola/
https://www.3ds.com/products-services/catia/products/dymola/


URL: https://github.com/OpenModelica/
OMPython [Accessed 24 February 2020].

Open-Source Modelica Consortium. OpenModelica.
(2020b) URL: https://openmodelica.org
[Accessed 24 February 2020].

Alan Plumb. (2014). Dynamics of the Atmosphere -
Lecture Notes. Chapter 2: The Shallow Water
Equations. Massachusetts Institute of Technology.
URL: http://www-aps.mit.edu/~rap/
courses/12333_notes/A2%20SWeqs.pdf

[Accessed 15 February 2020].
TMCC, USN. OpenHPL - an Open-Source Hydropower

Library That Consists of Hydropower Unit Models.
2020 URL: https : openhpl . simulati.no

[Accessed 24 February 2020].

SIMS 61

DOI: 10.3384/ecp20176116 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

124

https://github.com/OpenModelica/OMPython
https://github.com/OpenModelica/OMPython
https://openmodelica.org/
http://www-eaps.mit.edu/~rap/courses/12333_notes/A2%20SWeqs.pdf
http://www-eaps.mit.edu/~rap/courses/12333_notes/A2%20SWeqs.pdf
https://openhpl.simulati.no
https://openhpl.simulati.no


The influence of surge tanks on the water hammer effect at
different hydro power discharge rates
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Abstract
This paper provides an overview of different types of surge
tanks used in hydropower systems. The water mass oscil-
lation inside the simple, sharp orifice type, throttle valve,
and air-cushion surge tanks are studied. It is found that
the diameter of the sharp orifice and the throat plays an
important role in obstructing water mass flowing inside
the surge tank which consequences to reduce the effect of
water hammer over times in the pressure tunnels. Sharp
orifice type surge tanks are more efficient to reduce the al-
lowed maximum height of surge tank for avoiding water
spilling out of the surge tank during the total load rejec-
tion from the prime movers. However, throttle valve surge
tanks are more efficient for decaying of pressure surges
sooner. It is also found that the difference-amplitude of
water mass oscillation inside the air-cushion surge tank is
insignificant. Conclusions are drawn based on the case
study of Trollheim and Torpa hydroelectric plants in Nor-
way.
Keywords: water mass oscillation, surge tanks throttling,
sharp orifice type surge tank, air-cushion surge tank,
throttle valve surge tank, water hammer

1 Introduction
1.1 Background
A high-head reaction-turbine hydro power system basi-
cally consists of an intake tunnel via a high-pressure steep
penstock tunnel to the reaction turbines (eg., Francis tur-
bine). A surge tank is usually placed between the intake
pressure tunnel and the penstock. In case of a load rejec-
tion1, the turbine valve is rapidly positioned for a required
volumetric flow (discharge) of water through the turbine.
During rapid closing of the turbine valve, the water masses
flowing in the intake tunnel and in the penstock are sud-
denly decelerated. A high-pressure region is created at the
lower end of the penstock because of the obstructed water-
inertia2 which causes pressure waves to travel in the up-

1Load rejection is simply a phenomenon where load connected to
a prime mover, for eg., Francis turbine, is suddenly disconnected or
decreased. However, in case of a load acceptance, a load is connected
to the prime mover. A load is anything which is operated with the help
of prime mover. For a hydroelectric plant, loads are electrical units
connected through the grid in an interconnected electrical network.

2The obstructed water mass flowing through the pressure tunnel is
generally called as water inertia.

ward direction3. The magnitude of the travelled pressure
wave after sudden closure of the turbine valve is termed as
a water hammer. The energy of the pressure wave is re-
leased at the nearest low-pressure free water surface, i.e, at
the surge tank placed between the intake tunnel and pen-
stock (Mosonyi, 1991, p. 129).

In this regard, it is of interest to see the effect of the
water hammer at different discharges through the turbine
during the load acceptance or rejection. The water inside
the surge tank oscillates after the energy from the pressure
wave is released at the free water surface inside the surge
tank. The oscillation of water mass lasts until the pres-
sure wave energy is fully dissipated. The design height
and length of the surge tank should thus depend on the
amplitude of the pressure wave, i.e., the water hammer.
The amplitude of water mass oscillation inside the surge
tank can be decreased using water flow-obstruction in the
inlet of the surge tank, eg., in case of throttle valve surge
tank and sharp orifice type surge tank (Aronovich et al.,
1970). Similarly, energy from the pressure wave can be
dissipated using pressurized air inside a closed surge tank,
usually referred to as an air-cushion surge tank (Vereide
et al., 2014). This paper will mainly focus on the sim-
ulated response at different discharge for manifold pres-
sure4, velocity, mass flow rate and water mass oscillation
inside the different kinds of surge tanks.

1.2 Previous studies

A detailed overview of the time evolution of water mass
oscillation inside a surge tank is given in (Guo et al.,
2017) with differential equations governing the oscilla-
tion phenomenon. Similarly, a law governing oscillation
phenomenon inside the simple surge tank is explored in
(Travaš, 2014). The water mass oscillation control anal-
ysis using a self-adaptive auxiliary control system in the
surge tank has been done in (Wan et al., 2019). The solu-
tion of water mass oscillation mathematical equations has
been done using the finite element method in (Wan et al.,
2019).

3The pressure wave traveled from higher pressure to lower pressure
region and dissipated near to free water surface.

4It is a bottom pressure point of the surge tank where the outlet of
the intake tunnel and inlet of a steep penstock meet.
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(a)

(c)

(b)

(d)

Figure 1. Different types of surge tanks. (a) Simple surge tank
without hydraulic resistance. (b) Sharp orifice type surge tank
with hydraulic resistance of horizontal bars forming an orifice
of a diameter Di. (c) Throttle valve surge tank with hydraulic
resistance of diameter Diat the entry of surge tank with square
expansion from diameter Di to diameter Do. The length of the
throat is Lt. (d) Air-cushion surge tank filled with air at pressure
ptand diameter D.

1.3 Outline of the paper
The paper is organized by providing a brief introduction to
different types of surge tanks and their operation in Sec-
tion 2. Section 3 provides the simulated responses for
Trollheim and Torpa hydro power plants with different
types of surge tanks at different discharges. Results and
discussions are provided in Section 4 while conclusions
and future works are explained in Section 5.

2 Surge tanks and their operation
A detailed mechanistic model of simple, sharp orifice
type, throttle valve, and air-cushion surge tank are artic-
ulated in (Pandey and Lie, 2020, Submitted) for a Model-
ica5 based hydro power library- OpenHPL6. OpenHPL is
an open-source hydropower library consisting of models
for hydropower components that are developed based on
mass and 1D momentum balance. It consists of mecha-
nistic models for the flow of water in filled pipes (inelastic
and elastic walls, incompressible and compressible water),
a mechanistic model of a Francis turbine (including design
of turbine parameters), friction models, etc.

The different types of surge tanks are shown in Figure
1. For a simple surge tank shown in Figure 1 (a), dur-
ing the load acceptance/rejection, a high-pressure region
is created at the end of the penstock and at the end of the
turbine. The high pressure region thus creates pressure
wave which traveled through the penstock releasing pres-

5https://www.modelica.org
6https://github.com/simulatino/OpenHPL

sure wave energy by the means of water mass oscillation
inside the surge tank. The height and length of surge tank
thus depends on the water mass oscillation inside the surge
tank. For a simple surge tank, the maximum height of
surge tank would be sum of piezometric height from surge
tank bottom to resorvoir surface and the highest amplitude
of water mass oscillation during a total load rejection7.

If the height of surge tank is not practically possible
then other surge tanks with hydraulic resistances like hor-
izontal bars forming a sharp orifice as in sharp orifice type
surge tank or a throat in the entry of surge tank as in
throttle valve surge tank can be used. Figure 1 (b) shows
a sharp orifice type surge tank with orifice diameter Di
which obstructs water mass moving from the base of surge
tank towards the free water surface inside the surge tank.
This will cause the oscillation of water mass to dies out
sooner than in the simple case. Similarly, the highest am-
plitude of water mass oscillation is decreased which de-
creases the practical height of the surge tank. The throat
with diameter Dt and length Lt, in case of the throttle valve
surge tank as shown in Figure 1 (c), has the same opera-
tion as that of sharp orifice type surge tank. Figure 1 (d)
shows air-cushion surge tank.

3 Simulated Responses
3.1 Case study: Trollheim HPP
The case study for the simulated responses for different
types of surge tanks at different discharge rates is studied
for Trollheim and Torpa hydro power plant. The general
layout diagram is shown in Figure 2.

3.1.1 Total Load Rejection (TLR)

First, we consider a case of a simple surge tank for Troll-
heim Hydro Power Plant (HPP) for a layout shown in Fig-
ure 2 (a) Trollheim HPP for a total load rejection. Assum-
ing frictionless intake pressure tunnel and ideal gate valve
for turbine (i.e., time of opening and closure of the gate
valve is zero), the maximum allowable height of a simple
surge tank for restriction of water-spilling from surge tank
is given by the expression as in Eq. 1,

HST = Hres +Hin +Ymax, (1)

where Ymax is the maximum surge or maximum wa-
ter mass oscillation height during total load rejection
(Mosonyi, 1991, p. 162)given as in 2,

Ymax =
V̇n

Ain

√
Lin

g

(
Ain

AST

)
, (2)

where HST, Hin, and Hresare height difference for surge
tank, intake and resorvoir, respectively. Ain and Lin are

7A total load rejection is a phenomenon where a hydroelectric plant
running with full discharge through the turbine is completely shutdown.
The turbine valve signal is instantaneously changed from full opening
to full closed.
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Air-cushion surge tank

a) Trollheim HPP

b) Torpa HPP

Air
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Figure 2. Layout diagram for Trollheim (Vytvytskyi and Lie,
2019) and Torpa Hydro Power Plant (HPP) (Vereide et al.,
2014). Nominal head, nominal discharge, and nominal power
output are 370m, 40m3/s and 130MW for Trollheim HPP, and
445m, 35m3/s and 150MWfor Torpa HPP. Torpa HPP has two
turbine units each having nominal power output of 75MW.
The air-cushion surge tank for Torpa HPP has air volume of
13,000m3 initially pressurized at 4.1Mpa. For Trollheim HPP,
the diameter for both of the penstock and the surge tank is 4m
while for both of the headrace and the tailrace tunnel is 6m.
Similarly, for Torpa HPP, the diameter of both of the headrace
and the tailrace tunnel is 7m.

cross-sectional area and length of intake pressure tunnel,
respectively. V̇n is the nominal discharge with g as the
acceleration due to gravity. From Figure 2 (a) Trollheim
HPP we have Hres = 50m, Hin = 20m and Ymax is calcu-
lated using expression Eq. 2 as 45m. Thus, the height
of surge tank for avoiding water spilling out for a simple
surge tank for Trollheim HPP during total load rejection is
115m.

Figure 3 shows the turbine valve signal creating a total
load rejection at 1500s and plots of water mass oscillation
for simple, sharp orifice type and throttle valve surge tank.
It shows that hydraulic resistances in case of sharp orifice
type and throttle valve surge tank dampens out the mass
oscillation sooner than that of the simple surge tank and
the maximum allowed height of surge tank HST for avoid-
ing water spilling out of surge tank is less for sharp orifice
type surge tank during TLR.

3.1.2 Effect of diameter of orifice and throat for TLR

The maximum allowed height of sharp orifice type and
throttle valve surge tank for avoiding water spilling
through the surge tank can be decreased based on decreas-
ing diameter of orifice and throat as shown in Figure 4.

3.1.3 Total Load Acceptance (TLA)

A case of a total load acceptance is created using turbine

guide valve control signal uv =

{
0.01 0 < t ≤ 200 s
1 t > 200 s

at

time 200s for Trollheim HPP. The simulated response for
water mass oscillation for simple, sharp orifice and throttle

115 m

87 m

80 m

TLR

Figure 3. Water mass oscillation inside the surge tank for Troll-
heim HPP. A total load rejection is created using control signal

uv =

{
1 0 < t ≤ 1500 s
0.01 t > 1500 s

at time 1500s. In the figure, TLR

repesents total load rejection, SO and TV depicts sharp orifice
type and throttle valve surge tank. The maximum amplitude of
water mass oscillation hST is 115m at around 1500s for simple
surge tank. While for sharp orifice type and throttle valve surge
tank it is 80m and 87m, respectively. The diameter of orifice
for sharp orifice type surge tank Dso and that of throat for throt-
tle valve surge tank Dt are both 1m. The length of throat for
throttle valve surge tank is 20m.

Figure 4. Maximum allowed height of surge tank for differ-
ent diameter of sharp orifice (SO) type and throttle valve (TV)
surge tank. hmax

ST represent the maximum amplitude of water
mass oscillation during TLR. As the diameter of hydraulic re-
sistances like sharp orifice or throat at the entry of the surge tank
is decreased the maximum height of water mass oscillation de-
creased. For example when Dt and Dso both are 1m, hmax

ST for
sharp orifice type surge tank is 80m and for throttle valve surge
tank is 87m.
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Figure 5. Water mass oscillation inside the surge tanks for TLA.
The oscillation dies out soon in case of both sharp orifice and
throttle valve surge tank.

valve surge tank is shown in Figure 5.

3.1.4 Partial Load Rejection (PLR)

Partial load rejections and acceptances can be created by
changing the turbine’s gate signal.

For a 25% load rejections while the hydropower plant
is running at total load the turbine gate signal is generated
as,

uv =

{
1 0 < t ≤ 200 s
0.75 t > 200 s

,

where the plant is running at total load up to 200 s and
with partial load (75 % ) after 200 s.

Similarly, for a 50% load rejection the turbine’s gate
signal is generated as,

uv =

{
1 0 < t ≤ 200 s
0.50 t > 200 s

,

and for for a 75% load rejection,

uv =

{
1 0 < t ≤ 200 s
0.25 t > 200 s

.

Figure 6 shows water mass oscillation inside the simple,
sharp orifice and throttle valve surge tank during the par-
tial load rejections.

3.1.5 Partial Load Acceptance (PLA)

For a 25% load acceptance while the hydropower plant
is running at no load condition, the turbine gate signal is
generated as,

uv =

{
0 0 < t ≤ 200 s
0.25 t > 200 s

,

Figure 6. Water mass oscillation inside the surge tanks for PLR.
In the figure, uv− 25% represents the gate signal for a partial
load rejection of 25% of the total load capacity of the plant.
Similarly, hST−25% represents water mass oscillation for a load
rejection of 25%.

where as for a 50% load acceptance,

uv =

{
0 0 < t ≤ 200 s
0.50 t > 200 s

,

and for a 75% load acceptance,

uv =

{
0 0 < t ≤ 200 s
0.75 t > 200 s

.

Figure 7 shows water mass oscillation inside the simple,
sharp orifice and throttle valve surge tank during the par-
tial load rejections.

3.2 Case study: Torpa HPP
The water mass oscillation and the air pressure inside the
air-cushion surge tank during load rejections and accep-
tance for Torpa HPP is shown in Figure 8 and 9, respec-
tively.

4 Results, and Discussions
For Trollheim HPP, from Figure 3 in case of a TLR, the
maximum allowed height of the surge tank for restriction
of water spilling out of a simple surge tank is 115m. Sim-
ilarly, for sharp orifice type surge tank it is 80mand for
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Figure 7. Water mass oscillation inside the surge tanks for PLA.
In the figure, uv− 25% represents the gate signal for a partial
load acceptance of 25% of the total load capacity of the plant.
Similarly, hST−25% represents water mass oscillation for a load
acceptance of 25% from a no load condition.

throttle valve surge tank it is 87m. From Figure 4 it can
be seen that the maximum allowed height of surge tank in
case of a total load rejection is decreased as the diameter of
sharp orifice and diameter of the throat is decreased. For a
surge tank of diameter 4m, in case of Trollheim HPP, the
maximum allowed height of the simple surge tank, hmax

ST
during TLR is same for sharp orifice type surge tank with
Dso ∈ [3,4], however, hmax

ST decreases as Dso ∈ [0.5,3).
Similarly, in case of throttle valve surge tank hmax

ST is same
for Dt ∈ [2,4] and simple surge tank, however, hmax

ST de-
creases as Dt ∈ [0.1,2).

For Torpa HPP, from Figure 8 and 9 in case of load
rejections and acceptance, respectively, manifold pressure
inside the surge tank does not vary much in case of load
acceptance than in case of rejections.

5 Conclusions
The maximum allowed height of a simple surge tank, con-
sidering the TLR operation of the plant, can be decreased
using a suitable diameter of the sharp orifice in case of a
sharp orifice type surge tank and with a throttle valve surge
tank with suitable diameter of the throat. The maximum
allowed height of the surge tank is lowest in case of sharp
orifice type surge tank, however, the mass oscillation dies

Figure 8. Water mass oscillation and air pressure inside the air
cushion surge tank for load rejections. In figure, TLR represents
a total load rejection.

out soon in case of throttle valve surge tank with an infer-
ence that impact of water hammer in the pressure tunnel is
less in case of throttle valve surge tank.

In the case of a sharp orifice type surge tank, the maxi-
mum allowed height of the surge tank in comparison with
a simple surge tank decreases exponentially for Dso ≤
0.5 ·D where D and Dso are the diameter of the simple
surge tank and the diameter of the sharp orifice. Similarly,
for throttle valve surge tank Dt ≤ 0.375 ·D where Dt is the
diameter of the throat. Both for load rejections and accep-
tance, mass oscillation inside the surge tank dies sooner in
case of a throttle valve surge tank. The frequency of water
mass oscillation in the case of a simple surge tank is the
same for both load rejections and acceptance.

For the air-cushion surge tank, water mass oscillation
inside the surge tank is insignificant for both load accep-
tance and rejections. The varying of air pressure inside the
surge tank for partial load rejections is greater than that for
the partial load acceptance.
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Mechanistic modeling of different types of surge tanks and draft
tubes for hydropower plants

Madhusudhan Pandey, Bernt Lie

TMCC, University of South-Eastern Norway, Bernt.Lie@usn.no

Abstract
OpenHPL is an open-source hydropower library consist-
ing of models for hydropower components that are devel-
oped based on mass and 1D momentum balance. It con-
sists of mechanistic models for the flow of water in filled
pipes (inelastic and elastic walls, incompressible and com-
pressible water), a mechanistic model of a Francis turbine
(including design of turbine parameters), friction mod-
els, etc. This paper includes an extension of OpenHPL
with mechanistic models of different types of surge tanks
(sharp orifice type, throttle valve surge tank, air-cushion
surge tank) and draft tubes (conical diffusers and Moody
spreading pipes). The simulated response of the models is
presented using a case study of real hydro power plants.
Keywords: surge tanks, draft tubes, air-cushion surge
tank, throttle valve surge tank, conical diffuser, Moody
spreading pipes

1 Introduction
1.1 Background
The electricity generation from renewables has increased
because of the rise in coal prices, oil insecurity, climatic
concern (Brown, 2012), and the nuclear power debate
(Wikipedia, 2019). There is a demand for renewable-
sources economy over the coal-fired economy (Brown,
2012). The renewable energy sources are a combination
of intermittent and dispatchable energy sources. Intermit-
tent sources like solar, wind, and tidal power plants exhibit
fluctuating power production that creates an imbalance be-
tween generation and load. In this regard, renewable dis-
patchable sources like hydro power plants play a signifi-
cant role in balancing out the variability caused by inter-
mittent sources. Current hydropower modeling, design,
and analysis tools are limited and available commercially.
Freely available tools include CASiMiR-Hydropower1,
LVTrans2, and OpenHPL3, while commercial tools in-
clude Alab4 and Modelon Hydro Power Library (HPL)5.
In this regards, it drives motivation for open-source hy-
dro power library development for modeling, design, and

1http://www.casimir-software.de/save_download.php?language=2
2http://svingentech.no/about%20lvtrans.html
3https://github.com/simulatino/OpenHPL
4http://www.alab.no/Alab-Hydropower-Software/Functionality-

Alab-Hydropower-Software/Operation-simulation-with-waterway
5https://www.modelon.com/library/hydro-power-library/

analysis.

1.2 Previous studies
A mechanistic model of hydropower systems has been de-
veloped in (Splavska et al., 2017) using mass and 1D lin-
ear momentum balance which leads to a Modelica6 based
open-source hydropower library OpenHPL, and was initi-
ated in a PhD study (Vytvytskyi, 2019). OpenHPL is un-
der development at the University of South-Eastern Nor-
way. Currently, OpenHPL has units for flow of water in
filled pipes (inelastic and elastic walls, incompressible and
compressible water) (Vytvytsky and Lie, 2017), a mech-
anistic model of a Francis turbine (including design of
turbine parameters), friction models, etc (Vytvytskyi and
Lie, 2018). The library also has draft models for a Pel-
ton turbine, Francis turbine friction model, surge shaft,
open channel flow, and a hydrology model. In addition,
some accompanying work on analysis tools has been de-
veloped in scripting languages (Python, Julia) related to
state estimation, structural analysis, etc (Vytvytskyi and
Lie, 2019b). The library has been tested on real power
plant data (Vytvytskyi and Lie, 2019a). The library is
designed to interface to other Modelica libraries, e.g., li-
braries with generator models, electric grid, etc., for ex-
ample, OpenHPL can be integrated with PVSystems7 for
photovoltaics as in (Pandey and Lie, 2020).

In this regard it is of interest to further develop units for
OpenHPL. This paper primarily focuses on mechanistic
models of surge tanks and draft tubes. The simple surge
tank mechanistic model developed in (Splavska et al.,
2017) is further enhanced by a sharp orifice type surge
tank and a throttle valve surge tank considering hydraulic
resistance in the inlet to the surge tank. The surge tank
model is also further enhanced using air-cushion surge
tank as a closed surge tank mechanistic model. A further
extension to the library includes mechanistic models of
draft tubes: conical diffuser and moody spreading pipes.

1.3 Outline of the paper
The paper is organized as follows. Model developments
for surge tanks and draft tubes are provided in Section
2. The simulated response for the developed mechanis-
tic model for surge tanks and draft tubes are presented in
Section 3. Conclusions and future work are sketched in

6https://www.modelica.org/
7https://github.com/raulrpearson/PVSystems
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Figure 1. Simple surge tank with geometrical dimensions of
height H, length L, and diameter D. The height of liquid level
inside the surge tank is h with slanted length to be `. The volu-
metric flow rate inside the surge tank is V̇ with Ff as fluid fric-
tion. Fg is the gravitational force due to fluid mass m inside the
surge tank. pb is the bottom pressure and pt is the top pressure
equivalent to atmospheric pressure pa for a free-fluid surface.
For a hydropower system, we considered fluid inside the surge
tank to be water with color as blue.

Section 4.

2 Model Developement
Two main assumptions were made while developing mod-
els for hydro power units. First, we consider incompress-
ible water flow inside the units. Second, we consider the
inelastic pipe for modeling all types of surge tanks and
draft tubes.

2.1 Surge tanks
A surge tank is usually placed between an intake and a
penstock pipe in a hydro power system. The prime benefit
of a surge tank is to provide a low-pressure region to dissi-
pates pressure energy released during the sudden opening
and closing of the turbine valve. Depending on the loca-
tion and head, the surge tank can be of open type (water
surface at atmospheric pressure) or closed type (water sur-
face in contact with pressurized gas/air).

2.1.1 Simple surge tank

A simple surge tank is shown in Fig. 1.
The mass and momentum balance for a dynamical sys-

tem can be expressed as in (Lie, 2017a, p. 87-88, 226-227)
,

dm
dt

= ṁi− ṁe

dM

dt
= Ṁi−Ṁe +F,

where subscript i and e refers to influent and effluent prop-
erties, respectively. m, M and F represents mass, linear
momentum and force acted-upon in a dynamical system.
If ṁ and Ṁ are mass flow rate and momentum flow rate
for a system with single entry and single exit, it is com-
monly written as ṁi− ṁe = ṁ and Ṁi−Ṁe = Ṁ .

Figure 2. A hydropower unit, for example a simple rigid pipe,
with ideal fluid (water) flow from a inlet pressure point pi to
outlet pressure po with ṁ as a flow variable. The pressure point
inside the pipe is considered to be a across variable.

For surge tanks, if ṁ and Ṁ represents water mass flow
rate and momentum flow rate of water inside the surge
tank, respectively, then,

dm
dt

= ṁ (1)

dM

dt
= Ṁ +F. (2)

The modeling of hydropower units in OpenHPL is con-
sidered using ṁ as a flow variable and pressure p at any
point in a unit as a across variable8.

Figure 2 shows a connector for a hydropower unit cre-
ated for OpenHPL. While developing a unit, for exam-
ple a surge tank in our case, mathematical terms in mass
and momentum balances as expressed in Eq. 1 and Eq. 2
should be reduced using algebraic variables to ṁ, pb, and
pt. For the surge tank we have pi = pb and po = pt for
a volumetric flow V̇ sign convention to be positive in the
upward direction as in Fig. 1.

The mass balance equation represented in Eq. 1 can be
represented by series of algebraic equations. The mass of
water inside the surge tank leads to,

m = ρA` (3)

`=
h

cosθ
(4)

A =
πD2

4
, (5)

and the mass flow rate leads to,

ṁ = ρV̇ , (6)

where A and θ represents cross-sectional area and slant
angle of a cylindrical surge tank with diameter D. ρ repre-
sents density of the fluid. h and V̇ are differential variable
with initial height of water level inside the surge tank as ho
and initial discharge to the surge tank as V̇o . Similarly, the
momentum balance equation in Eq. 2 can be represented
by a series of algebraic equations as,

M = mv (7)

v =
V̇
A

(8)

Ṁ = ṁv (9)
F = Fp−Ff−Fg, (10)

8The across and flow variables are used for creating a con-
nectors in Modelica language. For more details, please see
https://mbe.modelica.university/components/connectors/ .
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where v is the velocity of water inside the surge tank in
the direction of V̇ and F is the total force acting inside the
surge tank in the direction of v. Fp is the force exerted due
to pressure difference pb− pt. Ff is the fluid friction acting
opposite in the direction of v, and Fg is directed downward
due to gravity.

The pressure force exerted in the normal direction of A
is given by,

Fp = (pb− pt)A. (11)

Furthermore, the fluid friction Ff is calculated as,

Ff =
K
′′′

Aw fD

4
(12)

Aw = πD` (13)

K
′′′
=

ρV̇ | V̇ |
2A2 , (14)

where K
′′′

is the kinetic energy of the fluid per volume
which is proportional to the quadratic variation of V̇ and
v. The expression for K

′′′
is ρv|v|

2 . The absolute value for v
and V̇ allow for reversing direction of water flow. Aw rep-
resent the wetted area due to water flow inside the surge
tank given by an expression Aw = πD`. In Eq. 12, fD
represents Darcy’s friction factor given by an implicit ex-
pression in the Colebrook–White equation (Colebrook and
White, 1937; Colebrook et al., 1939) for transient full-
fluid flow in the conduit. There exists several explicit
approximation for fD that requires less computation as
listed in (Lie, 2017a, p. 239). For OpenHPL, we are using
the explicit approximation of Colebrook–White equation
from (Swanee and Jain, 1976),

1√
fD

=−2log10

(
ε/D
3.7

+
5.7
N0.9

Re

)
, (15)

for NRe =
(
2300−108

)
and ε/D =

(
10−5−0.005

)
,

where ε is a conduit roughness height and NRe is the
Reynolds number expressed by NRe =

ρ|v|D
µ

. Here, µ rep-
resents kinematic viscosity of the fluid.

For laminar flow, fD = 64
NRe

with NRe < 2100. The re-
gion for the fluid with 2100 ≤ NRe < 2300 is a transition
flow interpolated with a 4th order polynomial equation.

The expression for force due to gravity is given as,

Fg = mgcosθ . (16)

Equation 1 to 16 represents Differential Algebraic
Equations (DAEs) for the mechanistic modeling of simple
surge tank represented in Fig. 1 and can be solved using
equation based modeling language like Modelica.

2.1.2 Sharp orifice type surge tank
The model of the simple surge tank can be further modi-
fied using a sharp orifice hydraulic obstruction inside the
surge tank as represented in Fig. 3.

To model the sharp orifice type surge tank we employ
the generalized friction factor for sharp orifice fitting as

Figure 3. Sharp orifice type surge tank with a sharp orifice of
diameter Dias shown by horizontal perturbation bars inside the
surge tank. The sharp orifice acts as a hydraulic obstruction for
water flowing inside the surge tank.

given in (Lie, 2017a, p. 246). The expression for fluid fric-
tion force represented by Eq. 12 needs a correction term
due to the sharp orifice. The frictional force exerted due
to sharp orifice can be calculated using an expression for a
pressure drop expression as given in (Lie, 2017a, p. 244).
The overall frictional force for the sharp orifice type surge
tank is now calculated by the expression as,

Ff =
K
′′′

Aw fD

4
+

1
2

ρv | v | Aφso, (17)

where A is the cross-sectional area of the sharp orifice type
surge tank with diameter Do which is equivalent to the
simple surge tank with diameter noted with symbol D, and
φso is a generalized friction factor. φso depends on NRe,
and the diameter of the surge tank and the orifice.
For NRe < 2500 :

φso =

[
2.72+

(
Di

Do

)2(120
NRe
−1
)]
·φ 0

so

For NRe ≥ 2500 :

φso =

[
2.72+

(
Di

Do

)2

· 4000
NRe

]
·φ 0

so

where,

φ
0
so =

[
1−
(

Di

Do

)2
][(

Di

Do

)4

−1

]
.

Equation 1 to 11, Eq.17, and Eq.13 to 16 represent
DAEs for the mechanistic model of the sharp orifice type
surge tank.

2.1.3 Throttle valve surge tank

To model a throttle valve surge tank we employ a similar
method for correction of fluid frictional force as in the case
of a sharp orifice type surge tank. A schematic diagram for
throttle valve surge tank is given in Fig. 4.
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Figure 4. Throttle valve surge tank with the diameter and the
length of throat as Di and Lt, respectively. The throat in the
figure acts as a hydraulic obstruction for the water flow inside
the surge tank.

The water mass, velocity, momentum, and the fluid fric-
tion force for a throttle valve surge tank varies depending
upon the water level inside the surge tank as above or be-
low the throat.
1. For ` ≤ Lt: When the water level is at the throat or
below the throat, we have,

m = ρAt` (18)

Ff =
K
′′′

Aw,t fD

4
, (19)

where At is the area of throat, Aw,t is wetted area for the
throat given by expression Aw,t = πDt`. The average ve-
locity for this case is calculated using v = V̇

At
and K

′′′
is

given by expression K
′′′
= 1

2 ρv | v |
2. For ` > Lt: When water level inside the surge tank is
above the throat of the surge tank, the frictional factor due
to the throat should be considered.
The mass of the water inside the surge tank in this case is
given as,

m = ρ(AtLt +A(`−Lt)), (20)

where A = πD2
o

4 . Similarly, the average velocity, water mo-
mentum, and pressure force are given as,

v =
V̇
2

(
1
At

+
1
A

)
M = ρV̇ `

Fp = (pb− (pt +ρg(`−Lt)))At +ρg(`−Lt)A.

Observe that while considering the frictional force cor-
rection factor for ` > Lt the velocity direction is important.
a). For v ≥ 0 : The friction factor is calculated consider-
ing a square expansion type pipe fitting and the general-
ized friction factor is given as (Lie, 2017a, p. 245)
For NRe < 4000 :

φse = 2

[
1−
(

Do

Di

)4
]

For NRe ≥ 4000 :

φse = (1+0.8 fD)

[
1−
(

Do

Di

)2
]
.2

This gives the total frictional force for this case,

Ff =
K
′′′

Aw fD

4
+

1
2

ρve | ve | Atφse, (21)

where φse represents the generalized friction factor for the
square expansion type fitting. The entrance velocity for
square expansion type fitting is expressed as ve =

V̇
At

and
the entrance area is At. The wetted area is calculated us-
ing Aw = πD(`−Lt).
b). For v < 0: The flow of water in this case is considered
to be from the top of the surge tank to the bottom direc-
tion. The friction factor is calculated considering square
reduction type pipe fitting and the generalized friction fac-
tor is given as,
for NRe < 2500 :

φsr =

(
1.2+

160
NRe

)[(
Di

Do

)4

−1

]
and for NRe ≥ 2500 :

φsr = (0.6+0.48 fD)

(
Di

Do

)2
[(

Di

Do

)2

−1

]
.

This gives the total frictional force for this case to be,

Ff =
K
′′′

Aw fD

4
+

1
2

ρve | ve | Aφsr, (22)

where φsr represents the generalized friction factor for the
square reduction type fitting. The entrance velocity is ex-
pressed as ve =

V̇
A and the entrance area is A.

2.1.4 Air-cushion surge tank
The general schematic of air-cushion surge tank is shown
in Fig. 5. The free water surface inside the surge tank is
filled with pressurized air making it as a closed type surge
tank.

The pressure wave during a load rejection traveled from
high pressure region (at the end of penstock) to the low
pressure region (near free water surface, i.e., through the
surge tank in hydro power systems). During this period,
water mass inside the surge tank oscillates, dissipating
pressure. The more the amplitude of water mass oscilla-
tion the higher should be the physical height of the surge
tank. For reducing the amplitude of water oscillation in-
side the surge tank, pressurized air is placed inside the
surge tank making a closed surge tank. This will cause the
air to compress and expand adiabatically (Vereide et al.,
2016; Zhang et al., 2009), and the energy due to high pres-
sure is realeased as a form of work done for compression
and rarefaction. For a adiabatic process we have,

pV γ = constant, (23)
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Air

Water

Figure 5. Air-cushion surge tank with initial air pressure of pt
which is normally tens of atmospheric pressure.

where p, V , and γ is the pressure, volume, and ratio of
specific heats at constant pressure and at constant volume,
respetively, for air. The mechanistic model of air cushion
surge tank is similar to that of simple surge tank, however
with correction term for m and pt for a simple surge tank.

The mass of water and air inside surge tank is given as,

m = ρA`+ma, (24)

and the air pressure inside the surge tank is given by,

pt = pc

(
L− `o

L− `

)γ

, (25)

where ma is the mass of air inside the surge tank given by
expression,

ma =
pcA(L− `o)Ma

RT o . (26)

In Eq. 25, pc is the initial air cushion pressure when initial
slant height of liquid level inside the surge tank is `o. The
expression shown in Eq. 25 is derive from Eq. 23 equal-
izing the initial and final expression. In Eq. 26, Ma rep-
resents molar mass of air, R is the universal gas constant,
and T o is the temperature of air inside the surge tank.

2.2 Draft tube
A draft tube is a hydraulic device used in reaction turbines
in a hydro power systems for utilizing the available ki-
netic energy at the exit of the runner of the turbine. One of
the prime benefits of a draft tube is to increase the turbine
pressure head by decreasing the exit velocity out of the
runner which will improves the overall efficiency of hy-
dropower systems. And the other benefit is that the back
flow of water from a tailrace to the turbine is restricted
due to higher pressure region at the turbine’s outlet due to
draft tube (Gubin, 1973). There are various types of draft
tubes; the most common type is a conical diffuser and oth-
ers are variants of the conical diffuser (Arasu, 2008). In
this paper, we will derive a mechanistic model for a coni-
cal diffuser and a hydraucone or a Moody spreading pipes
(White, 1921).

Figure 6. Conical diffuser inclined at angle θ with input diam-
eter Di and output diameter Do. pi and po are input and output
pressure of the conical diffuser with pi > po.

2.2.1 Conical diffuser
A general schematic of the conical diffuser is shown in
Fig. 6.

The influent and effluent mass flow of water through the
conical diffuser is same. This gives dm

dt = 0 from Eq. 1.
Thus, the mechanistic model is derived from the momen-
tum balance given by Eq. 2 with series of DAEs. First, we
consider the model of the conical diffuser considering it
be a cylinder of average diameter D = Di+Do

2 . Second, we
will add a frictional force correction factor for the conical
diffuser expanded from Di to Do (with a diffusion angle
normally in the range of (5◦−20◦)).

dM

dt
= Ṁ +F (27)

M = mv (28)

v =
V̇
A

(29)

Ṁ = ṁv (30)
F = Fp−Fg−Ff, (31)

where Fp = piAi− poAo, Ai =
πD2

i
4 , Ao = πD2

o
4 , A = πD2

4 ,
and Fg = mgcosθ . The mass of water inside the diffuser
is given by,

m = ρV,

where V is the volume of water. The expression for V can
be calculated as9,

V =
πH
12
(
D2

i +D2
o +DiDo

)
.

The overall frictional force is calculated using expres-
sion

Ff =
K
′′′

Aw fD

4
+

1
2

ρv | v | Aiφd, (32)

9https://mathworld.wolfram.com/ConicalFrustum.html
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Figure 7. Moody spreading pipes with length of main part Lm
with both the branch length of Lb. v and vb are velocity through
the main part and the branch part, respectively. The continu-
ity equation for the pipe branching is Aiv = Aovb +Aovb. The
pipe contracts from the point of branching to the outlet of the
branch in the real case of hydraucone as explain in (White, 1921,
p. 276). However, we are considering a constant cross-section
throughout the branch pipe. θ is a branching angle or a bifurca-
tion angle.

where φd is the generalized friction factor due to the dif-
fusion.

The head loss for a conical diffuser, diffused from Di to
Do, is minimum at a diffusion angle of 8◦ for a fixed value
of Do

Di
. For a pair value of diffusion angle and the ratio Do

Di
,

φd can be calculated from (Munson et al., 2009, p. 420).
For our case, for a maximum efficiency conical diffuser,
we will conside a diffusion angle of 8◦ which gives

φd ≈ 0.23
(

1− Di

Do

)2

. (33)

The mechanistic model of a conical diffuser can be repre-
sented by using DAEs from Eq. 27 to 33.

2.2.2 Moody spreading pipes

The schematic diagram of a moody spreading pipes or a
hydraucone is shown in Fig. 7.

For Moody spreading pipes, dm
dt = 0, and the mechanis-

tic model is developed from the momemtum balance. We
take the momentum balance considering verticle direction
i.e., y−axis momentum conservation. The series of DAEs
are,

dM

dt
= Ṁ +F (34)

M = mmvm +2mbvb cos
θ

2
(35)

Ṁ = ṁmvm +2ṁb cos
θ

2
(36)

F = Fp−Ff−Fg, (37)

where mm and mb are mass of water in the main part
and the branching part, respectively given by expressions
mm = ρAiLm and mb = ρAoLb. Similarly, vm and vb are the
velocity in the main and the branching part, respectively.
vm = V̇

Ai
and vb are calculated using continuity equation

Table 1. φ o
d for different value of θ for Moody spreading pipes

friction factor correction

θ 15 30 45 60 90
φ o

d 0.04 0.16 0.36 0.64 1

for branching pipes using expression as,

Aivm = Aovb +Aovb

Aivm = 2Aovb

vb =
Ai

2Ao
vm.

Furthermore, expressions for ṁm and ṁb are given as,

ṁm = ρV̇

ṁb = ρV̇b

V̇b = Aovb,

where V̇b is the volumetric flow rate in the brach.
The components in Eq. 37 are expressed as,

Fp = piAi−2poAo cos
θ

2
(38)

Fg = mmg+2mbgcos
θ

2
. (39)

The fluid frictional force Ff is calculated considering fluid
friction in the main and the brach pipe with addition of a
generalized frictional force correction factor for branch-
ing. The overall frictional force is then,

Ff = Ff,m +2Ff,b cos
θ

2
+2 · 1

2
ρvm | vm | Aiφd, (40)

where φd is the generalized friction factor for a single
branch in case of branching and taken from (Idelcik, 1966,
p. 281, 301), given as,

φd = 1+
(

vb

vm

)2

−2
vb

vm
cosθ −φ

o
d

(
vb

vm

)2

, (41)

where φ o
d depends on θ and calculated from Table 1.

Ff,m and Ff,b are fluid frictional force, calculated using
Eq. 12, for main and the branch pipe for Moody spreading
pipes.

Equation 34 to 41 represent DAEs for mechanistic mod-
eling of Moody spreading pipes or Hydraucone.

3 Simulated Responses and Results
For the simulated responses from the mechanistic models
of surge tank and draft tubes we take a case study from
a real hydropower plant. For simulating open surge tanks
and draft tubes we are using the layout of the Trollheim
hydro power plant and for simulating air-cushion surge
tank we are using the layout of the Torpa hydropower
plant.

The layout diagram of Trollheim and Torpa hydro
power plants are shown in Fig. 8.
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Head water
Surge tank

Penstock

Turbine

Tail water

Air-cushion surge tank

a) Trollheim HPP

b) Torpa HPP

Air

Water

Figure 8. Layout diagram for the Trollheim (Vytvytskyi and
Lie, 2019a) and the Torpa Hydro Power Plant (HPP) (Vereide
et al., 2016). Nominal head, nominal discharge, and nominal
power output are 370m, 40m3/s and 130MW for the Trollheim
HPP, and 445m, 35m3/s and 150MWfor Torpa HPP. Torpa
HPP has two turbine units each having nominal power output
of 75MW. The air-cushion surge tank for the Torpa HPP has air
volume of 13,000m3 initially pressurized at 4.1Mpa. For the
Trollheim HPP, the diameter for both of the penstock and the
surge tank is 4m while for both of the headrace and the tailrace
tunnel is 6m. Similarly, for the Torpa HPP, the diameter of both
of the headrace and the tailrace tunnel is 7m.

3.1 Responses for surge tanks

Figure 9 shows the simulated response for different surge
tanks for the Trollheim HPP and the Torpa HPP.

In case of the Trollheim HPP, the manifold pressure
surge during load acceptance10 in case of a simple surge
tank has higher amplitude than that for sharp orifice and
throttle valve surge tank. Furthermore, the pressure surge
dies out soon in case of both sharp orifice and throttle
valve surge tank. Also, the diameter of sharp orifice and
throttle valve affects the manifold pressure surge oscilla-
tion. For example, when Dt = 1m for a throttle valve surge
tank the manifold pressure pb settles after 20s while for
sharp orifice type with Dso = 1m, pt settles around 300s.

In case of the Torpa HPP, the dynamics of both mani-
fold pressure and air-cushion pressure is the same with a
difference of almost 2bars.

3.2 Responses for draft tubes

Figure 9 shows the simulated response for a conical dif-
fuser and Moody spreading pipes for the the Trollheim
HPP.

For a Moody spreading pipes draft tube, the inlet pres-
sure pi decreases as the branching angle decreases.

10It is the condition when the load at prime mover is added suddenly.
For instance, in case of turbine running an electrical generator the sud-
den industrial operation like electrical motors, etc., can be considered as
a load acceptance.

Figure 9. Simulated response for different surge tanks with step
change of 0.45 to turbine’s valve signal. The turbine’s valve
signal starts at t = −500s to show that simulation is performed
in steady-state for−500s and at t = 0s the valve signal is change
from 0.5 to 0.95 to see the dynamics of other variables.

4 Conclusions and Future Work
This paper consists of mechanistic models for different
types of surge tanks and draft tubes. Result shows that the
pressure surge during load acceptance dies out soon for
the throttle valve surge tank when the diameter of throat is
decreased succesively. Similar operations can be obtained
for a sharp orifice type surge tank, however, pressure surge
amplitude decays soon in case of a throttle valve surge
tank. For an air-cushion surge tank, the dynamics of both
manifold pressure and air-cushion pressure are the same.
For a Moody spreading pipes, the inlet pressure decreases
when the braching angle is decreased.

Future work includes testing of the surge tank and draft
tube mechanistic models with experimental data. The dy-
namics of sharp orifice type surge tank and throttle valve
surge tank can be validated with simulated results from
(Bhattarai et al., 2019). The air-cushion surge tank model
can be validated with experimental results obtained from
(Vereide et al., 2016). Similarly, model validation for the
conical diffusers can be done with experimental data from

SIMS 61

DOI: 10.3384/ecp20176131 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

137



Figure 10. Simulated response for conical diffuser and Moody
spreading pipes for different branching angle. Di = 4m for both
types of draft tubes. Do = 4.978m for conical diffuser with dif-
fusion angle of 8◦ and Do = 3.5m for Moody spreading pipes.
Lm = 4m and Lb = 3m for Moody spreading pipes. Moody
sprading pipes draft tube is simulated for different branching an-
gle of 15◦, 30◦, and 45◦.

(Vytvytskyi and Lie, 2019a). For Moody spreading pipes,
prior model judgement is required from experts.
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Abstract
The thermo-mechanical processing history together
with the steel composition defines the final
microstructure, which in turn produces the
macroscopic mechanical properties of the final
product. In many industrial processes it is therefore of
paramount importance to find the optimal thermal path
that produces the desired microstructure. In the current
study an optimization method has been developed to
calculate the optimal thermal path for producing
desired amounts of microstructural constituents (ferrite,
bainite, martensite) of a medium carbon, low-alloy
steel, and a low carbon microalloyed steel. The
optimization is performed for two separate industrial
processes: induction hardening of a pipeline steel and a
water cooling of hot rolled steel strip. The optimization
workflow consists of first setting the desired amounts
of microstructural constituents, and subsequent
optimization of the thermal path, which produces these
desired amounts. For the water cooling of a steel strip
we additionally employed previously developed tool to
calculate the cooling water fluxes that are needed to
realize the optimized cooling path in water cooling line
after hot rolling. To demonstrate the applicability of
the method, we present results that were obtained for
different case studies related to the industrial processes.
Keywords:     constrained optimization, nonlinear
optimization, steel, processing

1 Introduction
1.1 Background
The thermo-mechanical processing history together
with the steel composition defines the final
microstructure, which in turn produces the
macroscopic mechanical properties of the final
product. In many industrial processes, it is therefore of
paramount importance to find the optimal thermal path
that produces the desired microstructure.

In the case of pipe induction hardening, the gradient
of material properties (microstructure, hardness and
hardening depth) through the pipe body can be
optimized by designing the thermal cycle i.e. rates of
heating and cooling along with the peak temperature
and soaking time. In the induction hardening

processing, the thermal cycle is very easy and precise
to apply and control. As regards, an optimization is
required to reach the desired material properties
through the final microstructure characteristics in an
efficient way.

Higher heating rate is beneficial in many ways.
However to some extent it can cause inhomogeneity
and abnormal grain structure (Javaheri et al., 2019a) in
the steel. The heating rate can also change the critical
phase transformation temperature, which cause
difficulties for selecting the austenitization
temperature. The minimum possible peak temperature
can result in the finest prior austenite grain structure,
which leads to formation of very fine final
microstructure and consequently will improve the
strength and toughness at the same time.  Increasing
the cooling rate in the industrial scale may affect the
production cost. However producing hard and strong
microstructure such as martensite or lower bainite
would not be possible if the cooling rate is smaller than
a certain level. All in all, an optimization should be
performed to find the best and most efficient
combination of above mentioned parameters.

In industrial practice of hot rolling of steel, steel
manufacturers are forced to employ the most advanced
processing routes in their production lines. The control
of reheating, rolling and accelerated cooling forms the
basis of producing new types of high-performance
steels. The capability to accurately predict and control
plate or strip temperature behavior and microstructure
evolution during thermomechanical processing is of
fundamental importance in commercial production. In
the water cooling line, it is possible, within certain
limits, control the resulting microstructure for a given
steel composition. Since the line layout and other
processing parameters limit the available cooling paths,
the optimization script needs to take these effects in to
account conveniently.

Optimization of thermal processing is a common
task arising in metal processing (Jung et al., 2018;
Tavakoli, 2018). In current study we employ the
optimization tools in Matlab programming language.

1.2 Aims
In the current study an optimization tool has been
developed to calculate the optimal thermal path for
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producing desired amounts of microstructural
constituents (e.g. ferrite, bainite, martensite). Since in
the current implementation, the minimization algorithm
applies an initial guess, we call this implementation as
“semi-automatic”, although for the water cooling of
steel strip the choice of the initial guess was performed
by automatically testing different cooling paths, as
explained later.

The optimization is performed for two separate
industrial processes: induction hardening of a medium
carbon, low-alloy pipe steel (Javaheri et al., 2019b)
and a water cooling of a hot rolled low carbon steel
strip (Pohjonen et al., 2018a). The optimization
workflow consists of first setting the desired amounts
of microstructural constituents, and subsequent
optimization of the thermal path, which produces these
desired amounts applying the phase transformation
model described in (Pohjonen et al., 2018a; Pohjonen
et al., 2018b; Javaheri et al., 2019b). For the water
cooling of a steel strip, we additionally employed
previously developed tool (Paananen, 2015; Pohjonen
et al., 2016) to calculate the cooling water fluxes that
are needed to realize the optimized cooling path in
water cooling line after hot rolling.

To optimize the induction hardening process for
achieving desired gradient of microstructure and
mechanical properties, initially, the heating cycle
(austenitization) has been optimized regarding the rate
of heating and peak temperature assuming a dwell time
of 2.5 s aiming for the finest prior austenite structure.
Then, three different scenarios for the cooling path
have been considered to achieve three thoroughly
different microstructures of i) fully martensitic
structure (100%), ii) fully bainitic microstructure, equal
amount of upper and lower bainite (50% each) and iii)
mixture of martensite and bainite (30% martensite,
40% upper bainite, and 30% lower bainite).

To test the optimization tool in the context of water
cooling of hot rolled steel strip, we set the desired
fractions of bainite and martensite, and perform
optimization to achieve these fractions within the water
cooling line. In the case of water cooling, the line

layout and rolling process set some limits for the
possible cooling rates. Maximum overall cooling rate
at the strip centerline ranges typically from 150 °C/s  to
30 °C/s while minimum cooling rate due to radiation
and convection ranges from 10 °C/s to 2 °C/s for the
thin and thick plates, respectively.

2 Calculations
In the current study, an optimized piecewise linear
cooling path was sought. The optimization of the path
was realized with the Matlab Optimization Toolbox
(Mathworks, 2020) using the fmincon function. The
interior point minimization algorithm with nonlinear
constraints (Byrd et al., 2000) was chosen for the
optimization. Since the heating and cooling rates are
limited in practice, the constraints for these rates are
defined for the optimization. Also, the maximum
temperature changes and time intervals of the path can
be limited to desired values. By setting the exact time
intervals for the path, the optimization tool can be
adjusted to given water cooling line layout, when the
speed of the strip is known.

The workflow for the cooling path optimization is
depicted in Fig. 1. The applied optimization method
requires an initial guess for the optimized parameters,
which is used as a starting point for the optimization.
Here we use the starting temperature 𝑇𝑇 , the
temperature changes Δ𝑇𝑇  and time intervals Δ𝑡𝑡  for
each segment 𝑖𝑖 of the piecewise linear temperature
path as the optimization parameters, so that the
parameters describe the thermal path. The thermal path
optimizer applies the fmincon function, which runs a
script that calculates the phase fractions that result
from the thermal path. After the calculation, the
optimizer script receives the final phase fractions, and
calculates the difference to the desired phase fractions,

𝜒𝜒 , − 𝜒𝜒 . Based on the optimization algorithm
(Byrd et al., 2000; Mathworks, 2020) the thermal path
is changed and the optimization proceeds to minimize
the difference to the desired phase fractions.
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Upper and lower bounds were set within the 

fmincon function call. From the application point of 
view, it is important to define the minimum and 
maximum cooling and heating rates, since even 
without additional cooling, the object cools by itself 
due to radiation and convection. Also, depending on 
the size and geometry and the applied forced cooling, 
there is maximum cooling rate that can be achieved. 
Too high or low heating rates can adversely affect the 
resulting microstructure. For this reason, the non-linear 
constraints for heating and cooling rates 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 were 
set using crcon function (Mathworks, 2020) related to 
the fmincon minimization algorithm, to control the 
maximum cooling rate for each segment in the 
piecewise linear cooling path: ≤ ≤ . 

The phase transformation module has been described
in detail generally in (Pohjonen et al., 2018b), in
context of induction hardening of medium carbon steel
(Javaheri et al., 2019b) and in the context of water
cooling of hot rolled low carbon steel in (Pohjonen et
al., 2018a), where (Javaheri et al., 2019b) and
(Pohjonen et al., 2018a) also include the
transformation model parameters fitted for the steels
that were used in these examples.

Since the minimization script finds a local
minimum near to the initial guess, it is required to

choose suitable initial guess, so that the algorithm can 
find a good minimum. For the test cases related to 
optimization of the cooling path of water cooled steel 
strips, we applied a script to automatically test nine 
different initial guesses for the cooling paths and then 
select the one that produced the best solution. The 
cooling paths described by the initial guesses are 
shown in Fig. 2. 

 
Figure 2. Thermal paths used as initial guesses for 

the optimization of the temperature path for water 
cooling of hot rolled steel strip. 

 

Figure 1. Optimization flowchart 

 

SIMS 61

DOI: 10.3384/ecp20176139 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

141



After the thermal path to produce desired 
microstructure in the strip cooling line is optimized, 
another optimization script is used for calculating the 
required water fluxes. The water flux calculation is 
done by an approximate model presented elsewhere 
(Paananen, 2015; Pohjonen et al., 2016). This model 
calculates the average temperature at the mid-depth of 
the steel strip. Approximate model was fitted using a 
more detailed but computationally heavier model 
(Pyykkönen et al., 2012) so that the effect of strip 
temperature and water flux was studied with wide 
variety of parameters in detailed model. These results 
were used to form tables for mean cooling rate, k, 
under one cooling unit as a function of temperature and 
water flux. Later, the mean cooling rate for arbitrary 
temperature or water flux is calculated by using these 
tables and linear interpolation. 
 
𝑇𝑇 = 𝑇𝑇 + ∆  𝑘𝑘(𝑇𝑇, 𝜃𝜃)                         (1) 

 
where T is temperature, ∆𝑧𝑧 is thickness, l is the length 
between two modelling points, v is velocity, k is 
average cooling rate and 𝜃𝜃 is the water flux. Subscript i 
denotes a modelling point. 

For the induction hardening cases, the optimization 
time interval was longer, hence it was more suitable to 
find the initial cooling path by testing few different 
paths that already produce some amount of the desired 
phase fractions, so that the optimization script then is 
capable of finding how the changes of the path affect 
the resulting phase fractions. While the optimization 
for the steel strip was fully automated, the semi-
automatic optimization was chosen for the induction 
hardening cases. 

3 Results and discussion 
3.1 Water cooling of hot rolled steel strip 
In the case of steel strip cooling, the chemical 
composition and rolling procedure limit the possible 
phase fractions that can be obtained during water 
cooling. However, in some cases, even small changes 
to the final phase fractions may lead to desired change 
in the final properties of steel. Two different cases are 
presented where the fractions of bainite and martensite 
are 20 % bainite - 80% martensite for case i) and 40 % 
bainite - 60 % martensite for case ii). In these cases, 
five (time, temperature) points were chosen, at which 
the temperature is optimized. In reality, there could be 
even more fitting points, but this would make it more 
difficult to know what the constraints for different 
zones would be.  

First, optimal cooling path to produce desired 
amounts of bainite and martensite is found through 
optimization presented in this work, then the water 
fluxes that produce this cooling path in the cooling line 

are calculated with an approximate model (Paananen, 
2015). Finally, the cooling path that can be achieved in 
the cooling line (continuous line in Figures 4 and 6) 
was used as an input to phase transformation model, to 
check that even though there are some small 
differences in the thermal path of Figs 3 and 4, the 
desired phase fractions are still obtained. 
 

3.1.1 Water cooling of steel strip case i), 20 % 
bainite, 80 % martensite 

The optimized thermal path and phase fractions for 
water cooled steel strip test case i) are shown in Fig. 3. 
The path started from fully austenitic structure. The 
path was optimized to produce 20 % bainite and 80 % 
martensite. The optimized normalized water fluxes are 
shown in Fig. 4. 

 
Figure 3. The optimized thermal path for strip cooling 
process test case i) (20 % bainite, 80 % martensite) and 

the fraction of phases formed as function of time. 
 

 
Figure 4. The optimized normalized water fluxes.  
 
Target temperatures refer to temperatures that would 

be optimal to obtain the desired phase fractions the 
black line shows the thermal path estimated as result 
from these water fluxes. 
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3.1.2 Water cooling of steel strip case ii), 40 % 
bainite, 60 % martensite 

The optimized thermal path and phase fractions for 
water cooled steel strip test case ii) are shown in Fig. 5. 
The path started from fully austenitic structure and it 
was optimized to produce 40%  bainite and 60 % 
martensite. The optimized normalized water fluxes are 
shown in Fig. 6. 

 
Figure 5. The optimized thermal path for strip cooling 
process test case ii) (40 % bainite, 60 % martensite) 
and the fraction of phases formed as function of time. 
 

 
Figure 6. The optimized normalized water fluxes. 
Target temperatures refer to temperatures that would 
be optimal to obtain the desired phase fractions the 
black line shows the thermal path estimated as result 
from the optimized water fluxes. 

3.2 Induction hardening 
Typically, in the induction hardening process, in order 
to avoid a significant grain growth, the time when the 
material stays in highest temperature (the peak 
temperature) is few seconds. This time is called dwell 
time. In this study, a dwell time of 2.5 s was considered 
for all the calculations. Moreover, to achieve the finest 

possible grain structure, it is desirable to maintain the 
peak temperature as low as possible, while still 
achieving full austenitization.  

For the optimization of the austenitization, we 
defined the objective function 𝑓𝑓 , which is 
minimized. The function 𝑓𝑓 = 𝜒𝜒 − 𝜒𝜒 , + 𝑇𝑇 /𝑎𝑎, 
where 𝜒𝜒 , = 1.0 is the desired austenite fraction 
(full austenitization). 𝑇𝑇  is the peak temperature and 𝑎𝑎 
is a penalty parameter which affects how much the 
peak temperature contributes to the objective function. 
The parameter 𝑎𝑎 was optimized so that the final value 
was the minimum that produced more than 99.5 % 
austenite during the heating and holding in the peak 
temperature. The physical austenitization parameters 
were the peak temperature and the heating rate, which 
was constrained between 50 °C/s and 100° C/s.  

The minimum peak temperature satisfying this 
condition was found to be 795 °C with the minimum 
heating rate 50 °C/s. The found peak temperature, 
heating rate, and the chosen 2.5 s dwell time were used 
in the austenitization schedules for all of the induction 
hardening cases examined in this study.  
 

3.2.1 Induction hardening case i), fully martensitic 
structure 

The optimized thermal path for the induction hardening 
test case ii) is shown in Fig. 7. The path was optimized 
for full austenization at minimum temperature, 2.5 s 
dwell time, with 50-100 °C/s heating rate. Upon 
cooling the path was optimized to produce fully 
martensitic structure. For further experimental and 
applied studies, as well as serving as a suitable initial 
guess for other desired phase amounts close to this 
result, the actual values and cooling rates are presented 
in Table 1. 

 
Figure 7. The optimized thermal path for induction 
hardening process test case i) (fully martensitic 
structure) and the fraction of phases calculated to form 
as function of time.  
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Table 1. The values of the time-temperature path of 
induction hardening test case i) shown in Fig. 7, as well 
as the corresponding heating (HR,+) and cooling rates 
(CR,-). 
 

Time	(s) 
	

Temperature	[°C] HR+/CR-	[°C/s] 

0,0 21,0 50,0 
15,5 795,2 0,0 
18,0 795,2 -92,2 
21,2 497,6 -47,3 
25,5 295,9 -3,8 
65,3 145,8 -1,9 
105,1 70,8 -0,5 
200,0 21,0 - 

 
 

3.2.2 Induction hardening case ii), equal amount of 
upper and lower bainite (50% each) 

The optimized thermal path for the induction hardening 
test case ii) is shown in Fig. 8. The path was optimized 
for full austenization at minimum temperature, 2.5 s 
dwell time, with 50-100 °C/s heating rate. Upon 
cooling the path was optimized to produce 50% upper 
bainite (which forms above 550 °C), 50 % lower 
bainite (which forms below 550 °C). For further 
experimental and applied studies, as well as serving as 
a suitable initial guess for other desired phase amounts 
close to this result, the actual values and cooling rates 
are presented in Table 2. Despite the minimization 
procedure, abount 10 % of the austenite transformed to 
martensite during cooling. A longer total time would 
be required to produce the desired fully bainitic 
microstructure. 

 

 
Figure 8. The optimized thermal path for induction 
hardening process test case ii) (50 % upper and 50 % 
lower bainite) and the fraction of phases calculated to 
form as function of time.  

 

Table 2. The values of the time-temperature path of 
induction hardening test case ii) shown in Fig. 8, as 
well as the corresponding heating (HR,+) and cooling 
rates (CR,-). 
 
Time	[s] 

	
Temperature	[°C] HR+/CR-	[°C/s] 

0,0 21,0 50,0 
15,5 795,2 0,0 
18,0 795,2 -62,5 
20,3 650,3 -2,3 
60,9 555,9 -0,2 
99,4 548,0 -3,0 
149,2 399,0 -7,4 
200,0	 21,0	 -	

 
 

3.2.3 Induction hardening case iii), 30% martensite, 
40% upper bainite, and 30% lower bainite 

The optimized thermal path for the induction hardening 
test case iii) is shown in Fig. 9. The path was optimized 
for full austenization at minimum temperature, 2.5 s 
dwell time, with 50-100 °C/s heating rate. Upon 
cooling the path was optimized to produce 40% upper 
bainite (which forms above 550 °C), 30 % lower 
bainite (which forms below 550 °C) and 30 % 
martensite. For further experimental and applied 
studies, as well as serving as a suitable initial guess for 
other desired phase amounts close to this result, the 
actual values and cooling rates are presented in Table 
3. 
 

 
Figure 9. The optimized thermal path for induction 
hardening process test case iii) (30 % martensite, 40 % 
upper bainite, 30 % lower bainite) and the fraction of 
phases formed as function of time.  
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Table 3. The values of the time-temperature path of 
induction hardening test case iii) shown in Fig. 9, as 
well as the corresponding heating (HR,+) and cooling 
rates (CR,-). 
 
Time	[s] 

	
Temperature	[°C] HR+/CR-	[°C/s] 

0,0 21,0 50,0 
15,5 795,2 0,0 
18,0 795,2 -84,4 
20,1 614,5 -1,4 
69,8 547,2 -5,5 
96,5 401,1 -12,1 
113,1 201,4 -2,1 
200,0 21,0 - 

 

4 Conclusions
Using the Matlab programming language (Mathworks,
2020), based on the algorithm described in (Byrd et
al., 2000) an optimization script was created for finding
the cooling path that produces the desired
microstructural constituents (ferrite, upper and lower
bainite, martensite) as well as finding suitable heating
path for desired austenitization. The script was
succesfully applied for several test cases related to
water cooling of hot rolled steel strip and induction
hardening. For the water cooling case, the script was
fully automated by running a series of initial guesses
for the thermal path and choosing the best result, while
for the induction hardening cases, a user defined initial
guess was used. For water cooling we additionally
optimized the required cooling water fluxes needed to
realize the optimized cooling path based on the earlier
work (Paananen, 2015; Pohjonen et al., 2016).
Although the results of the presented test cases are not
directly applied in the industrial practice as such, they
are reasonably close to the actual production to
demonstrate the practical applicability of the method.
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Abstract 
In the current study a previously developed cellular 

automata (CA) model is applied to test how the shape of 

the growing bainite sheaves as well as the nucleation 

and growth rates affect the Kolmogorov-Johnson-Mehl-

Avrami (KJMA), Austin-Rickett (AR) and the 

generalized Lee-Kim (LK) model, which encompasses 

both the KJMA and AR models. The KJMA, AR and 

LK models are applied to describe the mean field 

evolution of the phase transformation kinetics. The 

shape of the growing sheaf affects the impingement 

phenomena, which then influences the transformation 

kinetics, even though the overall growth rate for 

different shape aspect ratios can be the same. Similarly, 

the different nucleation and growth rates affect the 

impingement. Systematic simulation studies were 

performed with different aspect ratios of the growing 

sheaves as well as different ratios of nucleation versus 

growth, to see the effect of these factors on the overall 

transformation kinetics. 

Keywords: Cellular Automata, Phase transformations, 
Bainite, Steel 

1 Introduction 

Microstructural evolution is a key factor influencing 

mechanical properties of steel. Evolution is based on 

metallurgical phenomena such as austenitization, 

dislocation processes, recrystallization, grain growth 

and phase transformations. These phenomena are 

controlled by process parameters like temperature, 

including heating and cooling rates, time, deformation 

and deformation rate. In addition, alloying elements of 

steel have a strong influence on the metallurgical 

phenomena. Also, the effect of the preceding process to 

the subsequent process stage should be included in 

simulations. In a complete model all these factors need 

be considered. However, in order to be able to construct 

an accurate complete model, it is necessary to 

understand each separate part in detail. The 

development cycle of new steel grades can be 

minimized if the final microstructure of high strength 

steel after TMCP (Thermo-mechanically controlled 

process) can be predicted.  To understand how the 

nucleation and growth as well as the impingement of the 

growing bainite sheaves affect the resulting 

microstructure, we utilize a cellular automata (CA) 

model to simulate the development of bainite formation

(Seppälä et al., 2018).

Although the macroscopic mean field kinetic models,

such as the Kolmogorov-Johnson-Mehl-Avrami

(KJMA), Austin-Rickett (A-R) or Lee-Kim (LK)

models, can be fitted to experimental phase

transformation data, they do not provide information on

the actual microstructure. The morphology of bainite

affects the kinetics because the growing bainite sheaves

are obstacles for the growth of other sheaves. To

simulate mesoscopic evolution of microstructure,

different methods such as phase field (Militzer, 2007),

CA (Militzer, 2007) and Monte Carlo (MC) (Kooi,

2006; Militzer, 2007) methods have been used. In the

current study an MC-CA model has been applied, which

has been developed earlier by authors (Seppälä et al.,

2018) for the bainite transformation simulations,

because it is capable of simulating the relevant features

of the impingement phenomenon.

The CA model is used to study how the bainite sheaf

shape affects the resulting morphology and the mean

field kinetics described by the KJMA and A-R models.

Similarly, the ratio of nucleation to growth rate on the

resulting morphology and the mean field kinetics

models is investigated.

2 Theory and Calculations

2.1 Mean field model

The mean field theory of bainitic transformation

describing the impingement phenomena is examined by

fitting the mean field model to the results obtained from

the Cellular Automata (CA) model.

Perhaps the most widely used mean field model is the

Kolmogorov-Johnson-Mehl-Avrami (KJMA) model,

which originally introduced the extended volume

concept, i.e. the volume that would be transformed if the

transforming regions would not impinge with each

other. If 𝑉𝛼
𝑒 is used to denote the extended volume and

𝑉 is the total volume, then we denote corresponding

extended fraction by 𝜒𝑒 = 𝑉𝛼
𝑒/𝑉. In the KJMA model it

is assumed that the actual transformed fraction χ is

related to the extended fraction by the Equation (1)
𝑑𝜒

𝑑𝜒𝑒
= (1 − 𝜒) (1)

Based on continuous nucleation and growth, the

extended volume fraction is calculated as 𝜒𝑒 =
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steel have a strong influence on the metallurgical
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simulations. In a complete model all these factors need

be considered. However, in order to be able to construct

an accurate complete model, it is necessary to

understand each separate part in detail. The

development cycle of new steel grades can be

minimized if the final microstructure of high strength

steel after TMCP (Thermo-mechanically controlled

process) can be predicted.  To understand how the

nucleation and growth as well as the impingement of the

growing bainite sheaves affect the resulting

microstructure, we utilize a cellular automata (CA)



𝑆 ∫
𝑁(𝜏)

𝑉
𝐺(𝑡 − 𝜏)𝑤  𝑑𝜏

𝜏=𝑡

𝜏=0
, where 𝑆 is a shape factor 

related to the geometry of the growing phase, 
𝑁(𝜏)

𝑉
 is the 

nucleation rate per unit volume and 𝐺(𝑡 − 𝜏) is the 

growth rate of the bainite sheaf nucleated at time 𝜏 and 

𝑤 describes the dimension of the growing phase. For 

planar growth 𝑤 = 2. If nucleation and growth rates at 

the remaining volume stay constant, the extended 

volume becomes 𝜒𝑒 = 𝑘𝑡𝑛 where 𝑘 =
𝑁

𝑉
𝐺 and 𝑛 =

𝑤 + 1. In this case the transformed volume can be 

written in the widely used closed form, 𝜒 = 1 −
exp (−𝑘𝑡𝑛). Even if the nucleation rate would decrease, 

it is still possible to fit the model reasonably well, but 

with a smaller value of 𝑛. (Christian, 1965) 

As described in (Starink, 1997), a slightly different 

transformation model is obtained starting from Equation 

(2) 
𝑑𝜒

𝑑𝜒𝑒
= (1 − 𝜒)2 (2) 

Again, assuming that the nucleation and growth rates 

stay constant in the remaining volume, a closed form 

solution is obtained: 𝜒 = (1 −
1

1+𝑘𝑡𝑛). This form is the 

Austin-Rickett (AR) model (Austin and Rickett, 1938). 

 According to (Starink, 1997), Lee and Kim (Lee and 

Kim, 1990) proposed a generalized form 
𝑑𝜒

𝑑𝜒𝑒
= (1 − 𝜒)1+𝑐  (3) 

which includes the parameter c to describe the 

impingement. For the value 𝑐 = 0 the equation yields 

the KJMA model, and for 𝑐 = 1 the equation yields the 

AR model. 

In the current study we write the equation (3) in the 

form 
𝑑𝜒

𝑑𝑡
= (1 − 𝜒)1+𝑐 𝑑𝜒𝑒

𝑑𝑡
, where 

𝑑𝜒𝑒

𝑑𝑡
= 𝑛𝑘𝑡𝑛−1, which 

we use to describe the transformation kinetics by 

applying difference approximation: the transformed 

fraction 𝜒 = ∑ 𝛥𝜒𝑖  where 𝛥𝜒 =
𝑑𝜒

𝑑𝑡
𝛥𝑡 is calculated for 

each simulation step, and 𝛥𝑡 is the simulation time step. 

The parameters c and n are fitted to transformed fraction 

calculated with the CA model. By changing the 

parameters in the CA model, their effect on the 

impingement parameter c and the Avrami exponent n 
can be seen. 

2.2 CA model 

Cellular Automata (CA) is a method where a simulation 

area is divided into equal-sized squares, cells. These 

cells each have a user-defined starting value, and these 

values can be changed by first creating neighborhood 

rules for the cells to follow and then applying these rules 

to each cell during simulation steps, which commonly 

depict the flow of time.  

The Cellular Automata (CA) model used here is 

developed and first presented by authors in (Seppälä et 

al. 2018). Cell value depicts the phase and instance that 

it belongs to. In this case, the starting value of each cell 

is an austenitic instance, grain. During the simulation, 

new bainitic instances, sheaves, are initiated in 

austenitic grain boundaries using a probabilistic 

algorithm. These instances are given a growth vector 

and a phase instance identifier, and they gradually start 

to grow in the given direction with a sub-unit -like 

growth pattern. Figure 1 shows a simplified algorithm 

schema for bainitic growth. For more details on the 

algorithms and the equations, see (Seppälä et al., 2018). 

 

Figure 1. Cellular Automata algorithm schema for
bainitic growth.

2.3 Simulations and fitting

The presented CA simulations are not based on

experimental results. Instead the starting microstructure

is generated with a self-made python script which was

initially based on a static recrystallization and grain

growth CA model presented in (Sieradzki and Madej,

2013). Other simulation parameters are chosen to

simulate a general bainite growth simulation in constant

temperature.

The parameters chosen for this study are bainite sheaf

growth aspect ratio 𝐿𝑠𝑢 and bainitic nucleation-growth

ratio 𝑅𝑏. They are the main factors that can be used to

influence the bainite transformation kinetics as well as

the morphology of the final microstructure. The values

used for fitting are 𝐿𝑠𝑢 = 4, 6, 8, 10, 12, 14,
16 and 18 and 𝑅𝑏 = 0.1, 0.5, 1.0, 1.5,
2.0, 2.5 and 3.0.

The mean field model is fitted directly into the

transformation kinetics of each CA simulation case.

This way the possible transformation retarding effect of

𝐿𝑠𝑢 and 𝑅𝑏 can be linked into the physical parameters of

the mean field model. The chosen fitting method is

minimization of datapoint difference with equation

𝑆𝑐𝑜𝑚𝑏 = Σ|𝐷𝐶𝐴 − 𝐷𝑀𝐹|, where 𝑆𝑐𝑜𝑚𝑏  is the sum of

differences, 𝐷𝐶𝐴 is a datapoint in the CA simulation and

𝐷𝑀𝐹  is the mean field datapoint corresponding to the

specific CA datapoint. A minimization algorithm finds

the smallest possible sum of differences by changing the

mean field model parameters. In this study, the truncated

Newton (TNC) algorithm was used. It was implemented

with Python 2.7, using the optimize.minimize function

of module Scipy.

Several fitting limit combinations were tested as

shown in table 1. Fitted parameters are 𝑛 and 𝑐. When

the parameter name is followed by “fit”, the value is

fitted with the limits found on the brackets in the table.

When the parameter is fixed, the name is followed by
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the fixed parameter value. From here on the fitting limit 

combinations will be referred to with the naming 

convention presented in the table.  

 

Table 1. Mean field model fitting parameter limits. 

Limits n-3 
c-fit 

n-fit 
c-fit 

n-2.93 
c-fit 

n-fit 
c-0 

n-fit 
c-1 

n 3 [2,3] 2.93 [2,3] [2,3] 

c [−∞, ∞] [−∞, ∞] [−∞, ∞] 0 1 

3 Results and discussion 

3.1 CA model parameters 

Before lunging into the mean field parameters, the effect 

of the chosen CA model parameters 𝑅𝑏 and 𝐿𝑠𝑢. Figure 

2a) shows the effect of the parameter controlling bainite 

sheaf growth aspect ratio (𝐿𝑠𝑢) on ferrite transformation 

kinetics. Increasing the parameter, i.e. emphasizing 

length growth, slows the later stages of transformation 

considerably. Figure 2b) shows the effect of the ratio of 

nucleation to growth rate, controlled by parameter 𝑅𝑏. It 

seems to have no clear effect on the phase 

transformation kinetics. 

Figure 3 shows effective grain size fraction 

distributions with a) constant 𝑅𝑏 and b) constant 𝐿𝑠𝑢. 

Included are example grain structure images illustrating 

the effect of varying parameters. Increasing 𝑅𝑏 seems to 

steer the distribution towards a larger amount of smaller 

bainite sheaves. 𝐿𝑠𝑢 does not seem to have a clear effect 

on the distribution figure. The images show that sheaves 

emphasize length growth with larger values, which is to 

be expected. 

3.2 Mean field model parameters 

The generalized mean field model, described in the 

theory-section, has two parameters suitable for fitting. 

First is the Avrami exponent 𝑛, and second is the 

Figure 3. Effective grain size distributions and 100x100 μm sample images for bainite sheaves obtained with the 

CA model with a) constant 𝑹𝒃 = 𝟏. 𝟓 with 𝑳𝒔𝒖 = 𝟒 … 𝟏𝟖 and b) constant 𝑳𝒔𝒖 = 𝟏𝟎 with 𝑹𝒃 = 𝟎. 𝟏 … 𝟑. 𝟎. 

Figure 2. Bainite growth kinetics with CA model using a) constant 𝑹𝒃 = 𝟏. 𝟓 with 𝑳𝒔𝒖 = 𝟒 …  𝟏𝟖 and b) 

constant 𝑳𝒔𝒖 = 𝟏𝟎 with 𝑹𝒃 = 𝟎. 𝟏 …  𝟑. 𝟎. 
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impingement factor 𝑐. Figure 4a) includes a few selected 

parameter values to illustrate their effect on the 

transformation kinetics. Figure 4b) shows the accuracy 

of the chosen fitting limits with an example case where 

𝑅𝑏 = 1.5 and 𝐿𝑠𝑢 = 10. The classic KJMA equation has 

the impingement factor c set to 0. This clearly sets it 

apart from the other fitting limits, which have only 

minor differences. 

 

 

Figure 4. a) Illustrative figure of the effect of fitting 
parameters b) Different fitting limit examples. 

A more comprehensive look on the fitting curves is 

provided in Figure 5. It shows the CA model phase 

transformation kinetics with 𝑅𝑏 = 1.5 and 𝐿𝑠𝑢 =
6, 10, 14 and 18. Fitting limits n-fit+c-fit were used. 

The correspondence between the CA results and the 

fitted mean field models is quite good and based on this 

the fitting can be called successful. The early stages of 

phase transformation correspond perfectly to CA data, 

but the later stages show minor variations. One potential 

problem is that the mean field model exaggerates phase 

transformation at the very end of the curve. The 

difference would be somewhat larger if the curves were 

to be extrapolated further. The fitting could be improved 

by emphasizing the end stages in the fitting procedure. 

 

Figure 5. Mean field model fitting to CA with the 
n-fit+c-fit limits and 𝑹𝒃 = 𝟏. 𝟓. 

The fitting parameters obtained with varying fitting 

limits are compared against each other by 𝐿𝑠𝑢 and 𝑅𝑏. 

Figure 6 includes the fitted values for a) Avrami 

exponent n and b) impingement factor c. Only the limits 

where the corresponding parameter is fitted are included 

in the figures. The values are grouped by 𝑅𝑏 as function 

of 𝐿𝑠𝑢. For both parameters it can be seen that 𝑅𝑏 shows 

no clear effect, unlike 𝐿𝑠𝑢 which shows quite a nice 

linear dependence for both parameters. The only notable 

exception is n-fit+c-fit, where 𝑛 seems to be almost a 

constant value. For this reason, another limit case was 

chosen with 𝑛 = 2.93. The chosen value is the average 

of n-values from the n-fit+c-fit limits, excluding 𝑅𝑏 =
0.1 which is considered an unreliable parameter value 

due to the abnormal size of the sheaves produced, 

considering the morphology of bainite. 
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Figure 6. Fitting parameters a) 𝒏 and b) 𝒄, sorted by 
growth aspect ratio 𝑳𝒔𝒖 and nucleation-growth ratio 
𝑹𝒃. 

Figure 7 shows the final sums of differences for all 

fitting limits with a similar figure structure as in Figure 

6. The sum of differences can be used to compare the 

fitting limits with each other and estimate how well the 

fitting succeeded. Some variations are to be expected, 

so all the fittings can be considered successful apart 

from n-fit+c-0, which is the classical KJMA equation. 

Not taking impingement into account shows a clear 

deterioration of fitting accuracy with increasing 𝐿𝑠𝑢-

values. 

 

Figure 7. Comparison of the fitting accuracy of 
different configurations using sum of differences. 

3.3 Parameter quantification 

The results in Figure 6 are very clearly linearly 

dependent on 𝐿𝑠𝑢. To quantify this dependence, the 

results were fitted linearly with the equation 𝑦 =
𝑘𝑦𝐿𝑠𝑢 + 𝑦0, where 𝑦 is 𝑐 or n, 𝑘𝑦  is the angular 

coefficient and 𝑦0 is the intersection of the linear fit with 

the y-axis in Figure 8. Figure 8 shows fitting curves and 

table 2 shows linear fitting results for all 𝑅𝑏-values for 

the impingement factor 𝑐 with fitting limits n-2.93+c-fit.  

 

Figure 8. Linear fitting for impingement factor 𝒄 as 
function of 𝑳𝒔𝒖 with varying 𝑹𝒃 for the fitting limits 
n-2.93+c-fit. 

Table 2. Linear fitting parameters for the 
impingement factor c with limits n-2.93 c-fit. 

𝑅𝑏  0.1 0.5 1 1.5 

𝑦0 0.576 0.379 0.822 0.390 

𝑘𝑦  0.064 0.070 0.045 0.073 

𝑅𝑏  2 2.5 3 All 

𝑦0 0.487 0.496 0.525 0.522 

𝑘𝑦  0.065 0.068 0.069 0.065 

 

The effect of 𝑅𝑏 on the transformation kinetics seems 

to be mostly random based on the results so far. To see 

any quantifiable difference between 𝑅𝑏-values, the 

fitting results were combined into averaged values of 𝑦0 

and 𝑘𝑦 . These results and their sums of differences are 

presented for both 𝑐 and 𝑛 in Tables 3 and 4. Standard 

deviations are also included to estimate the accuracy of 

the averaging. 
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Table 3. Linear fitting parameters for 
the impingement factor 𝑐 for all 𝑅𝑏. 

 𝑦0 𝑘𝑦  𝑆𝑐𝑜𝑚𝑏  

Limits 
avg 

(stdev) 

avg 

(stdev) 

avg 

(stdev) 

n-3 

c-fit 

0.787 

(0.083) 

0.074 

(0.005) 

0.390 

(0.175) 

n-2.93 

c-fit 

0.525 

(0.149) 

0.065 

(0.009) 

0.448 

(0.199) 

n-fit 

c-fit 

0.409 

(0.190) 

0.067 

(0.017) 

0.590 

(0.163) 

 

Table 4. Linear fitting parameters for the 
Avrami exponent 𝑛 for all 𝑅𝑏. 

 𝑦0 𝑘𝑦  𝑆𝑐𝑜𝑚𝑏  

Limits 
avg 

(stdev) 

avg 

(stdev) 

avg 

(stdev) 

n-fit 

c-0 

2.877 

(0.012) 

-0.00621 

(0.00101) 

0.055 

(0.016) 

n-fit 

c-1 

2.979 

(0.013) 

-0.00720 

(0.00085) 

0.055 

(0.017) 

n-fit 

c-fit 

2.911 

(0.027) 

-0.00002 

(0.00248) 

0.074 

(0.027) 

 

All the fitted parameters in tables 3 and 4 show only 

small differences in the standard deviations, with the 

notable exception of n-fit+c-fit, where the standard 

deviation of 𝑦0 and 𝑘𝑦  is larger. Also, the sums of 

differences (𝑆𝑐𝑜𝑚𝑏) show relatively large standard 

deviations. These remarks combined indicate towards 

the idea that 𝑅𝑏 may have only a random effect on the 

time evolution of the overall bainite fraction. It is not 

enough to confirm this idea though, so the subject 

should be investigated further. However, this does not 

adversely affect the general applicability of the L-K 

model in describing the impingement phenomenon. 

4 Conclusions 

Based on the results presented here, some remarks can 

be made about the effects of the CA parameters chosen 

for investigation. Firstly, the nucleation to growth ratio, 

𝑅𝑏, has a significant effect on the resulting effective 

grain size distribution but not on the phase 

transformation kinetics. These findings agree with the 

used nucleation and growth theory, and 𝑅𝑏 will be a 

useful parameter when fitting the model using 

experimental microstructures. 

Secondly, 𝐿𝑠𝑢 has no discernible effect on the 

effective grain size distributions, shown in Figure 3a). 

This is to be expected, since calculating effective grain 

size eliminates mathematically any anisotropy from 

bainite sheaves. More work needs to be done to find a 

method that properly quantifies the effect of growth 

anisotropy on simulated bainite sheaf morphology. 

𝐿𝑠𝑢 has a significant effect on the phase 

transformation kinetics. Higher values decelerate phase 

transformation. This is most likely caused by growing 

sheaves colliding into austenite grain boundaries and 

other bainite sheaves, which occurs faster for sheaves 

with more longitudinal growth. This is the impingement 

effect. 

The generalized mean field model has been fitted into 

the CA model with 𝑐 and 𝑛. The fitting results showed 

good agreement with the CA simulation results, and a 

clear correspondence between 𝐿𝑠𝑢 and 𝑐 was found. In 

the currently applied theory, 𝑐 is the factor controlling 

impingement. The results of this study support the idea 

that 𝐿𝑠𝑢 has a major impact on the impingement during 

the simulation. The effect of impingement was 

quantified for the mean field model with a linear fitting, 

which also showed quite good correspondence. 

Within the used fitting limits some cases showed 

correspondence between 𝐿𝑠𝑢 and 𝑛 as well, but when 

both parameters were fitted simultaneously, 𝑛 showed 

only minor variations. Based on the used theory, 𝑛 is 

expected to vary based on the diminishing amount of 

nucleation sites in the simulation area and the results 

presented here support that sentiment. 

In future studies these results can be used to further 

investigate impingement with experimental results. The 

CA model will also be developed further. Multiple CA 

simulations with identical parameters will be run to 

obtain statistically more reliable results and further 

study the results shown in this study. 
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Abstract
An OpenModelica model of the SSAB Raahe lime kilns
has been developed in order to help in formulation of op-
eration strategies and to choose important parameters to
measure and monitor. The model is a dynamic simulation
model describing the calcination process of limestone in
the lime kiln.
Keywords: lime kiln, lime calcination, process modelling,
dynamic simulation, dynamic model

1 Introduction
The steel industry is a major consumer of lime products.
To produce 1000 kg of crude steel (using the integrated
steelmaking route based on Blast Furnace (BF) and Basic
Oxygen Furnace (BOF)), about 270 kg of limestone is
needed (World Steel Association 2019). The estimated an-
nual world production of lime is around 350 million tons,
of which the steel industry uses between 140 and 160 mil-
lion tons globally (Manocha and Ponchon 2018).

Lime has several usages in the steel making process.
In the BF, where iron ore is smelted into pig iron, lime-
stone is used for the formation of slag as it accumulates the
waste materials that are produced in the process. During
basic oxygen steelmaking, where hot metal is converted
into steel, quicklime is used in the BOF process both for
phosphorus and sulphur removal and for slag formation.

The lime quality has an important impact on the steel
quality, its metallurgical properties, and the total cost of
production. If the lime is over-calcinated it starts sintering
which leads to a reduction in the surface area and hence
loss of reactivity. Similarly, if the lime is under-calcinated,
it will still contain carbon dioxide in its core (see Sec-
tion 2 for further details) which also lowers the reactivity
and may also cause further problems during the BOF pro-
cess. It is therefore important to have control over the lime
quality.

An OpenModelica model of the SSAB Raahe lime kilns
was developed in this study. The purpose of the model is
to help in formulation of operations strategies and to aid
in selecting important parameters to measure and moni-
tor. Questions that the model can help answering is e.g.
how the lime kilns should be operated during production
stops and how to adjust the lime quality. The model is a
dynamic simulation model describing the calcination pro-
cess of limestone in the lime kiln.

In the literature, simulations of lime kilns have mostly

been done with one-dimensional approaches (see e.g. (Bes
2006; Do 2012; Herz et al. 2015) and the references
therein). More advanced three-dimensional Discrete Ele-
ment Method-CFD (DEM-CFD) simulation has also been
presented (Bluhm-Drenhaus et al. 2010; Krause et al.
2017). However, these simulations are quite computa-
tional extensive; the simulation performed by (Krause
et al. 2017) required about three weeks computational time
on 2016 mainstream hardware. Our simulation is less de-
tailed but doesn’t require more than around 100 minutes
computational time for about 24 hours simulated time, or
about 4 minutes per hour simulated time (on an ordinary
office laptop). This is short enough for enabling the model
to be used as a practical tool for selecting the best opera-
tion strategies.

The paper is organised as follows. In Section 2 we
give a short introduction to the calcination process, while
Section 3 give a general overview of lime kilns. In Sec-
tion 4 we describe the OpenModelica model, and Sec-
tion 5 discusses the calibration of the model against pro-
duction data. Finally, Section 6 contains a discussion of
the results from modelling and we end the paper in Sec-
tion 7 with the conclusions.

2 Lime Production
Lime is manufactured by burning limestone in kilns. The
limestone is crushed into particles with a size ranging from
a few centimetres up to around 10 centimetres. In the
calcination process calcium carbonate is converted to cal-
cium oxide and carbon dioxide. This is an endothermic
process with the following reaction formula

CaCO3 +heat−−→ CO2 +CaO . (1)

The required heat is supplied by burning fuel within the
kiln.

On the particle scale, the actual calcination reaction is
advancing from the surface of the particle to the centre,
a so-called “shrinking core” process. Two steps are deter-
mining the rate: the heat transfer from the surrounding gas
to the reaction front, and the transfer of the released CO2
through the particle to the surface where it is released to
the surrounding gas.

To model the calcination process we have taken into
account details of heat and mass transfer. We mainly have
followed the approach by (Do 2012), to which we refer for
further details.
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3 Lime Shaft Kilns
There are two basic types of lime shaft kilns in use today.
A normal shaft kiln has a single vertical shaft where lime-
stone is charged at the top and lime is discharged at the
bottom. The lime and limestone move slowly downwards
in the shaft by gravity. The calcination occurs in the mid-
dle of the kiln where fuel is combusted.

A Parallel Flow Regenerative (PFR) kiln is a more mod-
ern type of kiln which has two interconnected shafts (see
Figure 1, left). Each shaft operates in two different modes,
burning and non-burning, and while one shaft operates in
the burning mode (calcinating the limestone), the other op-
erates in the non-burning mode (preheating the limestone).
Each shaft can also be divided into three different zones,
the pre-heating zone, the combustion zone, and the cool-
ing zone. A cross-over channel connects the two shafts at
the bottom of the combustion zone.

In the burning mode, fuel is supplied through lances at
the top of the combustion zone. Combustion air is sup-
plied under pressure at the top of the kiln (at the top of
the pre-heating zone). The combustion gases pass through
the crossover channel from the burning shaft into the non-
burning shaft, where they flow upwards and exit at the
top of the non-burning shaft. The flow of gases therefore
changes direction when the shaft shifts from burning to
non-burning. During the passage, the off-gases transfer
heat to the limestone in the non-burning shaft. Cooling
air is entering the shaft at the bottom of the cooling zone.
The flow of gases changes direction at regular intervals of
about 15 minutes, which is called a half cycle. Another
flow reversal completes the cycle.

Limestone is supplied at the top of the shaft. Lime and
limestone travels slowly down through the shaft by grav-
ity. During the non-burning mode, the stone in the pre-
heating zone is heated by the combustion gases, while dur-
ing the burning mode the stone transfers heat to the com-
bustion air. The stone in the pre-heating zone thus acts as
a regenerative heat exchanger.

To the right in Figure 1 is the temperatures profile for
one of the shafts. The profile should be thought of as fol-
lowing a mass particle from the top of the shaft to the bot-
tom. The vertical axis is therefore a combination of time
and location in the shaft. The variation in temperature due
to switching between burning and non-burning mode can
be seen clearly.

3.1 The Lime Kilns at SSAB Raahe
There are two PFR shaft kilns in Raahe with production
capacity of 280–330 ton/day and 300–420 ton/day, respec-
tively. They are operated with different types of lime-
stones sizes, between 40 and 70 mm for lime kiln 1 and
between 60 and 90 mm for lime kiln 2. Due to the size
distribution of the limestones a good burned lime product
still contains about 2.5% CaCO3, which is found in the
core of the larger pieces. As discussed in Section 1 both
over-calcination and under-calcination is bad. However,

because most of the limestone is used in BOF the worst
case is when the quality varies since this gives bad energy
predictions.

One difference between the lime kilns at SSAB Raahe
and the general description in Section 3 is that the com-
bustion air is not supplied at the top through pre-heating
zone; instead it is mixed with Coke Oven Gas (COG) and
injected through the lances.

4 Lime Kiln Modelica Model
The lime kiln Modelica model is built up in a modular
fashion. At the top level there is a total model for a sin-
gle shaft including pre-heating, combustion and cooling.
Each of these three zones are in turn modelled in separate
sub-models. The sub-models will be described further be-
low.

The models use mass and energy balances together with
reaction kinetics according to calcination and a simple
flame model. SSAB has done tests on the used limestones
at one temperature which is used as a base for formulating
a shrinking core model of limestone calcination.

4.1 Total Model
The total model is shown in Figure 2. It consists of three
sub-models which corresponds to the three zones in a PFR
lime kiln. The three sub-models, the pre-heating model,
the combustion model, and the cooling model, will be de-
scribed further below.

In the model we only consider one of the two parallel
shafts explicitly. The two distinct modes of operations for
a PFR lime kiln, burning and non-burning, are modelled
using off-line tables which specify the times for burning
and non-burning. The cross-over channel between the two
shafts in a PFR kiln is modelled by adding a gas sink and
a gas source between the combustion zone and the cooling
zone. The sink is used during the burning mode where in
a two-shaft PFR the combustion gases would have been
used to heat the stone in the non-burning shaft. Similarly,
the gas source is used during the non-burning mode to
mimic the transfer of combustion gases to the non-burning
shaft. The gas flow parameters for the sink and the source
are governed similarly as the burning times, i.e. using off-
line tables. The data in the tables is taken from process
data.

Using a single shaft in the model in this way greatly
reduces the complexity of the model, but at the expense of
some flexibility in the modelling since it requires process
data.

4.2 Combustion Model
We start by describing the combustion model (see Fig-
ure 3). The same model (with small modifications) is also
used in the other two models, the pre-heating model and
the cooling zone model.

The combustion model is used for modelling the mid-
dle part of the kiln, where the limestone is decomposed
in lime and CO2. Since the decomposition of limestone
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Figure 1. Operating principle and temperature profile of a PFR lime kiln. Taken from (Piringer 2017).

is an endothermic process it needs an energy supply. The
heat needed for the calcination is generated by burning
fuel (COG) in the combustion zone, and the fuel (together
with the combustion air) is introduced in the combustion
zone through lances at the top of the zone.

The combustion model is conceptually quite simple. As
input it takes the gas and lime/limestone mass flows from
the pre-heating model. The output is the resulting gas and
lime/limestone mass flows which is used as input to the
cooling model. Notice that for the gas flow, “input” and
“output” is here used conceptually and should not be inter-
preted literally. The direction of the actual gas flow varies
depending on the mode of the shaft: in the burning mode
the direction of the gas flow is from the pre-heating model
to the combustion model (“downwards” in this concep-
tual view), while in the non-burning mode the direction
is from the combustion model to the pre-heating model
(“upwards”).

The core of the combustion model is a limestone model
and a packed bed model.

The limestone model is responsible for the actual mod-
elling of the conversion from limestone to lime. This
model is based on the shrinking core reaction rate calcula-
tions (see e.g. (Do 2012)). The decomposition of lime-
stone into lime releases CO2 which is fed back to the
packed bed model and included in the gas flow.

The packed bed model is responsible for the modelling
of the gas flow through the limestone. Additionally, it cal-
culates the heat transfer between the gas and the lime-
stone. The total amount of available heat is calculated
from the COG flow based on the heat of combustion. In
order to model the physical extent of the flame, the com-
bustion is divided into a number of sections, basically by
just stacking identical sections of the combustion model
on top of each other. We have used a model with 20 sec-
tions.

The actual size of the flame is not known with certainty,
and therefore the heat produced by the flame is divided
between the sections by specifying the fraction of the total
heat produced that is available in a given section. In the
simulations we have performed, the flame extends through
the 13 topmost sections, and where the highest amount of
heat is delivered in the top-most sections and decreasing
towards the bottom.

There are some unknown factors which need to be taken
into account in the combustion model, such as the heat
losses to the surroundings. Another factor is the uncer-
tainty in the measured value of the heating value for the
COG. We have taken these factors into account in an
empirical way by lowering the measured heating value
slightly with approximately 12 %, and thus decreasing the
amount of heat delivered as calculated from the COG flow
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Figure 2. Total lime kiln model.

in the model. The value was determined from fitting the
model to process data.

A pressure drop is also inserted in the gas flow to model
the gas flow resistance.

4.3 Pre-heating Model

The pre-heating model is in principle identical to the com-
bustion model. Basically, the only difference is that there
is no combustion and consequently the COG flow is not
used as input. Similar to the combustion model, the pre-
heating model is also divided into sections and as in the
combustion model we have used 20 sections also in the
pre-heating model.

The input to the pre-heating model is the mass flow (i.e.
the limestone inserted at the top of the kiln) and gas flow
(both derived from tables as described for the total model
in Section 4.1).

Figure 3. The combustion model. The gas flow is shown in blue
and the limestone flow in beige.

4.4 Cooling Model
The model for the cooling zone is identical to the pre-
heating model. The input to the cooling model is the mass
flow and gas flow from the combustion model. The fin-
ished lime is received by a “lime sink”.

5 Model Calibration
The shrinking core model describing limestone calcina-
tion is calibrated with data from laboratory tests study-
ing the calcination. The laboratory test were done
through preheating a limestone cylinder with a diameter
of 20.8 mm, a height of 20.5 mm, and an initial mass of
18.5 g to 800 ◦C. The limestone was then put into a fur-
nace with constant power applied and with a temperature
of 950 ◦C. In the furnace, the mass of the limestone and
the temperature close to the limestone were measured.
This laboratory test was then modelled with limestone
calcination based on shrinking core model found in (Do
2012), with a slight difference on how the heat conduction
is modelled. In our model the heat conduction is mod-
elled outside the shrinking core model for more precise
heat transfer. The following constants were calibrated:

• heat conduction constant for limestone: λ =
0.6W/(m ·K),

• diffusion constant for CO2: dp = 2×10−4 m2/s,

• reaction rate constant: k = 8×10−3 m/s.

These constants give similar rate of calcination in the
model compared to the laboratory test as seen in Figure 4.
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Figure 4. Calcination degree of calibrated model (Model X),
updated calibrated model (Model2 X) and laboratory test (Verdal
experiment X).

The heat conduction constant λ was later changed from
0.6 to 0.55 in order to achieve better calibration with lime
kiln process data. This updated λ in Model2 has good
correlation to the laboratory test in the first 1500 s (see
Figure 4). To achieve even better calibration of calcination
constants it would have been preferable to have laboratory
tests on at least two different furnace temperatures for the
same limestone, but it has not been done in this case.

Concerning the gas-solid heat transfer coefficient we
have followed (Do 2012) and references cited therein. The
heat transfer coefficient α can be calculated from the Nus-
selt number in the packed bed (Do 2012). In order to make
the energy balance easier, they introduced a modified heat
transfer coefficient which assumes a homogeneous aver-
age temperature instead of having a temperature distribu-
tion in the radial direction in the particle due to that the
heating-up and cooling-down of the solid particles is a
transient process. Additionally, we added a factor to the
α constant for calibrating the heat transfer. Our modified
heat transfer coefficient αmod is then given by

αmod = kα

(
1
α
+

d/2
κλ

)−1

, (2)

where kα is the calibration constant, λ is the thermal con-
ductivity of the solid particle, d the particle diameter, and
κ is a transient factor which equals 5 for a sphere. The
value for our αmod in the calibrated OpenModelica model
ranged from 27 Wm−2 K to 29 Wm−2 K, which is rea-
sonably close to heat transfer coefficients found in (Sene-
gačnik et al. 2007). The modified heat transfer coefficient
enters in the energy balance equations, e.g.

Ṁscps
dTs(z)

dz
= αmod AO(1−ψ)(Ts(z)−Tg(z)), (3)

where Ṁs is the mass flow of lime, cps its specific heat
capacity, A the cross-sectional area of the furnace, O the
specific surface of the lime in m2/m3, ψ the void frac-
tion, Ts/g the temperature of the lime and the gas, respec-
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Figure 5. The steady-state conversion profile of limestone (blue)
together with the maximum and minimum gas temperature (or-
ange).

tively, and z the position along the height of the kiln. In
our model we have used a void fraction of 0.38.

6 Simulation Results and Discussion
We have applied our model to one of the lime kilns in
Raahe. From the model it is possible to obtain e.g. the gas
temperature and conversion profile of the limestone. Fig-
ure 5 shows the steady-state conversion profile, averaged
over one complete cycle, together with the maximum and
minimum temperature for the gas during one cycle.

As a more advanced example of application for our
model, we have used it to study how to best continue oper-
ation of the kiln after a stop. We used process data for 24
hours as input, which included a production stop lasting a
couple of hours.

The lime kiln operating conditions before and after the
stop is similar, i.e. same cycle time and limestone charge.

Figure 6 shows temperature measurements in two loca-
tions in the cross-over channel. The temperature decrease
in the channel during the stop is around 50 ◦C to 60 ◦C.
Based on this, the temperature decrease in the modelling
is assumed to be 50 ◦C in large part of the furnace (where
the temperature of the lime is over 500 ◦C).

We have studied three different approaches to start the
kiln after a stop. Description of these cases, together with
the “Steady state” nominal case, is found in Table 1. In the
three cases concerning how to restart the kiln, lime/lime-
stone temperature is assumed to have cooled with 50 ◦C in
the warm part of the lime kiln. No calcination is assumed
to take place during the stop, which is a good assumption
if there is no gas flow in the lime kiln during the stop. The
reason for this is that the partial pressure of CO2 prevents
further calcination already when only a small amount of
calcination has taken place. On the contrary, with only
small flow of air the calcination continues significantly.

The heat loss during this particular stop corresponds to
approximately the same amount of heat that is added to the
lime kiln during a half cycle, or, equivalently, about 50 %
of the COG used in one cycle. The heat loss can therefore
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Table 1. Simulation cases.

Case name Description

Steady state Based on average values from process data before the stop.
Normal Simulation of process data conditions after stop. Operation continues in same way

as before stop with the change that limestone/lime temperature starts 50 ◦C lower
(in large part of lime kiln).

COG Limestone/lime temperature starts 50 ◦C lower than before stop. The first cycle is
operated with higher COG flow (150 % of normal operation conditions)

Half cycle Limestone/lime temperature starts 50 ◦C lower than before stop. The discharging
of lime starts after a half cycle instead of directly after stop. Combustion is done
in both shafts with combustion time halved.
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Figure 6. Temperature measurements in the cross-over channel
for two different locations. The effect on the temperature by the
production stop can clearly be seen.

be compensated either by delaying the lime discharge for
one half cycle (the “Half cycle” case) or by increasing the
flow of COG with 50 % for one cycle (the “COG” case).

Figure 7 shows the percentage of CO2 in the discharged
lime while Figures 8 and 9 show the rate of calcination
and the average gas temperatures for the four cases, where
the values have been averaged over the three first cycles
after the stop. Comparison with the steady state conditions
show that the percentage of CO2 in lime for the “Normal”
case is increased at 5 h to 22 h after start with almost 1.5 %
at its peak.

The “COG” case gives slightly lower %CO2 in lime at
6 h to 11 h and slightly higher %CO2 (0.45 % at peak) at
12 h to 20 h after operation has continued after stop. This
is due to a lower rate of calcination in the first part of the
combustion zone (at 2.8 m to 4 m in Figure 8) and a lower
temperature in the pre-heating zone and first part of the
combustion zone (at 5 m to 7 m in Figure 9) in the first
cycles after stop.

In the “Half cycle” case there is a slight increase
(0.35 %) in the %CO2 at 5 h to 9 h and a slight decrease
(−0.3 %) in %CO2 at 10 h to 16 h. The reason for this
is a warmer and more calcinated upper part of the lime
kiln and a colder lower part of the lime kiln (see Figures 8
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Figure 7. The percentage of CO2 in the discharged lime.

and 9). The colder lower part of the kiln is largely due
to cooling air flowing through cooling zone without lime
discharging.

Both adding extra COG and delaying the start of dis-
charging lime after a stop in order to compensate for the
heat lost during a stop seems to be beneficial to minimise
variations in %CO2 in lime. With different length of stop
and operating conditions the amount of extra energy must
be adjusted to correspond to the actual heat loss.

6.1 Limitations in the Modelling
One part of the model that lacks detailed information is
flame modelling. Currently, the flame length and its pro-
file for heat release is needed as input to the model. The
longer the flame length, the more it extends into the cross-
over channel, and consequently the more the temperature
in the channel varies (Piringer 2015). To improve the
model, the properties of the flame should be investigated
further.

Another part of the modelling that needs manual input
is the temperature decrease during an operation stop. A
temperature profile of the lime kiln based on process data
on channel temperature is assumed when starting lime kiln
operation after a stop. Model development together with
extensive analysis of process data and probably some tests
must be done to enable good simulation of temperature
change during a stop. Consequently, it seems that the sim-
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Figure 9. Average gas temperatures for steady state and the
three first cycles for the “Normal”, “COG”, and “Half cycle”
cases.

plest way is to assume a temperature loss and a tempera-
ture profile of the lime kiln depending on stop time.

7 Conclusion
We have developed an OpenModelica model of the PFR
lime kilns at SSAB in Raahe. The model is a dynamic sim-
ulation model describing the calcination process of lime-
stone in the lime kiln. The purpose of the model is to help
in formulation of operations strategies and to aid in select-
ing important parameters to measure and monitor.

We have used the model to simulate a situation with
a production stop for three different approaches on how
to restart the kiln after the stop. The results from these
simulations show that the model can indeed be useful for
deciding operation strategies.
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Abstract 
The world is using a lot of materials in the day-to-day 

life. This requires a lot of mining of the ores from the 

ground. As the amount of ore is remarkable, also the 

amount of waste rock and for that reason the amount of 

the tailings is huge. The water content of the tailings is 

a subject to decrease. One potential technology for that 

is a paste thickener. In this paper, a multivariate linear 

regression model using paste line pressure difference 

as an output variable is described. The model can be 

utilized for the development of a new control strategy. 

Another model was formed using rake torque as an 

output variable. 

Keywords: paste thickener, multivariate linear 

regression, pressure difference, rake torque 

1 Introduction 

Modern world relies on materials. Saying: “What 

you can’t grow, you need to dig” still stands meaning 

that people need different kind of materials to make the 

products and the necessities for their everyday life. 

Caused by this fact, mining is a very important industry 

branch. Due to that, it needs to be made as efficient as 

possible. Together with the increase of the tonnage of 

the rock crushed, the amount of the waste rock also 

increases. The tailings from a flotation circuit contain a 

remarkable amount of water and if the water content 

can be lowered, the required area of tailings pond can 

be decreased. Due to constantly, more and more strict 

getting environmental permissions make this kind of 

development favourable. One way to do this is to add a 

paste thickener into the process chain. Thickening is a 

most economical method within the several dewatering 

techniques. The thickening process normally occurs in 

the large-diameter tanks where the solids particles 

settle under the influence of gravity, i.e. sedimentation. 

Adiguzel and Bascetin (2019) study the flow behaviour 

of the paste tailings, which consists of different pulp 

densities, was studied to define the effect of the particle 

size distribution of the tailings on a surface paste 

disposal. So to speak, the rheological behaviour of the 

tailings was examined. Jewell et al. (2002) raise a 

question into the discussion: the operation of the paste 

thickeners has different practical problems. One of 

them is a narrow operating window as a small change 

in the underflow solids concentration may have a major 

impact on the properties (for example pumpability and 

flowability) of the underflow. Due to these issues, the 

control of the paste thickener can be challenging. The 

out coming paste is from time to time challenging to 

operate. At the worst, it causes a clogging in the 

process. This causes more need for the maintenance 

and even downtime. To be able to avoid this scenario, 

the process needs to be known better and the control to 

be more derivative. Bürger et al. (2005) have 

formulated a mathematical model based on the balance 

equations to simulate the dynamics. Betancourt et al. 

(2014) present a one-dimensional model based on the 

two nonlinear partial differential equations. Gheshlaghi 

et al. (2013) introduce a model based on the 

computational fluid dynamics and the population 

balance models. Chai et al. (2016) propose a controller 

including an underflow slurry flowrate (USF) pre-

setting unit via a one-step optimal proportional and 

integral (PI) control with the un-modelled dynamics 

compensation, a fuzzy reasoning based USF set-point 

compensator and a switching mechanism using rule 

based reasoning. Setiawan et al. (2013) introduce a 

model-based control (MPC), which shows a significant 

improvement to controllability in the simulations. Tan 

et al. (2015) propose a model and Kalman filter used to 

make a coal parameter estimation showing an 

improved control result on the underflow solids 

concentration. Tan et al. (2016) present a MPC with 

the changing dynamics to handle fast, moderate and 

slow variables using the changing optimization 

horizon. Tan et al. (2017) introduce an additional rake 

torque constraint model to an earlier developed MPC 

to regulate further the underflow solids concentration 

and to prevent the rake liftings and the pumping 

problems. Tippett et al. (2014) propose a MPC with a 

changing sampling rate; the nearer steps had a shorter 

sampling rate than those in the distant future. This kind 

of an approach gives a possibility to fine-tune the 

control trajectory in the near horizon and still allows a 

long prediction and the control horizons for the slow 

dynamics. Xu et al. (2015) discuss a control strategy 

based on a mass balance model and the expert rules. 
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A multivariate linear regression model using paste 

line pressure difference as an output variable is 

presented. 

2 Materials and methods 

2.1 Process description 

Only EU-area’s phosphate mine, which is operated 

by Yara, is located at Siilinjärvi, Finland. The product 

of the ore extracted from the open pits is apatite 

concentrate, from which the fertilizers and phosphoric 

acid are the final products. The total ore mining 

annually is 11 Mt and the production of the apatite 

concentrate is 1 Mt. 

The solids content of slurry increases typically in the 

thickeners. A clean overflow and the maximum solids 

concentration in the underflow are the general 

objectives. The agglomerates of the solids are formed 

by using the flocculants to increase the settling rate and 

thus to improve the overflow clarity. A very high on-

line availability is typical for the thickeners’ operation. 

Many industry branches use these vessels. 

A thickener used in the mineral processing is 

introduced in Figure 1. The flocculants rate and the 

underflow rate are the two independent variables, 

which are typically used for the control. The feed rate 

is only used in an emergency situation to avoid the 

disturbances to the plant production. The dependent 

variables are for example rake torque, underflow 

density, overflow turbidity, solids interface level (bed 

depth), solids inventory (bed pressure), solid settling 

rate and underflow viscosity. (Bergh et al., 2015) 

 
Figure 1. Typical thickener used in mineral processing 

 

2.2 Process data 

The data set used for the data-analysis contains data 

from Yara’s both paste thickeners, but after discussing 

with the plant experts the data-analysis was limited 

only to the thickener one. The whole data set contained 

altogether 73 measurements from February -17 to 

February -18. The frequency of the measurements was 

one minute. An MPC-controller to reduce the 

underflow density variation is presented in Kosonen et 

al. (2017). 

As the process data was used, a normal pre-processing 

procedure was needed. The rows containing NaN (not 

a number) were removed. The periods, when the values 

of the pressure difference of paste line (i.e. response 

variable) were not changing, were removed. Four feed 

and three thickener 1 measurements were delayed eight 

hours. The delay was defined by the plant experts. The 

definition was based on their process knowledge. The 

size of the data set was 265 000 rows; from which 

130 000 was chosen for the training and 135 000 for 

the testing. The amount of the variables chosen for the 

modelling was sixteen; the selection was based on the 

data-analysis (reported elsewhere) and the plant expert 

knowledge. 
 

2.3 Modelling 

Multivariate linear regression (MLR) model is given 

by 


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+=++++=
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ˆ 

, (1) 

where y is the output variable that is predicted, xj are 

the input variables and bj are the unknown model 

parameters. As the name indicates, MLR models are 

able to map the linear interactions variables. The model 

may also include the interaction and quadratic terms. A 

more detailed description on MLR can be found for 

example from Rencher and Christensen (2012). 
 

2.4 Variable reduction 

The variable reduction is done based on the statistics 

using p-value as an indicator. The smaller the p-value, 

the higher the significance of the variable is for the 

result. The reduction of the variables is executed so 

that after the first modelling round, the variable with 

the biggest p-value is removed and then the modelling 

is done again and the next variable is removed based 

on p-value. The procedure is repeated as long as the 

modelling result is improving. 

 

2.5 Modelling objective 

The modelling objective for this study was to model 

the paste thickener process using paste line pressure 

difference as an output variable. The changes in this 

variable give good information of the status of process 

and the material in the thickener. The rise in the 

pressure difference often is an indicator that the 

problems in the controllability of the process will occur 

or at least the probability for them is arising. To be 

able to predict this, a good model of a process is 

needed.  Another model was formed using the same, 

reduced variable set as for the first model; the output 

variable was rake torque. 
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2.6 Static and dynamic model 

The basic multivariate linear regression model is called 

a static model. The static model considering the 

average error of the previous ten data points is called a 

dynamic model. 

3 Results and discussion 

3.1 Paste line pressure difference model 

The first modelling result for the training data with the 

sixteen variables is presented in Figure 2. As it can be 

seen, the variation is quite remarkable. 

 
Figure 2. Model result for training data with sixteen 

variables 

 

The test figures for the models with sixteen and six 

variables are presented in Figure 3. The variation of the 

six variables model is a bit smaller and it can follow 

the changes in the process circumstances a bit better. 

Still the variation is remarkable. 

 

 
Figure 3. Test figures with 16 and 6 variables. 

 

For the six variables model two further versions was 

done. The interaction and quadratic terms were allowed 

in those models. The test figures are presented in 

Figure 4. The variations are remarkable. 

 

 

 
Figure 4. Test figures of six variable models with 

interaction and quadratic terms 

 

The modelling error summary for the different models 

is given in Table 1. 

 

Table 1. Modelling error summary 

 

Model 

Average error, 

training 

Average error, 

test 

16 variables 1,0971 1,0518 

13 variables 1,1091 1,0597 

12 variables 1,1102 1,0623 

11 variables 1,1099 1,0574 

10 variables 1,1084 1,0157 

9 variables 1,1157 1,0041 

8 variables 1,1150 1,0062 

7 variables 1,1190 1,0082 

 

As the modelling result didn’t improve remarkably by 

reducing the variables, it was considered that 

something else should be done. As a one possibility, it 

was seen that the short term changes in the process are 

not captured by the current model structure and it could 

be handled by using a simple ten previous data points’ 

error average addition to the model result. The five 

variables model test figures for a static and a dynamic 

model are presented in Figure 5. The model 

performance is improved quite considerably. The 

performance can be found in Table 2. 

 
Figure 5. Test figures of static and dynamic model 
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Table 2. Comparison of a static and a dynamic model 

Model 

Error, 

training 

Error, 

test 

5 variables_static 1,1512 1,0012 

5variables_dynamic 0,3186 0,2667 

 

3.2 Rake torque model 

Another model was formed using rake torque as an 

output variable. The model has four variables and the 

model result of the training data can be seen in Figure 

6. The figure of the test data is presented in Figure 7. 

The figures are presented from the dynamic models. 

The performance of the models can be found in Table 

3. 

 
Figure 6. Model result of training data for dynamic 

model 

 
Figure 7. Test figures of dynamic model 

 

Table 3. Comparison of static and dynamic model 

Model 

Error, 

training 

Error, 

test 

Rake torque 3,8441 3,9536 

Rake torque_dynamic 0,3361 0,3364 
 

Both models give satisfactory results, but there is still 

plenty room for the improvement. Therefore, other 

variables as an output variable should be tested, for 

example, the product of paste line pressure difference 

and rake torque or other combinations. Another 

modelling method should also be considered. 

4 Conclusions 

As the environmental permissions are getting stricter, it 

is important to make the processes in use as effective 

as possible. In this study, the paste thickener process 

was modelled using MLR-method. The modelling 

result was satisfactory. As a result from this study, the 

significant variables effecting on the paste line pressure 

difference were identified. This information can be 

utilized as an input for developing a new control 

strategy. It was still noticed that not all the needed 

variables were available for the modelling purposes. 

One of the phenomena, which are difficult to measure, 

is the changes in the rheology. It would be very useful 

to have a reliable measurement for it. The changes in 

the rheology can be quick and they have a significant 

effect on the pumpability of the paste. That kind of a 

measurement would be very useful on many different 

branches of the industry. 
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Abstract
Operator training simulators (OTS) are a valuable tool

for improving the competence of both process operators

and engineers. As pumps, compressors and turbines are

vital parts of any process plant, accurate modeling of

these machines is crucial for a dynamic process

simulator. The behavior of the machines is usually

described by operating curves provided by the

manufacturer. However, these curves are strictly valid

only for the specific process conditions they were

created for. Accurate prediction of the operation outside

of these specific conditions may present a formidable

challenge. To further improve the accuracy the

NAPCON Simulator, a new dynamic modeling method

was developed for the centrifugal compressors. The

stability of the developed model was verified by

dynamic ramp tests of the operating conditions.

Furthermore, the accuracy of the developed model was

determined by performing process data tests. The results

were promising and, in most cases, an improvement

from the performance of the currently implemented

model.

Keywords: dynamic simulation, operator training

simulator, centrifugal compressors, off-design
operation, exit flow coefficient

1 Introduction

Main features of a training simulator include

sophisticated models of all process units with fast

simulation of various operating states and fault

scenarios. A well-designed OTS allows extensive and

customizable training functionality. High-fidelity

process models that predict accurate thermal

performance and chemical conversion for complex

process equipment ensure realistic process response.

The process model is complemented by automation

models containing process controls, safety functions and

sequence loops. This all is presented to the trainee by a

comprehensively emulated DCS interface complete

with trends and alarms, providing a realistic process

control experience. (Qvist et al, 2018)

NAPCON Simulator is based on an in-house software

called ProsDS, which is programmed in ANSI Common

Lisp. The simulator features a library of all commonly

used process equipment. The high-fidelity process

feedback is achieved by basing the simulation on 

physical phenomena and chemical reactions. The 

process equipment is connected by advanced piping 

network modeling with two-phase flow calculations. 

The process is modeled on hierarchical flowsheets. 

Equipment states as well as connectivity can be 

examined even during active simulation. Calculation 

steps in the process and automation models of less than 

one second provide accurate results of the dynamic 

simulation. The information both inside as well as 

between the process units is updated at each simulation 

interval. 

In ProsDS the pumps are modeled using theoretical 

maximum head at zero flow and pressure loss due to 

flow. The head Hmax can be given either as pressure 

difference or height of fluid column. The pressure loss 

is modeled using the equation for the valve flow 

coefficient CV (m3*s-1*Pa-0.5), which relates the 

pressure loss Δp (Pa) to the volumetric flow 𝑉̇ (m3/s) as 

a quadratic function. The CV value is calculated with 

Equation 1, where SG (-) is the specific gravity of the 

pumped fluid. The operating curve for the pump is thus 

given by Equation 2. A curve of this sort is usually 

accurate enough for pumps around their normal 

operating points. Changes in the rotating speed affect 

the head of the pump quadratically. (Nyholm, 2020) 

𝐶𝑉 = 𝑉̇√
𝑆𝐺

∆𝑝
 (1) 

𝐻 = 𝐻𝑚𝑎𝑥 − 𝑆𝐺
𝑉̇2

𝐶𝑉2
 (2) 

The compressors are currently modeled as pumps 

with some extra features. For compressor curve fitting a 

correction function is used, which takes the actual load 

of the compressor into account. A correction factor for 

the effect of guide vanes is also available. Functions for 

these correction factors are modeled individually for 

each compressor by the person doing the modeling 

work. Any other calculations regarding the operating 

curves are usually carried out as external calculations 

modeled outside of the machine. No automatic curve 

correction for changes in e.g. molecular weight or inlet 

temperature exists in the simulator, these are defined by 

the modeler as external calculations. For compressors in 

general, the curve type should be steeper at higher loads 
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than what the CV-based quadratic curve is. (Nyholm, 

2020) 

The power requirement of the machines is also 

modeled in a simple manner. It is based on the flow and 

pressure difference over the machine, with a 

corresponding efficiency. The outlet temperature is also 

modeled in a simple way, based on either an empirically 

approximated constant or on the inlet and outlet 

pressures. (Nyholm, 2020) 

2 Compressor theory 

The centrifugal compressor consists of an impeller 

inside a casing, an inlet leading the gas to the impeller 

and an exit leading out from the volute surrounding the 

impeller. The impeller may also be surrounded by a 

vaned diffuser, but the diffusers in the machines used in 

the oil refining and petrochemical industries usually 

come without vanes. If the machine consists of multiple 

compression stages, the gas is led from the exit, through 

deswirling vanes, into the inlet of the next impeller. The 

energy of the gas is increased by increasing its speed, 

which is done by the impeller. The diffuser and volute 

then convert the speed to a pressure and temperature 

increase by efficiently reducing the fluid velocity.  

The compressor is characterized by its performance 

map, where the produced head (or discharge pressure), 

efficiency and required power are plotted against the 

inlet volume flow. The manufacturer usually provides a 

number of performance maps valid for varying inlet 

conditions. The compressor has an operating range 

defined between the surge point and choke point.  

Off-design operation of centrifugal pumps based on a 

performance curve can typically be described with 

reasonable accuracy by the affinity laws. (Pettersson et 

al, 1990). Even if centrifugal compressors and pumps 

share many similarities both in operating principles and 

construction, the compressors are more complex 

machines and the affinity laws are not sufficient to 

accurately describe a large operating regime for them. 

In dynamic simulation the machine is subjected to a 

wide range of operating conditions and, thus, the 

operating curve of the machine should be scaled 

smoothly in a user-friendly manner to match the 

governing conditions, while maintaining a sufficient 

accuracy of the predicted performance. As directly 

scaling the performance curves with the affinity laws is 

not viable for compressors, approaches that consider the 

vital machine and operating condition parameters 

influencing the compressor performance are needed for 

an accurate prediction of new performance curves. One 

option is the computationally heavy CFD simulation of 

the machine. Another approach would be to utilize 

empirical correlations for the predictions. However, 

both methods require detailed information of the 

machine geometry, which usually is hard to come by. 

Converting the performance curve to a dimensionless 

form, from which performance curves at new operating 

conditions can be predicted, appears to be the most 

viable option for an accurate implementation in an OTS. 

Using this method, the head is converted into the head 

coefficient ψ (-). For the volume flow either the inlet 

flow coefficient φ1 (-) or the exit flow coefficient φ3 (-) 

is used. Using the inlet flow coefficient, an array of 

dimensionless curves is obtained and, as the impeller tip 

speed Mach number varies, the needed dimensionless 

curve can be interpolated or extrapolated from the curve 

array and the converted back to the sought performance 

curve in natural scale. The aim of utilizing the exit flow 

coefficient is to obtain a single dimensionless 

performance curve for the compressor, which can then 

be used to calculate all the curves in natural scale. The 

advantage with both methods is that only the 

manufacturer performance curves, impeller diameter 

and blade tip height and knowledge of the governing 

process conditions are needed for the predictions. As 

both the impeller diameter and blade tip height are 

typically provided in the datasheet of the machine, the 

difficulties of obtaining information of the detailed 

geometry of the machine can be avoided. 

The presented inlet flow coefficient method requires 

the impeller diameter and the performance maps of the 

manufacturer, as well as the reference conditions for 

these, for transforming the curves to the dimensionless 

variant. The governing process conditions are needed 

for estimation of the new performance curves. The 

impeller tip speed Mach number Mu (-) can be calculated 

by Equation 3, where U (m/s) is the blade tip speed, 

given by Equation 4. The impeller diameter d (m) and 

angular velocity ω (1/s) are used for calculating U. 

Additionally, the isentropic exponent κ (-), 

compressibility Z (-), temperature T (K), universal gas 

constant R (J*kmol-1*K-1) and gas molecular weight 

MW (kg/kmol) are needed for calculating the Mach 

number. The index 1 refers to the compressor inlet. If 

two sets of inlet conditions have equivalent Mach 

numbers, their dimensionless performance curves will 

also be the same. 

𝑀𝑢 =  
𝑈

√𝜅1𝑍1𝑇1
𝑅

𝑀𝑊

 
(3) 

𝑈 = 𝜋𝑑𝜔 (4) 

Conversion of the performance curves themselves is 

done by transforming the polytropic head into the 

dimensionless head coefficient ψ and the volumetric 

flow into the inlet flow coefficient φ1, as described by 

Equations 5 and 6, where Hp (J/kg) is the polytropic 

head. 

𝜓 =
2𝐻𝑝

𝑈2
 (5) 

𝜑1 =
4𝑉̇

𝜋𝑑2𝑈
 (6) 

After the conversion, an array of dimensionless 

operating curves, each corresponding to a certain Mach 
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number, has been obtained. Using Equation 3, a new 

Mach number Mu,new is calculated from the new inlet 

conditions. Based on the relation of the new Mach 

number to the Mach numbers of the previously 

calculated dimensionless curves, the full dimensionless 

curve, consisting of the new head coefficient ψnew and 

the new inlet flow coefficient φ1,new, is created by a 

suitable curve approximation method. Lastly, the actual 

new operating curve, consisting of Hp,new plotted against 

𝑉̇𝑛𝑒𝑤, is calculated from the new dimensionless curve 

using Equations 7 and 8. 

𝐻𝑝,𝑛𝑒𝑤 = 𝜓𝑛𝑒𝑤

𝑈𝑛𝑒𝑤
2

2
 (7) 

𝑉̇𝑛𝑒𝑤 = 𝜑1,𝑛𝑒𝑤𝑈𝑛𝑒𝑤𝑑2
𝜋

4
 (8) 

When operating within the Mach numbers given in 

the design data, using this method the new polytropic 

head curves can be approximated within an accuracy of 

3%. The method does, however, have some weaknesses. 

It is strictly valid only if each stage of the compressor is 

treated separately. In addition, the accuracy of the 

prediction quickly deteriorates if the new dimensionless 

curves are extrapolated from those derived from the 

manufacturer data. (Ravi et al, 2015) 

If the head coefficient ψ is used in conjunction with 

the exit flow coefficient φ3 instead of the inlet flow 

coefficient φ1, the performance of each compressor 

stage can be presented in a single dimensionless curve 

for all conditions up to a critical Mach number. For 

Mach numbers above the critical values, the curves will 

be reduced and lie to the left of the curve for the lower 

Mach numbers. During tests performed for two 

compressors, both the head coefficients and efficiencies 

could be presented in a single curve while operating 

below the critical Mach numbers, even as molecular 

weights of the compressed gas ranged from 29 g/mol to 

365 g/mol. A central finding is that a single gas 

parameter does not affect the flow similarity. Rather, the 

combination of the parameters making up the tip speed 

Mach number is what counts as a flow similarity 

characteristic. (Sheets, 1952; Lüdtke, 2004) 

To calculate φ3 Equation 9 is used, where b2 (m) is 

the impeller blade tip height. Indices 2 and 3 refer to the 

impeller exit and compressor exit, respectively. The 

impeller diameter and blade tip height are usually 

provided in the manufacturer data sheets. The ratio of 

the static volumetric flow rate 𝑉̇3 to the inlet volumetric 

flow rate is given by Equation 10, from which 𝑉̇3 is 

easily solved. The ratio of the temperatures can be 

solved from Equation 11, where m (-) is the polytropic 

temperature exponent. (Liese, 2017; Lüdtke, 2004; 

Sinnot 2005) 

𝜑3 =
𝑉̇3

𝜋𝑑𝑏2𝑈
 (9) 

𝑉̇3

𝑉̇1

=
𝑇3

𝑇1

𝑝1

𝑝3

𝑍3

𝑍1
  (10) 

𝑇3 = 𝑇1 (
𝑝3

𝑝1
)

𝑚

 (11) 

Once the dimensionless curve consisting of ψ and φ3 

has been constructed, the performance curve for the new 

operating conditions can be calculated. Equation 7 is 

used to calculate the new values for the polytropic head. 

The values for the inlet volume flow at the new process 

conditions can be calculated with Equation 12, where 𝑉̇3 

is given by Equation 13. (Nyholm, 2020) 

𝑉̇1 = 𝑉̇3

𝑇1

𝑇3

𝑝3

𝑝1

𝑍1

𝑍3
  (12) 

𝑉̇3 = 𝜑3𝜋𝑑𝑏2𝑈 (13) 

The new temperature ratio is given by Equation 14 

and the new outlet pressure p3 (Pa) is given by Equation 

15. The polytropic index n (-) can be calculated from κ 

and the polytropic efficiency ηp (-) according to 

Equation 16. The value of the polytropic efficiency 

should correspond to the value of φ3. Equation 17 is used 

in the calculation of the compressibilities, where Vm 

(m3/mol) is the molar volume. (Nyholm, 2020) 

𝑇1

𝑇3
=

1

(
𝑝3
𝑝1

)
𝑚  

(14) 

𝑝3 = 𝑝1 × √
𝐻𝑝

𝑅
𝑀𝑊

𝑍𝑎𝑣𝑔𝑇1 (
𝑛

𝑛 − 1
)

+ 1
(

𝑛−1
𝑛 )

  (15) 

𝑛 =
1

1 −
𝜅 − 1
𝜅𝜂𝑝

   
(16) 

𝑍 =
𝑝𝑉𝑚

𝑅𝑇
 (17) 

Once Hp and 𝑉̇1 at the new process conditions are 

calculated for the range of the dimensionless curve, the 

new operating curve is ready for use. Unfortunately, 

even this method is strictly applicable only for a single 

compression stage. A general way to describe the 

operation of the whole compressor in a single curve 

would be a great benefit for accurate dynamic 

simulation, but alas no such thing as an invariant 

performance curve seems to exist for multistage 

compressors. (Lüdtke, 2004) 

The outlet temperature of the compressor can be 

calculated with Equation 11. When not operating at 

critical conditions, m reduces to Equation 18. (Sinnot, 

2005) 

𝑚 =
𝜅 − 1

𝜅𝜂𝑝
  (18) 

For a simple approximation of the compressor power 

consumption P (W), Equation 19 can be used, where h 

(J/kg) is the specific enthalpy of the gas, 𝑚̇ (kg/s) is the 

mass flow and ƞ (-) is the general efficiency of the 

compressor. (Westerlund, 2009) 

SIMS 61

DOI: 10.3384/ecp20176165 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

167



𝑃 =
𝑚̇(ℎ3 − ℎ1)

𝜂
  (19) 

3 Developed dynamic model 

For a dynamic simulator used in operator training, 

correct and accurate behavior is vital. For a single piece 

of process equipment in the model, it is of central 

importance that both the direction and size of the 

dynamic response to changes in the process conditions 

match reality. Bearing in mind that individual process 

equipment are an integral part of a larger process model 

also accentuates the importance of the accuracy of the 

absolute values for e.g. flow and temperature calculated 

by the model, as these affect the downstream process 

model. As long as the dynamic behavior of the model is 

correct, it may be possible to use empiric correction 

factors to adjust the absolute process values to correct 

levels. However, excessive use of such corrections are 

likely to cause further model issues sooner or later. False 

behavior of both individual equipment and the total 

process model are severely detrimental for use of the 

model in both educational and engineering applications. 

The simulator should, at the bare minimum, be able 

to run in real-time, which limits the acceptable 

computational complexity for any single piece of 

machinery or equipment in the process model. As the 

process model needs to be able to handle a plethora of 

operating conditions and upset scenarios, the 

compressor model should also be flexible and robust. 

Changes in the inlet temperature, gas composition, 

pressure and flowrate, rotation speed of the compressor, 

as well as changes in the outlet pressure, should affect 

the compressor operation in an appropriate manner. 

As computationally heavy methods such as CFD 

modeling of the entire machine is not an option for 

dynamic simulation, the best way to accurately calculate 

the operation of the machine would seem to be to use 

the performance curves and determine how they change 

with varying operating conditions. 

The compressor operation is characterized by the 

operating point, outlet temperature and consumed 

power, of which the operating point is most important. 

As such, the focus during development of the new model 

was mainly on calculating the operating point and 

describing its behavior during off-design operation. 

Bearing the mentioned criteria in mind, the exit flow 

coefficient method appeared as the most suitable for 

operating curve prediction. Power and outlet 

temperature calculations were also implemented, but in 

a relatively simple manner. 

The developed method starts off by determining the 

dimensionless operating curve for the compressor. 

Equations 5 and 9 were used to transform the 

manufacturer curves to dimensionless form. A 

simplified form of Equation 10 was used, without the 

compressibilities. Equations 11 and 15 were used for 

calculating the outlet pressure and temperature. In 

Equation 15 the inlet compressibility was used, instead 

of the average. The modeled compressor was modeled 

as a single-stage operation, so only one dimensionless 

curve was used for the entire machine. Calculation of m 

was done with Equation 20. To compensate for the 

reduced assumption made in Equation 18, the polytropic 

efficiency was added. The tuning parameter mcorr (-) was 

also added. This parameter is common for all the curves 

and can be used by the modeler to align them. (Nyholm, 

2020) 

𝑚 =
𝑛 − 1

𝑛𝜂𝑝
𝑚𝑐𝑜𝑟𝑟  (20) 

Once polynomials have been fitted to the 

dimensionless performance curve and the dimensionless 

polytropic efficiency curve, the coefficients of the 

polynomials are given as input to the constructed 

compressor model in ProsDS. The model reads the 

temperature, pressure, molar weight, specific heat 

capacity, molar flow, molar volume and enthalpy from 

the inlet flow. The pressure and enthalpy are read from 

the outlet stream. The dimensionless curve in ProsDS is 

defined as a set of points. The polytropic head and inlet 

volume flow are calculated with Equations 7 and 12. 

The model determines the operating point through 

interpolation with the help of the governing outlet 

pressure and writes the volume flow to the inlet stream. 

Using Equation 21 the compressor model then 

calculates and writes the temperature to the outlet 

stream. The compressibility was tested as a correction 

factor for the outlet temperature. Based on some tests in 

Excel, adding Z to the exponent seemed to improve the 

accuracy of the temperature calculation at design point 

operation. The effect of the correction depends on the 

used equation of state. The power consumption was 

calculated with Equation 22, where 𝜉̇ (mol/s) denotes 

the molar flow and h (J/mol) is the molar enthalpy of the 

stream. (Nyholm, 2020) 

𝑇3 = 𝑇1 (
𝑝3

𝑝1

)
(𝑛−1)/𝑛𝑍

 (21) 

𝑃 = 𝜉̇(ℎ3 − ℎ1) (22) 

The special operating conditions surge and choke 

were also considered in the model, although in a more 

indicative manner. The limits for surge and choke were 

taken as the end points from the manufacturer curves If 

the model predicted surge the flow would drop to zero, 

whereas if choke was predicted the flow would be 

limited at a maximum value. (Nyholm, 2020) 

4 Results 

To evaluate the stability, accuracy and dynamic 

behavior of the constructed model, a series of test were 

performed in the simulator. The results were compared 

to both manufacturer data and process data. Differences 

in the calculated values of κ and Z and the values given 
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by the manufacturer were noted. To determine the effect 

of these differences the model was tested at a number of 

operating points along a single operating curve. It was 

determined that the difference had a lowering effect on 

the predicted operating curve. Effects on the power 

consumption were also investigated. For this, both the 

ideal and Soave-Redlich-Kwong (SRK) equations of 

state were tested. The tests showed that the difference in 

the values increased the power consumption. If the 

values were given as constants matching the process 

data, the SRK equation of state gave better results. If the 

values were calculated by the simulator the ideal 

equation of state gave results closer to the manufacturer 

data. (Nyholm, 2020) 

The model was also subjected to more dynamic tests 

to verify its stability and correct dynamic behavior. 

During these tests, the temperature, pressure and 

molecular weight of the inlet stream as well as the 

pressure of the outlet stream were adjusted by a ramp 

function in the simulator. Some issues could be 

observed when the values were ramped down to 

extremely low, abnormal levels, such as temperatures 

close to absolute zero or pressures close to complete 

vacuum. Around realistic operating regimes the model 

displayed realistic dynamic behavior and smooth 

transitions between surge, normal operation and choke. 

(Nyholm, 2020) 

Once the validity of the concept had been proved in 

Excel and the stability of the constructed model 

ascertained with the dynamic tests, the testing could 

progress to assess the actual accuracy of the model by 

performing the process data tests. Process data of three 

different operating cases was available for the modeled 

compressor. The data of the stream inlet temperature, 

composition and pressure as well as outlet pressure, was 

fed to the test model, which then predicted the inlet 

volume flow, outlet temperature and compressor power 

consumption. The old compressor model implemented 

in ProsDS was tested in parallel to the newly developed 

model for comparison. 

The first case to be tested was the shutdown 

operation. This case was tested twice; once with the 

ideal equation of state and once with the SRK equation 

of state. The predicted mass flow and temperature 

showed a smaller offset form the process data when 

using the ideal equation of state, although the power 

consumption had a somewhat larger offset. As the ideal 

equation overall gave better results it was used in the 

other tests as well.  

During the first test case it was clearly visible that the 

mass flow predicted by the new model was an 

improvement. At conditions close to normal operation 

the predicted flow lies slightly above the measured flow. 

As the process conditions diverge from normal 

operation the offset between the curves can be seen to 

increase. The reason behind this would seem to be 

increasing inaccuracies in the predicted operating 

curves, as the predictions for some of the curves will lie 

more to the left of the manufacturer performance curves 

when moving from the rated operating conditions 

towards conditions resembling the initial circulation 

case. The shape of the trend clearly followed the process 

data better than the predictions of the old model. The 

oscillations seen towards the end of the predicted curve 

are due to the model balancing on the verge of surge. 

 

Figure 1. Test result for the suction mass flow of the 

shutdown case using the ideal equation of state. 

As can be seen in Figure 2 the temperature 

calculation of the old model works quite well. The shape 

of the predicted curve is very similar to that of the 

process data. During normal operation, this prediction is 

slightly better than the new model’s prediction, but as 

the conditions diverge from normal operation the new 

model gives a better prediction. The predicted curves 

have been cut as the machine is turned off, since they 

are no longer accurate after that point. (Nyholm, 2020) 

 

Figure 2. Test result for the outlet temperature of the 

shutdown case. 

The predicted electric current initially lies above the 

process data with a bigger offset than in the SRK test 

case but approaches the process data curve towards the 

end of the operation, as seen in Figure 3. The predicted 

current of the old model differs completely from the 

process data. (Nyholm, 2020) 
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Figure 3. Test result for electric current of the shutdown 

case. 

The test results of the predicted mass flow for the 

normal operation case and the startup case are shown in 

Figure 4 and Figure 5. The new model gives a clearly 

improved prediction compared to the old model, 

although some discrepancy is visible in the startup case, 

where the model is predicting surge for some time at the 

start. The predictions of the outlet temperature and 

electric current behaved in a similar manner as in the 

shutdown case. (Nyholm, 2020) 

 

Figure 4. Test result for the suction mass flow of the 

normal operation case. 

 

 

Figure 5. Test result for the suction mass flow of the 

startup case. 

5 Discussion 

5.1 Benefits 

The benefits of an OTS during the design and 

commissioning phase of a project include functions for 

testing the design of control and safety automation 

systems and functionality of operator user interface 

layouts, virtual testing of process design and changes 

and planning of safe startups and shutdowns. When used 

for operator training, the operators can safely be trained 

for coping with any fault situation. Additionally they 

can be trained in how to operate the facility for maximal 

production efficiency. Increased availability and 

reduced downtime of the process plant are direct 

benefits. (Qvist et al, 2018) 

The improved compressor model will benefit the 

NAPCON Simulator OTS by increasing the accuracy of 

the process models especially during shutdown and 

startup operations. A more accurate performance of the 

models during these operations is crucial for realistic 

response during training scenarios of such situations. 

The new method also allows for a faster modeling of 

the machines, as the need for external calculations are 

reduced. The person doing the modeling will not have 

to search for and tune the correlations between the 

process parameters and compressor performance as 

extensively as previously, as they are already included 

in the model. 

5.2 Future development 

Based on the results of the various tests performed for 

the developed model several areas of improvement were 

identified. These subjects mainly relate to the operating 

curve, outlet temperature calculation and power 

calculation. Based on some preliminary tests, the most 

promising way to address the greater inaccuracies of the 

model, namely the offset of the flow prediction, appears 

to be implementing a method for scaling the polytropic 

efficiency to match the operating conditions. (Nyholm, 

2020) 

6 Conclusions 

A new dynamic simulation model for centrifugal 

compressors was constructed using dimensionless 

operating curves. With the help of a tuning parameter 

the method could be used for a multi-stage compressor 

with promising results. 

The developed model is stable over a wide range of 

operating conditions, supporting the feasibility of the 

selected method of modeling the compressor operation. 

When examining the tests and figures of section 4, it can 

be found safe to claim that modeling of the compressor 

flow and required electric current were substantially 

improved by the developed model. 

The flow and outlet temperature calculations of the 

new model performed better when using the ideal 
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equation of state, while the electric current calculation 

fared better when the SRK equation of state was used. 

When using the SRK method the outlet temperature 

predicted by the developed model seemed better 

compared to the old model’s prediction. When the ideal 

equation of state was used, however, the outlet 

temperature predicted by the old model described the 

process data more accurately for the most part of the 

test. The accuracy of the new model’s temperature 

prediction was better only shortly before the machine 

was shut off or shortly after it was turned on. 

When studying the graphs in section 4, the possibility 

of inaccuracies and various uncertainties pertaining to 

both the manufacturer data and the measured process 

data should be kept in mind. Albeit the developed model 

overall appears to be a clear improvement, it still suffers 

from certain shortcomings and requires further 

development to overcome these issues. 
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Abstract
In this paper, a dynamic model for a granulation process
is developed. A population balance is used to capture dy-
namic particle size distribution in the spherodizer model
and in the rotary drum granulator model. Particle growth
due to layering is assumed in the spherodizer simulation
model, while particle binary agglomeration is taken as the
main granulation mechanism in the rotary drum simula-
tion model. The developed models are 2-dimensional(2D)
models that are discretized in terms of its internal coordi-
nate (particle diameter), external coordinate (axial length
of the granulators). Simulations using the developed mod-
els provide valuable data on dynamic fluctuations in the
outlet particle size distribution for the granulators. In ad-
dition, the simulations results give a valuable information
for the control studies of the granulation process. The
simulation results showed that the extension of the model
from 1D model to 2D model using the discretization of
the external coordinate in the model, introduces a trans-
port delay that is important in control studies.
Keywords: spherodizer, rotary drum, population balance,
dynamic model, time delay

1 Introduction
Granulation processes are used in a wide range of indus-
trial applications, including fertilizer industries. Fertil-
izer manufacturing using the granulation process has re-
ceived considerable research interest during the last few
decades, due to (i) the increasing requirements for effi-
cient production of high quality fertilizers for increased
food production in a growing global population, and (ii)
difficult process control and operation, e.g., among oth-
ers (Herce et al., 2017; Ramachandran et al., 2009; Vali-
ulis and Simutis, 2009; Wang et al., 2006) and (Cameron
et al., 2005) have focused their research on granulation
processes. This paper is focused on the last part of the
mineral fertilizer production, i.e. on the granulation loop.
The granulation loop is used to produce different grades
of fertilizers. A typical schematic of a granulation pro-
cess with the recycle loop is shown in Figure 1. The
granulation loop consists of a granulator, granule classi-
fier (screener), and a crusher. The granulator receives the
fines from the external particle feed, as well as from the

recycled styream. These particle feeds are sprayed with
a fertilizer liquid melt (slurry), and granules are formed.
Different granulation mechanisms depending on the gran-
ulator type and conditions are responsible for these gran-
ule formation.

Process control of granulation loops is challenging.
Typically, the PSD of the granules leaving the granulator
is wider compared to the required PSD of the final prod-
uct. A typical recycle ratio between the off-spec parti-
cles (80 %) and the required product-sized particles (20
%). Thus, it is important to develop a dynamic model that
could further be used in control relevant studies. This pa-
per is focused on developing dynamic models of two types
of granulators, namely spherodizers and rotary drums.
Depending on the granulator type and operating condi-
tions, different granulation mechanisms (granule forma-
tion mechanism) are predominant. In spherodizers, the
main granulation mechanism is particle growth due to lay-
ering. Layering is a continuous process during which par-
ticle growth occurs due to a successive coating of a liq-
uid phase onto a granule. In rotary drum granulators, on
the other hand, particle collision occurs, and thus parti-
cle agglomeration contributes significantly to particle size
change. In this paper, binary particle agglomeration is as-
sumed for population balance (PB) modeling. Binary ag-
glomeration refers to a granule formation mechanism that
occurs due to successful collision of two particles, result-
ing in the formation of a larger, composite particle (Litster
and Ennis, 2004; Vesjolaja et al., 2018).

This paper is an extension of our previous study that is
summarized in (Vesjolaja et al., 2018). Here, the dynamic
model of the granulator is improved by increasing the di-
mensionality of the model, i.e., a 2D model instead of a
1D model is developed. The improved dynamic model
provides valuable data on dynamic fluctuations in the out-
let particle size distribution for the granulators. Thus, the
contributions of this paper are: (i) the 1D model is ex-
tended to the 2D model (ii) developed 2D models are ap-
plied for two types of granulators, spherodizers and rotary
drums, and (iii) two different numerical schemes, a finite
volume scheme and a sectional scheme, are applied to the
developed 2D dynamic models.
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Figure 1. Schematic diagram of granulation loop.
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Figure 2. Graphical representation of the perfectly mixed gran-
ulator.
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Figure 3. Graphical representation of the multi-compartment
granulator. Abreviations: Nz is the number of the compartments
in the granulator; Lg is the length of the granulator.

2 Application of PBE to granulation
process in spherodizers

In the fertilizer production plant under consideration, a
continuous granulation process is used. In an industrial
application, it is relatively easier to work with mass based
population balance equations (PBEs) instead of number
based PBEs due to (i) the PSD in a real plant is typically
measured by sieving and weighting, and (ii) mass based
PBE is more convenient to use from a numerical point
of view due to a huge number of particles compared to
their mass. In addition, the size of the particles is repre-
sented in terms of their diameters (L) since measuring of
PSDs in the plant are based on sieve diameter. A num-
ber based PBE with particle volume as internal coordi-
nate is described in (Ramkrishna, 2000). Thus, it is essen-
tial to convert PBEs from their volume based formulations
to length based formulations. In addition, number based
PBEs should be converted into mass based PBEs. The
mass based PBE for the spherodizer (continuous layering
process) taking particle diameter as the internal coordi-
nate, is formulated as

∂m(L,z, t)
∂ t

=−L3 ∂

∂L

[
G

m(L,z, t)
L3

]
− ∂

∂ z

[
dz
dt

m(L,z, t)
]
.

(1)
where m is the mass density function

[
kg

mm3·[mm

]
. The

first term on the right hand side represents the particle
growth due to layering, while the last term represents a
continuous process and gives the flow of particles through
the granulator. G is the growth rate

[mm
s

]
. Equation 1

is derived by assuming that all particles are ideal spheres
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Figure 4. d50 for influent and effluent.

with a constant solid density ρ .
Here, the particle growth rate for layering (G) is

modeled assuming a linear size-independent growth rate.
Mathematical expressions for a linear size-independent
growth rate are given in Equation 2.

G =
2ṁsl(1−Xsl,i)

ρAp,tot
,

Ap,tot = πn
∫ L=∞

L=0
L2dL,

(2)

where ṁsl is the fresh fertilizer spray rate, Xsl,i is the mois-
ture fraction in the slurry and total Ap,tot is the surface area
of the particles.

2.1 Internal coordinate
Integration of Eq. 1 for i-th size class gives

dMi

dt
= L3

i G ·
[
m
(

t,Li− 1
2

)
−m

(
t,Li+ 1

2

)]
. (3)

For simplicity, in Equation 3, the particle flux term is ne-
glected as it is dependent on the external coordinate (the
discretization of the external coordinate is described in
Section 2.2).

Discretization of the internal coordinate, i.e., discretiza-
tion of the growth term for particle diameter, has been
performed using a finite volume scheme extended by a
flux limiter function. High resolution schemes are consid-
ered to attain higher accuracy than the first order upwind
schemes. In addition, these methods avoid spurious oscil-
lations by applying a high order flux in the smooth regions
and a low order flux near discontinuities (Koren, 1993;
Kumar, 2006). In this paper, a Koren flux limiter function
(KFL) is used to achieve a robust upwind discretization
scheme to Eq. 3. Discretization of the internal coordinate
is performed on a linear grid using the KFL scheme. KFL
scheme for the mass based PBE with the particle diameter
(not volume) as internal coordinate is given in (Vesjolaja
et al., 2018).

2.2 External coordinate
For a continuous granulation process, a plug flow along
the axial direction is assumed. Here, the external coordi-

nate (particle fluxes in and out of the granulator), given by
the term ∂

∂ z

[ dz
dt m(L,z, t)

]
is treated in two different ways

as described below as Case I and Case II, respectively.
Case I: In this simplified case, a concept of output

equivalent inside the granulator is used (Figure 2). This
means that the entire granulator is treated as perfectly
mixed throughout its length (Lg). The whole granulator
is treated as a single compartment with Nz = 1 where Nz
denotes the number of compartments. Thus, the particle
flux term reduces to

∂

∂ z

[
dz
dt

m(L,z, t)
]
= ṁiγi − ṁeγe, (4)

where the particle flux out from the granulator is defined
as

ṁeγe =
mi

τ
γe. (5)

Here, ṁi is the mass flow rate of particles entering the
granulator (influent), ṁe is the mass flow rate of particles
leaving the granulator (effluent), γi is the size distribution
function of the influent, γe is the size distribution function
of the effluent, mi is the mass of the i-th particle size class,
and τ is the retention (residence) time.

Case II: In this case, the granulator is divided into Nz
equally sized compartments, Figure 3. The influent to the
granulator enters the 1-st compartment and the effluent
leaves the granulator from the Nz-th or the last compart-
ment. The particle flux term is discretized by using one of
the finite volume schemes. In this paper, a high resolution
scheme with Koren flux limiter function (KFL) is used to
discretize the spatial domain. For this, the granulator is
divided into Nz uniformly spaced compartments, and each
compartment is assumed to be perfectly mixed. Integration
of the particle flux term for Nz compartments gives

∂

∂ z

(
dz
dt

mi,z

)
= w

∂

∂ z
(mi,z) = w

[
mi,z− 1

2
−mi,z+ 1

2

]
, (6)

where dz
dt = w is the particle velocity along the granulator

and is assumed to be constant inside the granulator. The
approximation of the terms mi,z± 1

2
is then performed using

a KFL scheme (Koren, 1993). The approximation of the
terms mi,z± 1

2
using the KFL scheme is given by Eq. 7 and

Eq. 8.

mi,z− 1
2
≈ 1

∆z

{
Mi,z−1

Li
+

1
2

φ

(
θi− 1

2

)
×
(

Mi,z−1

L3
i

−
Mi,z−2

L3
i

)}
,

(7)

mi,z+ 1
2
≈ 1

∆z

{
Mi,z

Li
+

1
2

φ

(
θi− 1

2

)
×
(

Mi,z

L3
i
−

Mi,z−1

L3
i

)}
,

(8)
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Figure 5. PSD of influent and effluent.

where, Mi is the total mass of the particle in the ith class
and ∆z = Lg

Nz
is the length of the each section in the granu-

lator (Figure 3). The limiter function φ in Eq. 7 and Eq. 8
is defined as

φ (θ) = max
[

0,min
(

2θ ,min
(

1
3
+

2θ

3
,2
))]

, (9)

and parameter θ is defined as

θi− 1
2
=

Mi,z
L3

i
− Mi,z−1

L3
i

+ ε

Mi,z−1
L3

i
− Mi,z−2

L3
i

+ ε

, θi+ 1
2
=

Mi,z+1
L3

i
− Mi,z

L3
i
+ ε

Mi,z

L3
i
− Mi,z−1

L3
i

+ ε

.

(10)

The constant ε is a very small number to avoid division by
zero, e.g. ε = 10−8.

3 Application of PBE to granulation
process in rotary drums

The model for the rotary drum granulator (continuous ag-
glomeration process) includes binary agglomeration of the
particles and is given as

∂m(L,z, t)
∂ t

= B(L,z, t)−D(L,z, t)− ∂

∂ z

[
dz
dt

m(L,z, t)
]
.

(11)
To solve the model, the entire particle size range is divided
into uniformly distributed classes. The particle flux term
(the last term on the right hand side of Eq. 11) is treated
in two different ways as described in detail in Section 2.2.
The agglomeration terms (the first two terms on the right
hand side of Eq. 11) are discretized using the cell aver-
age scheme (Kumar et al., 2006; Kumar, 2006) as well as
Kumar et al.’s new finite volume scheme (Kumar et al.,
2016).

The cell average (CA) scheme was introduced by Ku-
mar (Kumar et al., 2006; Kumar, 2006) and it belongs to
the sectional methods of discretization. In the CA scheme,
at first the total birth of particles in each cell denoted is
computed. Then the average volume of the newly formed

particles in each cell is calculated. The next step in the
CA scheme is to assign the total birth of particles appro-
priately to different cells depending on the position of the
average volume of all newborn particles relative to the
cell center volume. However, the CA scheme discussed
in (Kumar et al., 2006; Kumar, 2006) is valid when the
particle volume represents the internal coordinate. Thus,
the volume based formulation of the CA scheme should
be transformed into the diameter based formulation of the
CA scheme. For this, the zeroth moment (total number of
particles), and the third moment (total mass of particles)
has been chosen to be conserved (compared to zeroth and
first moments for volume based definition). Mathemati-
cal expressions of diameter based formulation for the CA
scheme are given in (Vesjolaja et al., 2018).

Kumar et al.’s new finite volume scheme (Kumar et al.,
2016) is based on the finite volume approach proposed by
(Forestier and Mancini, 2012). Recently, new approach
of solving PBE was proposed in (Kumar et al., 2016).
This scheme is an accurate and efficient discretization
method for agglomeration tern discretization. It has an
improvement over the finite volume scheme proposed by
(Forestier and Mancini, 2012) since it provides better so-
lution of several moments in addition to the mass conser-
vation property. Mathematical formulations are given in
(Kumar et al., 2016).

Table 1. Parameters used for simulating granulation in
spherodizers

Parameter Spherodizer

Range of L [mm] 0-8
Number of cells 80
Grid type linear
ρ [kg· m−3] 1300
Length of granulator [m] 10
τ [min] 10
ṁsl,i [kg· h−1] 100
Xsl,i 0.05
Time step for RK4 [s] 20

In this paper, the agglomeration kernel (β ) is defined
using the Kapur agglomeration kernel model (Kapur,
1972) by taking a= 2 and b= 1. Using the diameter based
formulation, the agglomeration kernel takes the form

βik =

(
6
π

) 2
3 1

ρ
β0Kik, (12)

where the term
( 6

π

) 2
3 1

ρ
arises during the conversion from a

number-based formulation to the mass-based formulation
of PBEs, β0 is the particle size independent part of the ag-
glomeration kernel, and Kik is the particle size dependent
part of the agglomeration kernel as shown in Eq.13.

Kik =
(Li +Lk)

2

LiLk
, (13)
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Figure 6. PSDs at the outlet of the spherodizer for different number of compartments.

4 Simulation Results and Discussion
4.1 Simulation Setup
The semi-discrete form (set of ODEs) of the PBEs ob-
tained from particle class size and spatial discretizations
are solved using a 4-th order Runge-Kutta method with
fixed time step. Dynamic simulations are performed us-
ing MATLAB (MATLAB, 2017). The parameters used to
simulate the application of PBE to the fertilizer granula-
tion process in spherodizers and rotary drums are given in
Table 1 and Table 2 respectively .

Table 2. Parameters used for simulating granulation in rotary
drums.

Parameter Rotary drum

Range of L [mm] 0-8
Number of cells 80
Grid type linear
ρ [kg· m−3] 1300
β0 [s−1] 1.0 ·10−11

Length of granulator [m] 6
τ [min] 6
ṁsl,i [kg· h−1] 100
Xsl,i 0.05
Time step for RK4 [s] 20

4.2 Simulation results for granulation in
spherodizers

The granulation process in spherodizers is simulated for
two simulation cases: Case I where the entire granulator

Table 3. Comparison of the computational time (in seconds)
with different numerical schemes for rotary drum simulations.

Numerical scheme β = β0 β = βik

CA with Nz = 1 3.3 6.0
CA with Nz = 3 9.0 17.0

NFV with Nz = 1 3.6 6.2
NFV with Nz = 3 9.1 17.3

is assumed ’perfectly mixed’, and Case II where the entire
granulator length is divided into uniformly sized compart-
ments as described in Section 2.2.

The mass based formulation of the PBE with diameter
representing the particle size, is used, and the spherodizer
is a continuous process with influent and effluent. Table 1
lists the simulation settings and parameters values. Sim-
ulation results are presented by particle size distribution
(PSD) plots in terms of particle diameter, as well as by
particle median diameter d50. The values of d50 are ob-
tained from the cumulative mass distribution. Linear in-
terpolation is used to extract d50 values that correspond to
intercept for 50 % of cumulative mass.

Simulation results obtained for the application of the
PBEs in spherodizers is depicted in Figure 4, Figure 5
and Figure 6. Figure 4 and Figure 5 shows the change
in particle sizes that occurs during a continuous granu-
lation process in the perfectly mixed spherodizer (solu-
tion of the PBE is found using KFL scheme). Clearly,
the particles grow in size inside the granulator. As a re-
sult, d50 of the effluent is larger than d50 of the influent,
Figure 4, and more of coarse-sized particles is produced,
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Figure 7. d50 at the outlet of the spherodizer for different number of compartments.
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Figure 8. Simulation results for d50 with size-dependent
and size-independent agglomeration kernels assuming perfectly
mixed drum granulator.

Figure 5. Simulation results with the inclusion of spa-
tial discretization of the granulator are depicted in Fig-
ure 6 and Figure 7. In Figure 6, PSDs of the effluent at
the outlet of the granulator with different number of com-
partments (Nz) are compared. The PSD plot with Nz = 50
can be considered as a reference plot since no change in
PSD is observed when increasing the number of compart-
ments in the granulator (PSD plot with Nz = 100). Dif-
ferences in PSDs appear mainly for the coarser particle
fractions (with L > 1.5 mm), while for the finer particles
(with L < 1.5 mm), the perfectly mixed granulator gives
accurate enough results. Figure 7 shows d50 of the efflu-
ent as a step change in the influent is given. In a multi-
compartment granulator a time delay is introduced as a
step change of d50 in influent is given. Thus, inclusion of
the spatial discretization could be important for develop-
ment of a control-relevant dynamic model of the graula-
tor. Based on Figure 6 and Figure 7, it can be concluded
that diving the whole granulator space in 3 compartments
could be sufficient to achieve a sufficiently accurate model

compared to the perfectly mixed granulator (Nz = 1). The
only disadvantage of discretizing the granulator in space
is the increased computational time. As the value of Nz
increases, i.e., as the number of compartments in the gran-
ulator increases, the computational time also increases. In
particular, with a standard PC used for the simulation (i5
with 4 cores, 8 GB RAM and 2.1 GHz CPU), the com-
putational time for one-compartment granulator was 0.5 s,
and for the three-compartment granulator was 0.9 s (about
2 times more).

4.3 Simulation results for granulation in ro-
tary drums

The granulation process in drum granulators is simulated
using the CA scheme, as well as the NFV scheme. Similar
to the spherodizers, the simulations have been performed
for a multi-compartment drum granulator model and also
with the perfectly mixed assumption. The mass based for-
mulation of the PBE with particle diameter representing
the size, is used to assess the PSD. The simulation results
are also compared for a size-independent (β = β0) and a
size-dependent (β = βik) agglomeration kernel.

With the perfectly mixed assumption, i.e., for Nz = 1,
the simulation results are depicted in Figure 8. As ex-
pected, the CA scheme and the NFV scheme produce
similar results (d50 of the effluent) for both the size-
independent and the size-dependent agglomeration ker-
nels. Due to binary agglomeration, the particles grow
in size. However, with the size-dependent agglomeration
kernel, the d50 of the effluent is higher than with the size-
independent constant kernel.

Simulation results for the multi-compartment drum
granulator model are shown in Figure 9. Figure 9 com-
pares the PSD of the influent, as well as PSDs of the ef-
fluents that correspond to each of the compartments of the
granulator. Clearly, particles in the first compartment are
smaller in size compared to the second and third compart-
ments of the granulator. Particles increase in their sizes
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Figure 9. PSD for influent/effluent in 3-compartment drum
granulator with the CA scheme.

as they are transported along the granulator, and as a re-
sult, the coarser fractions of the particles increase while
their finer fractions decrease. The computational time is
also compared for different choices of Nz as listed in Ta-
ble 3. As expected, the computational time needed for
solving the model increases with increasing the number
of compartments in the drum granulator. This observation
is valid with both the CA and the NFV schemes used to
solve the model, and for both types of agglomeration ker-
nels. However, inclusion of the size-dependent agglomer-
ation kernel increase the computational time significantly:
it takes almost twice the time to obtain the solution with
size-dependent agglomeration kernel (β = βik) compared
to the size-independent kernel β = β0.

5 Conclusions

In this paper, the population balance equations for the
spherodizer and the rotary drum granulator were devel-
oped. To account for property inhomogeneity in the
granulators, multi-compartment models of the granulators
were also developed. The simulation results showed that
the discretization of the external coordinate (axial length
of the granulator) in the model, introduces a transport
(time) delay from the inlet of the granulator to its out-
let. Inclusion of the correct transport delay is important
for control studies. However, the ability of the model to
capture transport delay inside the granulator comes with
the cost of increased computational time. Two different
discretization schemes, namely Kumar’s new finite vol-
ume scheme and the cell average scheme showed similar
simulation results in terms of the model solution accuracy
and computational time. Model solution was obtained rel-
atively fast for both simulation scenarios: with the con-
stant agglomeration kernel and with the size-dependent
agglomeration kernel. Thus, the developed models and
model solution techniquies can be used for further control-
relevant studies.

6 Acknowledgment
The economic support from The Research Council of
Norway and Yara Technology Centre through project no.
269507/O20 ’Exploiting multi-scale simulation and con-
trol in developing next generation high efficiency fertilizer
technologies (HEFTY)’ is gratefully acknowledged.

References
I.T. Cameron, F.Y. Wang, C.D. Immanuel, and F. Stepanek. Pro-

cess systems modelling and applications in granulation: A
review. Chemical Engineering Science, 60(14):3723–3750,
2005.

L. Forestier and S. Mancini. A finite volume preserving scheme
on nonuniform meshes and for multidimensional coales-
cence. SIAM Journal of Scientific Computing, 34(6), 2012.
doi:10.1137/110847998.

C. Herce, A. Gil, M. Gil, and C. Cortés. A cape-taguchi com-
bined method to optimize a npk fertilizer plant including pop-
ulation balance modeling of granulation-drying rotary drum
reactor. In Computer Aided Chemical Engineering, vol-
ume 40, pages 49–54. Elsevier, 2017.

PC Kapur. Kinetics of granulation by non-random coalescence
mechanism. Chemical Engineering Science, 27(10):1863–
1869, 1972.

B. Koren. A robust upwind discretization method for advec-
tion, diffusion and source terms. In C. B. Vreugdenhil
and B. Koren, editors, Numerical Methods for Advection-
Diffusion Problems, Notes on Numerical Fluid Mechanics,
pages 117–138. 1993.

J. Kumar. Numerical approximations of population bal-
ance equations in particulate systems. PhD thesis,
Otto-von-Guericke-Universität Magdeburg, Universitätsbib-
liothek, 2006.

J. Kumar, M. Peglow, G. Warnecke, S. Heinrich, and L. Mörl.
Improved accuracy and convergence of discretized popula-
tion balance for aggregation: The cell average technique.
Chemical Engineering Science, 61(10):3327–3342, 2006.

J. Kumar, G. Kaur, and E. Tsotsas. An accurate and efficient
discrete formulation of aggregation population balance equa-
tion. Kinetic & Related Models, 9(2), 2016.

J. Litster and B. Ennis. The science and engineering of gran-
ulation processes, volume 15. Springer Science & Business
Media, 2004.

MATLAB. 2017a. The MathWorks, Inc., Natick, Mas-
sachusetts, United States., 2017.

R. Ramachandran, C.D. Immanuel, F. Stepanek, J.D. Litster, and
F.J. Doyle III. A mechanistic model for breakage in popula-
tion balances of granulation: Theoretical kernel development
and experimental validation. Chemical Engineering Research
and Design, 87(4):598–614, 2009.

D. Ramkrishna. Population balances: Theory and applications
to particulate systems in engineering. Academic press, 2000.

SIMS 61

DOI: 10.3384/ecp20176172 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

178

https://doi.org/10.1137/110847998


G. Valiulis and R. Simutis. Particle growth modelling and simu-
lation in drum granulator-dryer. Information Technology and
Control, 38(2), 2009.

L. Vesjolaja, B. Glemmestad, and B. Lie. Population balance
modelling for fertilizer granulation process. Proceedings of
The 59th Conference on Simulation and Modelling (SIMS
59), 26-28 September 2018, Oslo Metropolitan University,
Norway, 2018.

F.Y. Wang, X.Y. Ge, N. Balliu, and I.T. Cameron. Optimal con-
trol and operation of drum granulation processes. Chemical
Engineering Science, 61(1):257–267, 2006.

SIMS 61

DOI: 10.3384/ecp20176172 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

179



Solving the population balance equation for granulation processes:
particle layering and agglomeration

Ludmila Vesjolaja1 Bjørn Glemmestad2 Bernt Lie1

1Department of Electrical Engineering, IT and Cybernetics, University of South-Eastern Norway,
{ludmila.vesjolaja,bernt.lie}@usn.no

2Process Modeling and Control Department, Yara Technology Center, Norway, bjorn.glemmestad@yara.com

Abstract
Granulation processes are frequently used in the fertilizer
industry to produce different grades of mineral fertilizers.
Large recycle ratios and poor product quality control are
some of the problems faced by such industries. Thus, for
real time model based process control and optimization, it
is necessary to find an appropriate numerical scheme can
find solution of the model sufficiently accurate and fast.
In this study, population balance principles were used to
model particle granulation processes. Different numeri-
cal schemes were tested to find simple yet sufficiently ac-
curate solution schemes for population balance equation.
Numerical schemes were applied to find the solution of
both the layering term and the agglomeration term that
appear in the population balance equation. The accura-
cies of the numerical schemes were assessed by compar-
ing the numerical results with analytical, tractable solu-
tions. Comparison of the accuracy of numerical schemes
showed that a high resolution scheme with Koren flux lim-
iter function might be a good choice for the layering term
discretization, while a cell averaging technique and a new
finite volume method of Kumar et al. (2016) produce a
sufficiently accurate solution for the agglomer-ation term
discretization.
Keywords: population balance, numerical scheme, layer-
ing, agglomeration

1 Introduction
Granulation is a particle enlargement process during
which fine particles and/or atomizable liquids are con-
verted into granules via a series of complex physical pro-
cesses (Litster and Ennis, 2004). Here, the focus is on
modeling a granulation process used for mineral fertilizer
production. In the fertilizer industry, depending on desired
product properties, different types of granulators are used,
e.g., spherodizers and drum granulators.

Formation of the particles (granulation mechanisms)
depends on the granulator type and operating condi-
tions. Particle growth due to layering is predominant in
spherodizers. Layering is a continuous process (differen-
tial growth) during which particle growth occurs due to a
successive coating of a liquid phase onto a granule (Lit-
ster and Ennis, 2004). In drum granulators, on the other

                        

      
    

(i-1)th

class

(i) th

class
(i+1)th

class

Figure 1. Size discretization into classes (cells) using linear
grid.

hand, particle collision occurs, and thus particle agglom-
eration contributes significantly to particle size change. In
this paper, binary particle agglomeration is assumed for
population balance (PB) modeling. Binary agglomeration
refers to a particle growth mechanism that occurs due to
successful collision of two particles, resulting in the for-
mation of a larger, composite particle. Thus, the agglom-
eration results in a reduction of the total number of parti-
cles, while the total mass remains conserved (Litster and
Ennis, 2004).

The operation of granulation plants at an indus-
trial scale can be challenging (Litster and Ennis, 2004;
Radichkov et al., 2006; Heinrich et al., 2003). Periodic
instability associated with the operation of the granula-
tion circuit has been reported. This causes the particle size
distribution (PSD) flowing out of the granulator to oscil-
late, thus making it difficult to maintain the desired prod-
uct quality, e.g., particle size. Thus, to address and solve
these challenges, it is essential to have a dynamic model
of the granulator that can further be used to design opti-
mal control structures. The model should be both simple
and sufficiently accurate to reflect the underlying phys-
ical mechanisms that take place in the granulator. The
resulting population balance equations (PBEs) are non-
linear in nature and are challenging to solve. Analytical
solutions of these PBEs are available only for ideal and
simplified cases, and thus for most of the cases, numer-
ical methods are needed to solve such PBEs. For real
time model based process control and optimization, it is
necessary to find an appropriate numerical scheme that is
sufficiently accurate and fast. Therefore, the main focus
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of this paper has been (i) investigation of the accuracy
of different numerical schemes that are suitable for dis-
cretizing PBEs by comparing the numerical results with
analytically tractable solutions; (ii) application of various
finite volume techniques (first order upwind, second or-
der central difference, and a high resolution scheme) to
the growth by a layering process; (iii) application of dif-
ferent sectional methods (Hounslow method, cell average
technique, fixed pivot scheme), and a new finite volume
method of Kumar et al. (2016) to the agglomeration
process.

2 Population Balance Equation (PBE)
Population balance (PB) is frequently used to describe
dynamics of particle property distributions, e.g., particle
size distribution, moisture content in particles and poros-
ity (Ramkrishna, 2000). The general form of a number
based PBE with particle size (x) as the internal coordinate,
spatial variation (z) as the external coordinate, and time t
as time coordinate is represented as

∂n(x,z, t)
∂ t

=− ∂

∂x
[Gn(x,z, t)]+B(x,z, t)−D(x,z, t)

− ∂

∂ z

[
dz
dt

n(x,z, t)
]
, (1)

where n(x,z, t) is the number density function[
no

mm3·[internal coordinate]

]
. The first term on the right

hand side represents the particle growth due to layering,
the second and third terms stand for particle birth and
death, respectively, due to agglomeration, while the last
term represents a continuous process and gives the flow
of particles through the granulator. G is the growth rate[ internal coordinate

s

]
(Ramkrishna, 2000). The birth B and

death D terms usually include integrals that lead to partial
integro-differential equations which make the solution of
the PBEs complicated. Mathematical expressions for birth
and death terms are shown in Section 4 when describing
different numerical schemes for binary agglomeration.
Further simplifications of the general PBE (Eq. 1) are
possible and are dependent on the nature of the process
taken into consideration.

At this point, it is convenient to define moments of par-
ticle size distributions that will be used later for discussion
of the simulation results. The l-th moment of the PSD is
defined as

µ
l =

∫
∞

0
xln(x)dx. (2)

The first moments are of particular interest. Depend-
ing on the choice of internal coordinate (e.g., particle vol-
ume or particle length) the moments are related to the total
number, length, area, and volume of particles.

3 Numerical schemes for layering
term discretization

PBEs are non-linear in general and analytical solutions
are available only for simplified processes. Thus, a sim-
ple 1-D batch process for which an analytical solution is
available is modeled so that the accuracy of the numerical
schemes can be reliably evaluated. In a batch granulation
process there is no continuous particle flow through the
granulator. If the particle size change in the granulator is
mainly due to layering (e.g., in spherodizers), and the size
of a particle is represented by its volume v, then Eq. 1
reduces to

∂n(v, t)
∂ t

=− ∂

∂v
[Gn(v, t)] . (3)

In Eq. 3, the concept of perfect mixing inside the granu-
lator is applied: particle property (e.g., size distribution)
inside the granulator is the same at every point inside the
granulator. In this paper, the solution to PBEs contain-
ing growth term G (Eq. 3) is found by transforming the
partial differential equation (PDE) into a system of ordi-
nary differential equations (ODEs), i.e., by reducing the
dimensionality of the problem with respect to the particle
size. The set of ODEs can then be solved using an appro-
priate time integrator. In this paper, a Runge-Kutta 4-th
order (RK-4) time integration method is used for all sim-
ulations.

For particle size discretization, first the particles are
classified into Nc particle classes which are numbered by
i ∈ {1,2, ...Nc} classes (cells) using a linear grid as shown
in Figure 1.

Here, i represents the i-th particle class, vi is the volume
of the particle of the i-th class, vi± 1

2
is the left and the right

boundaries of the i-th class, and 4v = vi+ 1
2
− vi− 1

2
is the

size of the classes. The dots in each class (Figure 1) repre-
sent the cell centers. Secondly, an appropriate numerical
scheme is applied to convert Eq. 3 into set of ODEs. Inte-
gration of Eq. 3 over cell i from vi− 1

2
to vi+ 1

2
gives

dNi(t)
dt

= G
(

vi− 1
2

)
n
(

vi− 1
2
, t
)
−G

(
vi+ 1

2

)
n
(

vi+ 1
2
, t
)
.

(4)
In a simplified case, a solution of Eq. 4 can be found an-
alytically: The particle growth due to layering in a batch
process does not change the total number of particles in
the batch, but only the particle volume is changed. If t de-
notes the time for particle growth, vinitial denotes the ini-
tial volume of the particles (for all classes), and G is the
constant growth rate, then the new volume (vnew) of the
particles after the growth due to layering is given as

vnew = vinitial + t ·G. (5)

However, in real applications, analytical solutions are dif-
ficult to obtain, and, thus various numerical schemes are
applied to approximate the right hand side of Eq. 4. The
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PBE represented by Eq. 3 is a hyperbolic equation due
to the layering term, and Eq. 3 can be approximated us-
ing a finite volume scheme that automatically incorporates
conservation of number in a growth process.

In this paper, three finite volume schemes are compared
for particle size discretization, namely a first order upwind
scheme (FU) and a second order central difference scheme
(SCD). The first order upwind (FU) scheme uses the ap-
proximation defined by Eq. 6 and 7:

n
(

vi− 1
2
, t
)
≈ 1

∆v
[Ni−1(t)] , (6)

and

n
(

vi+ 1
2
, t
)
≈ 1

∆v
[Ni(t)] . (7)

Thus, approximation of Eq. 4 using the FU scheme leads
to

dNi

dt
≈ 1

∆v

[
G
(

vi− 1
2

)
Ni−1(t)−G

(
vi+ 1

2

)
Ni(t)

]
. (8)

Assuming constant growth rate in all cells, Eq. 8 simpli-
fies to

dNFU
i

dt
≈ G

∆v
[Ni−1(t)−Ni(t)] . (9)

The second order central difference (SCD) scheme uses
the approximation

n
(

vi− 1
2
, t
)
≈ 1

∆v
[Ni−1(t)+Ni(t)]

2
, (10)

and

n
(

vi+ 1
2
, t
)
≈ 1

∆v
[Ni(t)+Ni+1(t)]

2
. (11)

Thus, discretization of Eq. 4 over a cell i using the SCD
scheme results in

dNSCD
i
dt

≈ G
∆v

[Ni−1(t)−Ni+1(t)]
2

, (12)

where particle growth G is assumed constant in all the
cells.

A finite volume scheme that is extended by a flux lim-
iter is also applied to Eq. 4 to reduce the dimensionality
of the PBEs with respect to the particle size. In particu-
lar, the Koren flux limiter function (Koren, 1993) is used
to achieve a robust upwind discretization scheme to Eq.
4. High resolution schemes are considered to attain higher
accuracy than the first order upwind schemes. In addition,
these methods avoid spurious oscillations by applying a
high order flux in the smooth regions and a low order flux
near discontinuities (Koren, 1993; Kumar, 2006). Assum-
ing constant G in all cells, Eq. 4 can be discretized with
the Koren scheme as

dNKFL
i

dt
≈ G ·

[
n
(

vi− 1
2

)
−n
(

vi+ 1
2

)]
, (13)

where,

n
(

vi− 1
2
, t
)
≈ 1

∆v
[Ni−1(t)

×1
2

φ

(
θ̃i− 1

2

)
· (Ni−1(t)−Ni−2(t))

]
, (14)

and

n
(

vi+ 1
2
, t
)
≈ 1

∆v

[
Ni(t)+

1
2

φ

(
θ̃i+ 1

2

)
· (Ni(t)−Ni−1(t))

]
.

(15)
Here, φ is the limiter function defined as

φ

(
θ̃

)
= max

[
0,min

(
2θ̃ ,min

(
1
3
+

2θ̃

3
,2

))]
. (16)

Parameter θ̃ is defined as,

θ̃i− 1
2
=

Ni−Ni−1 +χ

Ni−1−Ni−2 +χ
, θ̃i+ 1

2
=

Ni+1−Ni +χ

Ni−Ni−1 +χ
, (17)

with a very small constant χ (e.g., 10−8) to avoid division
by zero.

4 Numerical schemes for agglomera-
tion term discretization

PBE for a batch agglomeration process using the particle
volume as internal coordinate is given by

∂n(v,z, t)
∂ t

= B(v,z, t)−D(v,z, t) . (18)

Here, the particle birth (B) and death (D) due to binary ag-
glomeration are modeled using the Hulburt and Katz for-
mulation (Hulburt and Katz, 1964). For a pure agglomer-
ation process, the Hulburt and Katz equation (Hulburt and
Katz, 1964) is given as

∂n(t,v)
∂ t

= B−D =

1
2

∫ v

0
β (t,v− ε,ε)n(t,v− ε)n(t,ε)dε

−n(t,v)
∫

∞

0
β (t,v,ε)n(t,ε)dε. (19)

Equation 19 represents a 1-D batch process assuming per-
fect mixing inside the granulator. In Eq. 19, β is the
agglomeration rate (kernel) that defines the collision fre-
quency of the two particles with volumes v and v− ε .

Agglomeration is a discrete event, and PB modeling
of the agglomeration process results in partial integro-
differential equations. The integral function appears in the
birth (B) and death (D) terms in Eq. 19. Such systems
are difficult to solve, and analytical solutions are avail-
able only for a limited number of simplified problems.
Some of the analytical solutions for different initial condi-
tions and different agglomeration kernels (e.g., constant,
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sum and product kernels) are given in Scott (Scott, 1968).
Here, for simplicity, the performance of different numeri-
cal schemes has been assessed using a constant agglomer-
ation kernel with an exponential initial distribution:

n(v,0) =
N0

v0
exp
(
−v
v0

)
, (20)

is given as

n(v, t) =
4N0

v0 (ϖ +2)2 exp
(
−2κ

(ϖ +2)

)
, (21)

In Equations 20 and 21, N0 and v0 represent the initial
number of particles per unit volume and initial mean vol-
ume of the particles. The dimensionless volume unit κ ,
and the dimensionless time variable ϖ are given by Eq.
22:

κ =
v
v0
, and ϖ = N0β0t. (22)

As a result of particle agglomeration, the total number of
particles reduces while the total mass remains constant.
The main challenge is to find/develop approximation tech-
niques that would assign the newborn particles accurately
while conserving the chosen moments. To achieve this,
various numerical methods for expressing the agglomera-
tion term in PBEs are developed, among others the method
of moments, the method of successive approximations, the
finite volume methods, and the sectional methods. A re-
view of various numerical techniques is summarized in
(Ramkrishna, 2000). This paper focuses on applying dif-
ferent sectional methods, as well as a newly developed fi-
nite volume technique by Kumar et al.’s (Kaur et al., 2017;
Singh et al., 2015; Kumar et al., 2016).

Approximation of the continuous size distribution by a
finite number of size sections (cells) has been made using
a geometric type grids, i.e., the whole particle size inter-
val is divided into a finite number of cells (classes) using
geometric progression. This type of grid has been chosen
because Hounslow’s discretization method, one of the nu-
merical schemes being compared, can be applied only to
geometric type grids. The choice of numerical schemes
has been made based on suitability for further applica-
tion of the model for control purposes, i.e., the scheme
should posses simplicity in implementation and be suffi-
ciently fast (low computation time), while producing rela-
tively accurate numerical results.

4.1 Hounslow’s scheme
According to Hounslow’s discretization scheme (Houn-
slow et al., 1988), the approximation of the continuous
size distribution by a finite number of cells is performed
using a geometric grid with a factor of two in size, i.e.,
vi+1 = 2vi. Hounslow’s discretization scheme (H) is based
on four binary interaction mechanisms that can contribute
to changes of particles number in the i-th cell. Two of
these four mechanisms change the number of particles due

to particle births in the i-th cell, while the other two mech-
anisms contribute for particle deaths in the i-th cell. Ap-
plication of the H scheme to the agglomeration process
(Eq. 19) gives the total rate of change of particles in each
i-th cell as

dNH
i

dt
=

i−2

∑
j=1

2 j−i+1
βi−1, jNi−1N j +

1
2

βi−1,i−1N2
i−1−

Ni

i−1

∑
j=1

2 j−i
βi, jN j−Ni

Nc

∑
j=i

βi, jN j. (23)

Here, the first term on the right hand side represents the
births of particles that are formed due to collision of par-
ticles in the (i−1)-th cell with the particles from the first
to the (i− 2)-th cells. The second term on the right hand
side stands for the births of particles that are born in cell
i by the collision between two particles in the (i− 1)-th
cell. The last two terms in Eq. 23 accounts for the death
of particles in the i-th cell.

4.2 Cell average scheme
The cell average (CA) scheme was introduced by Kumar
(Kumar et al., 2006; Kumar, 2006). The CA scheme can
be applied to both a geometric grid and a linear grid.
Here, a geometric grid discretization has been chosen to
be able to compare simulation results with the Hounslow’s
scheme. In the CA scheme, at first the total birth of parti-
cles in each cell denoted by Bi is computed:

Bi =
Nc,i

∑
j=1

B j
i =

j>k

∑
j,k

(
1− 1

2
δ jk

)
β jkN jNk, (24)

where the two aggregating particles with volumes v j and
vk should fulfill the condition vi− 1

2
≤ v j + vk ≤ vi+ 1

2
; δ jk

is the delta Dirac function such that δ jk = 1 for j = k, oth-
erwise δ jk = 0; β jk is the agglomeration kernel for binary
agglomeration of particles from the j-th and the k-th cells.

Then the average volume of the newly formed particles
in each cell denoted by v̄i is calculated. The average vol-
ume of the particle is then given as

v̄i =
∑

Nc,i
j=1 y j

i B j
i

Bi
=

[
∑

j>k
j,k

(
1− 1

2 δ jk
)

β jkN jNk (v j + vk)

∑
j>k
j,k

(
1− 1

2 δ jk
)

β jkN jNk

]
.

(25)
The next step in the CA scheme is to assign the total

birth of particles Bi appropriately to different cells depend-
ing on the position of the average volume of all newborn
particles relative to the cell center volume vi. In total,
there are four birth contributions at node vi: two coming
from the i-th cell itself (when v̄i < vi and v̄i > vi), and two
from the neighboring (i−1)-th and (i+1)-th cells (when
v̄i−1 > vi−1 and v̄i+1 < vi+1). To combine all the possi-
ble birth contributions, for convenience the dimensionless
term λ

±
i (v) is introduced:

λ
±
i (v) =

v− vi±1

vi− vi±1
. (26)
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The discretized PBE using the CA technique takes the
form of

dNi

dt
= BCA

i −DCA
i , (27)

where

BCA
i = Bi−1λ

−
i (v̄i−1)H (v̄i−1− vi−1)

+Biλ
−
i (v̄i)H (vi− v̄i)+Biλ

+
i (v̄i)H (v̄i− vi)

+Bi+1λ
+
i (v̄i+1)H (vi+1− v̄i+1) , (28)

and

DCA
i = Ni

Nc

∑
k=1

βi,kNk. (29)

Here, the Heaviside step function H is given as

H (v) =


1, if v > 0
1
2 , if v = 0
0, if v < 0.

(30)

4.3 Fixed pivot scheme
The fixed pivot (FP) technique was developed by Kumar
and Ramkrishna (Kumar and Ramkrishna, 1996). The
scheme is based on the Hounslow’s method, however, the
disadvantage of using only geometric grids with Houn-
slow’s method is eliminated in the fixed pivot scheme.
This scheme can be used with any type of grid includ-
ing linear grids. Here, for comparison of numerical solu-
tions, the same geometric grid as in the Hounslow and CA
schemes has been chosen. The main difference between
the FP and CA schemes is in assigning the new-born par-
ticles to the cells. In the FP scheme, each individual birth
in a cell is directly assigned to the appropriate cells, un-
like in the CA scheme where the average volume of all the
newly born particles is first calculated, and then only the
assignment of the particles is performed.

The discrete form of the PBE with the FP scheme is
then written as (Kumar and Ramkrishna, 1996)

dNi

dt
= BFP

i −DFP
i , (31)

where

BFP
i =

j>k

∑
j,k

(
1− 1

2
δ jk

)
η (ṽ)β jkN jNk, (32)

such that vi−1 ≤ v j + vk ≤ vi+1 and

DFP
i = DCA

i = Ni

Nc

∑
k=1

βi,kNk. (33)

Here, ṽ = vk + v j and β j,k = β (t,v j,vk) is the agglomer-
ation kernel. The expression η (ṽ) for each particle birth
assignment is given by Eq. 34,

η (ṽ) =

{ vi+1−ṽ
vi+1−vi

, vi ≤ ṽ < vi+1
ṽ−vi−1
vi−vi−1

, vi−1 ≤ ṽ < vi.
(34)
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Figure 2. Comparison of PSDs with different numerical
schemes for a layering batch process.

4.4 Kumar et al.’s new finite volume scheme
Recently, an accurate and efficient discretization method
for agglomeration PBE was proposed in (Kumar et al.,
2016) based on the finite volume approach. This scheme
has an improvement over the finite volume scheme pro-
posed by (Forestier and Mancini, 2012). The scheme pro-
vides better solution of several moments in addition to
the mass conservation property compared to the scheme
in (Forestier and Mancini, 2012). The Kumar et al.’s new
finite volume (NFV) scheme assumes the number density
function as the point masses concentrated on the cell rep-
resentatives. The discrete PBE using Kumar et al.’s (Ku-

Table 1. Parameters used to solve PBE for particle layering pro-
cess.

Parameter Layering

Range of v [mm3] 0-400
Number of cells 80
Grid type linear
G [mm3· s−1] 1
Time step for RK4 [s] 0.1

mar et al., 2016) scheme is then given as

dnNFV
i
dt

=
1
2 ∑
( j,k)∈Qi

β j,kn jnk
∆v j∆vk

∆vi
Si, j,k−

Nc

∑
j=1

βi, jnin j∆v j,

(35)
where factor Si, j,k accounts for mass conservation and

is defined as
Si, j,k =

v j + vk

vi
. (36)

The set Qi be a set that contains the pair of cells j and k
such that the sum of the cell’s representatives, v j+vk, falls
in the domain of cell i represented by cell node vi:

Qi = {( j,k) ∈ Nc×Nc : vi− 1
2
< v j + vk ≤ vi+ 1

2
}. (37)

In the NFV scheme, to ensure that no mass leaves the
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Figure 3. Numerical results for zeroth moment using various
numerical schemes for particle agglomeration.
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Figure 4. Mass conservation with various numerical schemes.

upper boundary of the size domain (for mass conserva-
tion),

β (v j,vk) =

{
β (v j,vk) , (v j + vk)≤ vmax

0, otherwise,
(38)

where vmax is the maximum particle volume.

Table 2. Parameters used to solve PBE for binary particle ag-
glomeration process.

Parameter Agglomeration

Range of v [mm3] 0-400
Number of cells 15
Grid type geometric
β0 [s−1] 1
Time step for RK4 [s] 0.1
N0 1
v0 [mm3] 1

5 Simulation Results and Discussion
5.1 Simulation Setup
The comparison of different numerical schemes is per-
formed by applying corresponding discretization methods
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Figure 5. Numerical results for second moment using the vari-
ous numerical schemes for pure agglomeration.

to batch processes as described in Section 3 and Section
4. Only batch processes with number based PBE with
volume as the particle size, are used in these simulations.
Such simplified processes are used in order to asses the
performance of numerical schemes by comparing their nu-
merical solutions with the analytically tractable solution.

The semi-discrete form (set of ODEs) of the PBEs ob-
tained from particle class size are solved using a 4-th order
Runge-Kutta method with fixed time step. Dynamic simu-
lations are performed using MATLAB (MATLAB, 2017).
Chosen simulation settings used to asses the accuracy of
the numerical schemes for the particle layering process are
given in Table 1 while for the particle agglomeration pro-
cess in Table 2.

5.2 Comparison of numerical solutions for
layering process

In order to compare the numerical schemes for particle
growth due to layering, the number based PBE is utilized
as discussed in Section 3. All the simulation cases for the
granulation process due to layering are carried out using
linear grid for particle size discretization. The entire par-
ticle size range is divided into 80 uniformly distributed
cells (classes) and a constant growth rate is assumed (see
Table 1). The initial PSD distribution is chosen as

N(v,0) =

{
10×104 15≤ v≤ 50,
0 otherwise.

(39)

Three finite volume schemes, i.e., first order upwind
(FU), second order central difference (SCD), and Ko-
ren flux limiter (KFL) schemes are applied to simulate
a pure layering batch process. In addition, simulations
with an analytically tractable solution (Eq. 5) are car-
ried out to reliably evaluate the accuracy of the numerical
schemes. Simulation results (Figure 2) showed that the re-
sulting particle number distribution obtained using the FU
scheme has a diffusive behavior but the solution is stable
and smooth. Since a significantly smeared solution is ob-
served, the accuracy of the FU scheme is considered to be
low. The numerical result obtained with the SCD scheme
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(Figure 2) should have a higher accuracy compared to the
FU scheme owing to its higher order. This, however, is
true only for smooth solutions. The SCD scheme pro-
duces oscillations when the solution changes abruptly, i.e.,
in the presence of discontinuous analytical solutions. For-
tunately, the oscillations that appear in the solution with
the SCD scheme do not appear in the numerical solution
when the KFL scheme was used. Thus, the highest ac-
curacy among the three tested finite volume schemes is
achieved using the finite volume scheme extended with
the Koren flux limiter, Figure 2. Higher accuracy of the
latter scheme is achieved since in the smooth solution re-
gions, the Koren flux limiter function (in general a second
order flux limiter) shows second order accuracy, while in
the region where discontinuities appear, the flux limiter
acts like a first order scheme, and thus produces a smooth
solution. The drawback of the solution obtained with the
KFL scheme is the increased computational time: the FU
and SCD schemes can be solved relatively faster than the
KFL scheme.

5.3 Comparison of numerical solutions for ag-
glomeration process

Comparison of numerical schemes for the pure agglom-
eration process is carried out on a geometric grid with a
factor of 2 in size (vi+1 = 2vi) using 15 cells (Table 2).

The four different numerical schemes that are applied to
the process for comparison are: Hounslow (H), fixed pivot
(FP), cell average (CA), and a new Kumar et al.’s (2016)
finite volume (NFV) scheme. The moments are
calculated using discrete form of Eq. 2:

µ
l =

Nc

∑
i

xl
∆xini (40)

Assessment of the accuracy of the numerical schemes
is performed by comparing the numerical solutions with
an analytically tractable solution as mentioned in Section
4.

Simulation results showed that three tested numerical
schemes produce solutions where conservation of the ze-
roth moment (total number conservation) and the first mo-
ment (mass conservation) are fulfilled (Figure 3 and Fig-
ure 4). No deviation is observed between the analytical
solution and the numerical solutions for the first two mo-
ments for any of the numerical schemes.

However, the discrepancy between the numerical solu-
tions and the analytical solution shows up for higher mo-
ments (second moment, as shown in Figure 5). The best
accuracy for the second moment is observed for the nu-
merical solution using the CA scheme.

The NFV scheme also predicts the second moment
sufficiently accurate. The poorest solution accuracy for
the second moment is produced when the H and the
FP schemes are used. In addition, these two sectional
schemes produce the same simulation results. This is
due to the specific choice of the grid for particle size dis-
cretization: The FP scheme becomes equivalent to the H
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Figure 6. Simulation results for the total number distribution.

scheme when the geometric grid is used with a factor of 2
(Kumar, 2006). Thus, the FP and H schemes should pro-
duce the same results when such geometric discretization
is used.

Another significant task is to evaluate the performance
of the numerical schemes to predict the particle number
distribution, usually visualized in log scale as shown in
Figure 6. As the particles flow towards the higher size
range in the agglomeration process, it is interesting to
see how the numerical schemes perform at higher parti-
cle size range (thus log scale is used for improved visu-
alization). Here, again, we can see the the discrepancy
between the numerical and the analytical solutions. For
lower particle size range, all the numerical schemes pre-
dicted accurately the particle number distribution. How-
ever, for higher particle size range, deviations from the
analytical solution are observed. Among the tested nu-
merical schemes, the FP and H schemes over-predict the
actual results and thus show the poorest prediction of the
particle number distribution. Similar to the moments pre-
diction, the CA scheme and the NFV scheme show rela-
tively better agreement with the analytical solution even
for a coarse grid (15 cells).

6 Conclusions
Comparison of numerical schemes for solving population
balance equations is presented in this paper, for pure lay-
ering and pure agglomeration problems. Discretization of
the layering term is performed by applying various finite
volume schemes. Among the three tested approximation
schemes, the Koren flux limiter scheme exhibits relatively
better performance in terms of accuracy. However, the Ko-
ren scheme also needs a higher computational time com-
pared to the other tested numerical schemes. Numerical
solutions for the agglomeration process were obtained by
applying different sectional methods, as well as a recent
finite volume scheme. The numerical performance of the
cell average scheme and the new finite volume scheme in
predicting the particle size distribution at higher particle
size range is relatively better than Hounslow’s scheme and
the fixed pivot scheme. The former schemes produce a
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PSD that is in good agreement with the analytical solution
with coarser grid.
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Abstract
Industrially produced fertilizers are of key importance to
produce enough food for a growing global population.
On-going work deals with models of the granulation loop
in fertilizer production, based on a population balance that
finds the particle size distribution of the product. The
model is intended for control design in order to dampen
or remove production oscillation for reduced energy con-
sumption and improved product quality. In this paper, ef-
ficiency of model implementation is studied in addition to
the possibility to automate the computation of a linear ap-
proximation of the model for control synthesis.

In the implementation study, the current tailor-made
MATLAB solver for the model was cloned in computer
language Julia. In addition, the implementations in both
languages (MATLAB, Julia) were rewritten in a form that
allows for use of the standard differential equation solvers
of the respective languages. Results indicate that by
changing from the tailor-made solvers to using the built-in
solvers leads to a speed increase in the order of 6 times.
Furthermore, results indicate that the Julia implementa-
tions are ca. 5 times faster than the MATLAB implemen-
tations. Overall, the fastest Julia implementation was 36
times faster than the current MATLAB implementation.
The MATLAB execution can be sped up by using MAT-
LAB Coder to convert the code to efficient C-code which
is then used to generate a DLL. DLLs can be executed
virtually without overhead from Julia. By measuring the
execution time for the C-code/DLL vs. a similar imple-
mentation in pure Julia, the pure Julia code is ca. 12%
faster than the compiled C code.

Next, the possibility of automatic linearization of the
population balance model in Julia is studied. This is
shown to be relatively straightforward. The linear approx-
imation is very good for an input perturbation of 10%, and
relatively good for an input perturbation of 50%. This in-
dicates that it may be possible to use a linear model ap-
proximation for control design.
Keywords: linear regression, nonlinear regression, ther-
mal model, machine learning, surrogate model, hybrid
model.

1 Introduction
1.1 Background
Industrially produced fertilizers are of key importance in
order to produce enough food for a growing global pop-

ulation. Fertilizers in the form of granules is allows for
simple application and spreading of fertilizers. The qual-
ity of such fertilizers are determined by the average size
and the size distribution of the fertilizer, as well as liquid
content and porosity. Granulation of fertilizers at times
lead to oscillatory operation, which widens the size distri-
bution and increases the energy consumption. It is of in-
terest to develop dynamic population balance models for
fertilizer production which describes the size distribution,
to some degree explains the product quality, and allows for
understanding of what operating conditions lead to oscil-
latory behavior. Dynamic population balance models are
partial differential equations in time as well as external
and internal variables. The external variables are spatial
position, while the internal variables are particle size, hu-
midity, porosity, etc. The result is that dynamic population
balance models are demanding to solve, both numerically
and because of the model size.

To be used for on-line production planning/control, it
may be necessary to solve the model much faster than real
time, e.g., in some types of state estimators and in some
types of optimization based control algorithms. It is there-
fore of interest to explore the possibility of optimizing the
model formulation for fast execution within a given com-
puter language, but also to explore whether different lan-
guages give different execution time. Some control algo-
rithms may use a linear model approximation. Because of
the complexity of the model, it is also of interest to study
whether the linearization of the model can be automated in
a given language. The ultimate goal of the population bal-
ance model is to see whether production with better qual-
ity and reduced energy consumption can be achieved.

1.2 Previous work
Population balances describe dynamic systems with both
external and internal coordinates, leading to highly dis-
tributed models which are time consuming to solve (Wang
and Cameron, 2007; Litster and Ennis, 2004; Iveson et al.,
2001; Ramkrishna, 2000). (Vesjolaja et al., 2018) describe
a population balance model for granulation of fertilizers,
including both growth by layering and growth by agglom-
eration. As a population balance model, the model is rela-
tively simple and homogeneous in the drum axial position
as external coordinate, and particle size as internal coordi-
nate. The two growth mechanisms require different types
of discretization algorithms. In this simple implementa-
tion, the particle size is discretized into 80 different sizes.
With 80 states in the model, the key output is the particle
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size median. The resulting model is relatively complex as
a dynamic model for control, but still simple as pertaining
a population balance model. In a future stage, models will
be extended with distribution in the external coordinate. It
is of interest to compare different modeling languages wrt.
solution efficiency.

The model is designed for control synthesis. Standard
controllers include proportional (P) and proportional + in-
tegral (PI) controllers, which often are tuned based on
some tuning rule, (Åstrøm and Murray, 2008). Controllers
of mid-level complexity are based on linear approxima-
tions of the model, e.g., root locus methods, synthesis
based on Nyquist, Nichols, or Bode diagrams, as well as
linear quadratic controllers (LQR) and linear Model Pre-
dictive Control (MPC), (Maciejowski, 2002). Thus, it is
also of interest to consider modeling languages wrt. how
they can aid in controller synthesis, e.g., by providing lin-
earized model approximation. Examples of popular lan-
guages for solving such models include MATLAB and
C++, but a recent, free language such as Julia (Bezan-
son et al., 2017) with an extensive package for solving
differential equations (Rackauckas and Nie, 2017) is an
interesting candidate. Julia uses Just-in-Time (JIT) com-
pilation with strong typing, and thus provides a bridge
between easy-to-use script languages and compiled lan-
guages. Julia also has other advantages with simple-to-
use, free packages for Automatic Differentiation (AD)
and linearization (Revels et al., 2016), simple-to-use, free
packages for computing with distributions (Besanon et al.,
2019) such as particle size distribution, etc.

1.3 Overview of the paper
The current model has been implemented in MATLAB
with a fixed, user-developed step-length RK4 solver, and
a user-developed routine for computing the median of the
distribution. We consider to replace the user-developed
routines in MATLAB with built-in routines from the ODE
solver tools to see if this can make the MATLAB imple-
mentation more efficient. Next, we consider implement-
ing the model in Julia and compare the execution speed
in Julia vs. that of MATLAB. Both a direct translation of
the user-developed RK4 solver and median computation is
used, as well as the use of Julia packages such as Differen-
tialEquations and Statistics. We also compare the execu-
tion time of the model written in pure Julia, vs. conversion
of the MATLAB model to C-code/DLL using MATLAB
Coder from MathWorks. Finally, we study how Julia can
be used for linearization of the model.

The paper is organized as follows. In Section 2, an
overview of the granulation process is given. In Section
3, key elements of the MATLAB implementation are dis-
cussed, with a comparison of the current implementation
vs. the use of the built-in ODE solvers. Next, implemen-
tation issues for Julia are discussed. Then, simulation re-
sults are provided, with a comparison of execution speed.
In Section 4, the possibility of automatic linearization of
the model using Julia is discussed, with some simple re-

sults. Finally, some conclusions are drawn in Section 5.

2 Overview of Industrial Granulation
2.1 Fertilizer granulation
Granulation processes are used in a wide range of indus-
trial applications, such as pharmaceutical and fertilizer in-
dustries. The research reported here is focused on the last
part of NPK (Nitrogen, Phosphorus, Potassium) fertilizer
production. A granulation loop is used to produce differ-
ent grades, i.e., various N:P:K ratios, of fertilizers. The
NPK fertilizer is a high value type of fertilizer contain-
ing the three main elements essential for crop nutrition.
Various NPK grades are specially developed for different
crops growing in different climates and soils.

2.2 Granulation loop
A typical schematic of a granulation process with a recycle
loop is shown in Figure 1.

The granulation loop consists of a granulator, a gran-
ule classifier (screens), and a double-roll crusher. Dur-
ing the granulation process, a slurry of liquid ammonium
nitrate and partly dissolved minerals is solidified to form
granules. Granules that are too small (under-sized parti-
cles) are recycled to the granulation unit, while granules
that are too large (over-sized particles) are crushed and
then recycled back to the granulator. Different granula-
tion mechanisms are responsible for the granule forma-
tion in the granulator, depending on the granulator type
and operational conditions. The granulator can be of dif-
ferent types, e.g., a spherodizer, a rotary drum granulator,
a fluidized bed granulator, a pan granulator, etc. Some
of the granulation mechanisms that are responsible for the
granule formation are particle growth due to layering and
particle agglomeration. Particle growth due to layering
is a continuous process during which particle growth oc-
curs due to a successive coating of a liquid phase onto a
granule. Binary particle agglomeration is a particle growth
mechanism that occurs due to successful collision of two
particles, resulting in the formation of a larger, composite
particle (Litster and Ennis, 2004; Vesjolaja et al., 2018).

2.3 Production challenges
Fertilizer manufacturing using the granulation process has
received considerable research interest during the last few
decades, due to (i) the increasing requirements for effi-
cient production of high quality fertilizers for increased
food production in a growing global population, (ii) dif-
ficult process control and operation. Process control of
granulation loops is challenging since the particle size dis-
tribution (PSD) of the granules leaving the granulator is
wider than the required PSD of the final product. A typ-
ical recycle ratio between the off-spec particles and the
required product-sized particles is 4:1 respectively. In ad-
dition, granulation loops may show oscillatory behavior
for certain operating points. Typical oscillations seen in
an-industrial scale fertilizer granulation plants is depicted
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Figure 1. Granulation loop used in fertilizer industry.

Figure 2. Oscillatory behavior observed in PSD (measured as
d50) of the produced granules in fertilizer industry.

in Figure 2.

Control and operation of a granulation loop is still chal-
lenging. Some research papers with focus on process con-
trol of the granulation process are (Buck et al., 2016; Ra-
machandran and Chaudhury, 2012; Herce et al., 2017; Ra-
machandran et al., 2009; Valiulis and Simutis, 2009; Wang
et al., 2006; Cameron et al., 2005).

2.4 Problem limitation

Here, we consider a model of the drum granulator with
both layering and agglomeration, but we do not include
the screening or the recycling. The main purpose here is
to study the efficiency of model formulation and solution
in MATLAB vs. Julia, and the possibility to use modern
modeling tools for control analysis.

3 Model implementation details
3.1 Overview of model
The population balance for combined layering and ag-
glomeration is discussed in (Vesjolaja et al., 2018), and
is for form

∂n(L, t)
∂ t

=− ∂

∂L
(G ·n(L, t))+B(L, t)−D(L, t)+ ṅiγi− ṅeγe

(1)
where n(L, t) is the number density as a function of par-
ticle diameter L and time t, G is the growth rate relevant
for layering, B(L, t) is the birth rate relevant for agglom-
eration, while the death rate D(L, t) describes particle dis-
integration. ni is the influent number flow rate, γi is the
influent size distribution, while ne and γe are similar quan-
tities for the effluent. Here, perfect (external) mixing has
been assumed in the granulator drum. Alternatively to a
number population balance as in Eq. 1, it is often more
convenient to describe the mass population balance, where
m is related to n via

n =
6m

πρL3 . (2)

When discretizing the particle size space in Np particle
sizes, the mass population balance has the following form:

dM1:Np

dt
= fagg

(
M1:Np ;θ

)
+ fgrowth

(
M1:Np ,Ṁsl;θ

)
+ Ṁiγi− Ṁeγe,

where M1:Np is the vector of masses within the Npsize
ranges L1, . . . ,LNp , θ is some model parameter, Ṁsl is the
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feed rate of slurry fertilizer spray, and Ṁe is given by some
expression. The quality of interest for control is the me-
dian of the particle size distribution (PSD) in the effluent,
measured in particle diameter and denoted by d50,e,

d50,e = median
(
L,M1:Np

)
.

Introducing x = M1:Np ,u =
(
Ṁi,Ṁsl

)
, y = d50,e, we can ex-

press the model in the more abstract form

dx
dt

= f (x,u, t;θ)

y = g(x,u, t;θ) .

For the work reported in (Vesjolaja et al., 2018), the
mass-based model was implemented in MATLAB using a
tailor-made, fourth order Runge-Kutta (RK4) fixed step-
length solver with integral computation of d50,e including
conversion from mass to diameter, and storage of the out-
put d50,e.

3.2 MATLAB
It is of interest to rewrite the MATLAB code of (Vesjolaja
et al., 2018) and use the built-in MATLAB ODE solvers,
to see if the code can be made faster. Some advantages
of MATLAB are a rich toolbox suite, easy debugging, and
excellent documentation.

ODE solvers in MATLAB have the following call struc-
ture:

1 [t , x] = solver (odefun, tspan, x0, options)

where we considered the following solver alternatives:
standard solvers ode45, ode23, and ode113, as well
as stiff solvers ode15s, ode23t, and ode23tb. When
solved as ordinary differential equations, these solvers
only store the state, M1:Np , thus the output d50,e must be
computed by post processing. It is possible to solve dif-
ferential algebraic equations (DAEs) with MATLAB, e.g.,
introducing a singular mass matrix, but such a reformu-
lation is somewhat clumsy for certain types of problems
(e.g., with re-circulation), and DAE solver are slower than
ODE solvers.

MATLAB has decent support for computing quantiles
of distributions, e.g., d50,e of the particle size distribution
(PSD). However, because of the conversion from mass dis-
tribution to diameter distribution indicated in Eq. 2, sup-
port for quantile computation with weighting is required;
this is not supported in standard MATLAB. Because of
this, the original function for computing d50,e from the dis-
tribution M1:Np is preserved.

3.3 Julia
In order to compare how fast the model can be solved,
it is of interest to compare the MATLAB implementation
with an implementation in another language. Standard ref-
erence languages for speed are C/C++ and FORTRAN.
However, the relatively new language Julia which is a dy-
namic language in style, while using Just-in-time compi-
lation for execution, is also known to be fast — at least

when properly implemented. Julia has excellent packages
for differential equation solvers, and very good support for
statistics.

In general, Julia has relatively rudimentary documenta-
tion for packages compared to MATLAB toolboxes. Some
integrated development environments (IDE) with debug-
ger are starting to appear, but they are still inferior to
the MATLAB IDE. However, packages are, in general, of
good–excellent quality.

For comparison with MATLAB, first the tailor-made
RK4 solver used in (Vesjolaja et al., 2018) was trans-
lated more or less directly to Julia. Next, just like for
MATLAB, a rewrite of the code was made to take advan-
tage of the differential equation solvers in Julia’s pack-
age DifferentialEquations.jl. Every ODE solver
in MATLAB has an equivalent solver algorithm in Julia
(https://docs.sciml.ai/stable/solvers/ode_solve). Specifi-
cally, Julia versions of the non-stiff MATLAB solvers
were used: DP5 (ode45), BS3 (ode23), VCABM (ode113
). Because experiments with MATLAB indicated that the
system is non-stiff, stiff Julia solvers were not considered.
Finally, the standard Julia solver Tsit5 was used.

Julia has support for quantile computations with
weights, and in the rewritten code, this function was used
to compute d50,e.

3.4 C-code/DLL
MATLAB has tools for automatic conversion of code to
C-code and compilation into DLLs. Such DLLs can then
be included in Simulink blocks. It is also possible to call
DLLs from Julia virtually without overhead. This makes
it possible to compare the execution time of C-code vs.
Julia and MATLAB.

3.5 Comparison
In this section, two implementations of the granulation
drum model in each programming language will be com-
pared, i.e., 4 implementations (with some variation in
solvers). The tailor-made RK4 solvers (MATLAB and
Julia) will be referred to as TM-RK4. Next, we rewrite
the tailor made code to be in the standard forms for use
with built-in ODE solvers. For these, we refer to the code
with language name and solver, e.g., M-ode45 for solver
ode45 in MATLAB, and J-DP5 for the similar DP5 solver
for Julia.

Table 1 shows a comparison of run-time (execution
time) for MATLAB and Julia for simulation over 1.5h.
The results displayed are the best run out of 20 runs, with
Np = 80. For the tailor-made solvers, a step size of h= 10s
is used. Both for MATLAB and Julia, adaptive time step-
ping is used in the built-in ODE solvers. In general, Ju-
lia appears to use longer step-length and thus have fewer
steps. This could be because most Julia solvers include
interpolation of the solution for improved accuracy.

Finally, the model implementation with tailor-made
RK4 solver (TM-RK4) was converted to C-code/a DLL
using MATLAB Coder from MathWorks. This DLL re-
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Table 1. Comparison of run time for the various implementations. TM: tailor-made, M: MATLAB, J: Julia. Columns for MATLAB
and Julia show absolute simulation time in seconds, and in parenthesis: computation time relative to the fastest combination.
Finally, the right-most column shows the relative run-time of MATLAB vs. Julia. In all solvers except the fixed step-length
TM-RK4 algorithm, absolute tolerance 10−6 and relative tolerance 10−3 was used.

Algorithm MATLAB Julia MATLAB/Julia
TM-RK4 171.2s (36) 40.3s (8.6) 4.25
M-ode45, J-DP5 29.4s (6.3) 6.2s (1.3) 4.74
M-ode23, J-BS3 40.7s (8.7) 6.0s (1.3) 6.78
M-ode113, J-VCABM 27.4s (5.8) 4.7s (1.0) 5.83
M-ode15s 59.3s (13) – –
M-ode23t 63.9s (14) – –
M-ode23tb 88.6s (19) – –
J-Tsit5 – 6.9s (1.5) –

turned f (x, t) in the ODE dx
dt = f (x, t) and was then called

virtually without overhead from Julia in an Euler integra-
tion loop, and the execution speed was compared to the
TM-RK4 method implemented in Julia and called in an
identical Euler integration loop. In this case, the pure Julia
implementation was ca. 12% faster than the C-code/DLL.
To have a 100% fair speed comparison, the model should
have been implemented 100% in C and Julia by experts
in the respective languages. However, the for loop in Ju-
lia for doing Euler integration is efficient, with most of
the computational load taking place in computing f (x, t).
Because of this, we believe that execution speed in Julia
is relatively similar to what can be achieved in C for this
type of problem.

4 Model linearization in Julia
For model-based control design, a linear approximation of
a model is often sought in form

dx
dt

= Ax+Bu

y =Cx+Du

where matrices A,B, C, and D are found as the following
Jacobians at the operating point ∗ given by (u∗,x∗):

A =
∂ f (x,u, t;θ)

∂x

∣∣∣∣
∗

B =
∂ f (x,u, t;θ)

∂u

∣∣∣∣
∗

C =
∂g(x,u, t;θ)

∂x

∣∣∣∣
∗

D =
∂g(x,u, t;θ)

∂u

∣∣∣∣
∗
.

The linear approximation is believed to give good approxi-
mation to the nonlinear model as long as the perturbations
in the system are “small” relative to the operating point
given by (u∗,x∗).

For complex models, it has traditionally been labori-
ous to develop a linear approximation. However, some

modern languages has support for Automatic Differentia-
tion for exact linearization. Commercial language MAT-
LAB has support for this, but since Julia is a free lan-
guage, it is of interest to see how this can be done in Ju-
lia. Julia has several packages for carrying out automatic
differentiation; here we use package ForwardDiff.jl
. Assume that we have found a steady operating point
(u∗,x∗). Next, we formulate specialized models for the
vector fields f (x,u) and g(x,u):

fx (x) :x→ f (x,u∗)
fu (u) :u→ f (x∗,u)
gx (x) :x→ g(x,u∗)
gu (u) :u→ g(x∗,u) .

By associating f_x= fx, f_u= fu, g_x= gx, g_u= gu, as
well as x_ast= x∗ and u_ast= u∗ , we can compute ma-
trices A, B, C, D as follows:

1 using ForwardDiff
2 A = ForwardDiff.jacobian(f_x, x_ast);
3 B = ForwardDiff.jacobian(f_u, u_ast);
4 C = ForwardDiff.jacobian(g_x, x_ast);
5 D = ForwardDiff.jacobian(g_u, u_ast);

We can now compare transients of the nonlinear model
and the linear model from a chosen steady state, and com-
pare, e.g., the final time mass distribution M1:Np in the ef-
fluent, and the output d50,e. Figure 3 shows the compari-
son with a 10% increase in the input u.

Figure 4 shows the comparison with a 50% increase in
the input u.

Figure 3 shows only 0.08 % error in d50,e in the linear
approximation for 10% change in the input u, which is
acceptable for many applications. Figure 4 shows 1.58 %
error in d50,e in the linear approximation for 50% change
in the input u, which perhaps is a large error for prediction
purposes, but even with this error, the indicated response is
not too different from the nonlinear model, and this error
can probably be compensated for by feedback control.

5 Conclusions
The outset of this study was an interest in comparing the
run-time for differential equation solvers for different lan-
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Figure 3. Comparison between linear and nonlinear models where both inputs increase 10%.

Figure 4. Comparison between linear and nonlinear models where both inputs increase 50%.

guages and different implementations. The test model is
a population balance model for the granulation drum of
fertilizer production, i.e., without product recycling. Such
models are of high order, and are relatively complex to
solve numerically. In order to use such a model in opti-
mization based control algorithms, it must be possible to
solve the model much faster than real time, so execution
time is an issue.

The original implementation of the model under study
was in MATLAB, and used a tailor-made implementation
of a 4th order Runge-Kutta solver in order to store/present
on-line the output, which is the median of the particle di-
ameter distribution. This implementation was transferred
to Julia for comparison.

In an extension of this rewrite to Julia, the MATLAB
code was rewritten from the tailor-made solver implemen-
tation to a form which can use the standard MATLAB
ODE solvers. Likewise, the Julia code was rewritten to
take advantage of the Julia solvers in package Differen-
tialEquations.jl. In both cases, every attempt was made to
make the code efficient, e.g., taking advantage of vector-
ization in MATLAB.

Speed comparisons indicate that Julia is typically ca.
5 times faster than MATLAB. Similarly, the results indi-
cate that utilizing the built-in solvers in the languages is
in the order of 6 times faster than using the tailor-made
solvers. To this end, the fastest Julia implementation is ap-
proximately 36 times faster than the original, tailor-made
MATLAB implementation.

Some experiments have been made with Julia DAE

solvers instead of the ODE solvers. The advantage with
DAE solvers is that one can compute outputs on-line in-
stead of by post processing. Although a thorough com-
parison has not been carried out, initial attempts indicate
that using DAE solvers approximately doubles the com-
putation time compared to ODE solvers.

Some initial attempts have also been made with im-
plementing the tailor-made solver in C. Specifically, the
MATLAB code was converted to C-code/DLL using
MATLAB Coder. The resulting DLL can be called from
Julia virtually without overhead, and the execution speed
was compared to that of the pure Julia code. The result of
this comparison was that Julia was ca. 12% faster than the
C-code implementation of the model.

Overall, the comparison between the three languages
MATLAB, Julia, and C indicate that for solving ODEs, Ju-
lia and C have relatively similar execution speed, in spite
of Julia being a scripted language — although with Just in
Time Compilation. Execution in both Julia and C is con-
siderably faster than in MATLAB. Using MATLAB Coder
makes it possible to regain the speed advantage of Julia;
however, Julia and the Julia eco-system is free.

In addition to speed comparisons, we have checked the
possibility of automatic linearization of the Julia code.
This can be done using available, free Julia packages, and
appeared to be relatively straightforward, with the linear
approximation of the granulation model being quite close
to the nonlinear solution in realistic cases. This indicates
that the linear approximation probably suffices for control
design. It is also possible to do such automatic lineariza-
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tion in MATLAB. However, because Julia is a free tool
while MATLAB is an expensive, commercial tool, explor-
ing that possible is perhaps less interesting.

Future work will focus on implementing Julia and
MATLAB code for the extended system with product
screening and re-circulation, as well as automatic com-
putation of a linear approximation for control design. In
a longer horizon, it is also of interest to consider possi-
bilities for solving the model over a distributed computer
network, or on GPUs.

Acknowledgment The economic support from The
Research Council of Norway and Yara Technology Centre
through project no. 269507/O20 “Exploiting multi-scale
simulation and control in developing next generation high
efficiency fertilizer technologies (HEFTY)” is gratefully
acknowledged

References
Karl Johan Åstrøm and Richard M. Murray. Feedback Systems.

An Introduction for Scientists and Engineers. Princeton Uni-
versity Press, Princeton, NJ, 2008. ISBN 978-0-691-13576-2.

Mathieu Besanon, David Anthoff, Alex Arslan, Simon Byrne,
Dahua Lin, Theodore Papamarkou, and John Pearson. Dis-
tributions.jl: Definition and modeling of probability distribu-
tions in the juliastats ecosystem. arXiv, 2019.

Jeff Bezanson, Alan Edelman, Stefan Karpinski, and Viral B.
Sha. Julia: A Fresh Approach to Numerical Computing.
SIAM Review, 49(1):65–98, 2017. doi:10.1137/141000671.

A. Buck, R. Durr, M. Schmidt, and E. Tsotsas. Model predictive
control of continuous layering granulation in fluidized beds
with internal product classification. Journal of Process Con-
trol, 45:66–75, 2016.

I.T. Cameron, F.Y. Wang, C.D. Immanuel, and F. Stepanek. Pro-
cess systems modelling and applications in granulation: A
review. Chemical Engineering Science, 60:3723–3750, April
2005.

C. Herce, A. Gil, M. Gil, and C. Cortés. A cape-taguchi com-
bined method to optimize a npk fertilizer plant including pop-
ulation balance modeling of granulation-drying rotary drum
reactor. Computer Aided Chemical Engineering, 40:49–54,
2017.

S.M. Iveson, J.D. Litster, K. Hapgood, and B.J. Ennis. Nucle-
ation, growth and breakage phenomena in agitated wet gran-
ulation processes: a review. Powder Technology, 117(1–2):
3–39, 2001.

Jim Litster and Bryan Ennis. The Science and Engineering of
Granulation Processes, volume 15 of Particle Technology Se-
ries. Kluwer Academic Publishers, Dordrecht, The Nether-
lands, 2004. ISBN 1-4020-1877-0.

Jan M. Maciejowski. Predictive Control with Constraints. Pren-
tice Hall, Harlow, England, 2002.

Christopher Rackauckas and Qing Nie. DifferentialEquations.jl
— A Performant and Feature-Rich Ecosystem for Solving

Differential Equations in Julia. Journal of Open Research
Software, 5(15), 2017. doi:10.5334/jors.151.

R. Ramachandran and A. Chaudhury. Model-based design and
control of a continuous drum granulationprocess. Chemical
Engineering Research and Design, 90(8):1063–1073, 2012.

R. Ramachandran, C.D. Immanuel, F. Stepanek, J.D. Litster, and
F.J. Doyle, III. A mechanistic model for breakage in popula-
tion balances of granulation: Theoretical kernel development
and experimental validation. Chemical Engineering Research
and Design, 87(4):598–614, 2009.

D. Ramkrishna. Population Balances. Theory and Applications
to Particulate Systems in Engineering. Academic Press, Lon-
don, 2000.

J. Revels, M. Lubin, and T. Papamarkou. Forward-Mode Au-
tomatic Differentiation in Julia. arXiv:1607.07892 [cs.MS],
2016. URL https://arxiv.org/abs/1607.07892.

G. Valiulis and R. Simutis. Particle growth modelling and simu-
lation in drum granulator-dryer. Information Technology and
Control, 28(2), 2009.

Ludmila Vesjolaja, Björn Glemmestad, and Bernt Lie. Pop-
ulation balance modelling for fertilizer granulation pro-
cess. In Lars Erik Øi, Tiina Komulainen, Robin T.
Bye, and Lars O. Nord, editors, Proceedings of the
59th Conference on Simulation and Modelling, pages 95–
102, Oslo Metropolitan University, Oslo, Norway, Septem-
ber 2018. SIMS, Linköping University Electronic Press.
doi:http://doi.org/10.3384/ecp181531.

F.Y. Wang and Ian T. Cameron. A multi-form modelling ap-
proach to the dynamics and control of drum granulation pro-
cesses. Powder Technology, 179(1–2):2–11, 2007.

F.Y. Wang, X.Y. Ge, N. Balliu, and I.T. Cameron. Optimal con-
trol and operation of drum granulation processes. Chemical
Engineering Science, 61(1):257–267, 2006.

SIMS 61

DOI: 10.3384/ecp20176188 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

194

https://doi.org/10.1137/141000671
https://doi.org/10.5334/jors.151
https://arxiv.org/abs/1607.07892
https://doi.org/http://doi.org/10.3384/ecp181531


Heat and Mass Transfer Model for Droplets with Internal
Circulation

Mathias Poulsen Kim Sørensen Thomas Condra

Department of Energy Technology, Aalborg University, Denmark, {mps,kso,tc}@et.aau.dk

Abstract
In large droplets the internal resistance to heat or mass
transfer has to be accounted for. Two respective models
for low and high Reynolds numbers are investigated. The
models are solved numerically for a range of modified
Peclet numbers and the corresponding transfer numbers,
representing either the Nusselt or Sherwood numbers, are
determined. The results for each model are fitted to pro-
duce an expression that can be easily evaluated for use
in a CFD code. The fits has mean deviations of 0.63%
and 0.035% for the low and high Reynolds number mod-
els respectively. A proposed switching Reynolds number
is used to combine the models and the combined model
is compared to temperature measurements of free falling
water droplets. It was found that the model is in good
agreement with the data for the smallest droplets whereas
it deviates as much as 40% for the larger droplets in the
data set.
Keywords: internal circulation, mass transfer, heat
transfer, droplets, CFD

1 Introduction
The droplet diameter in sprays with a large mass flow are
typically in the order of 10−3 - 10−5 m. When modelling
heat and mass transfer for small droplets, the transfer co-
efficients inside the droplets can be assumed to be infinite,
and the overall transfer coefficients can be determined ex-
ternally, by utilising correlations such as the Frössling-
Marshall equation (Bird et al., 2002). However, in larger
droplets the heat and mass transfer coefficient is signifi-
cantly lower and this must be taken into consideration.
Processes involving sprays are often complex two-phase
flow with many different types of interactions between the
gas and liquid. Computational fluid dynamics (CFD) is
an exceptional tool for capturing the respective gas-liquid
interactions. As CFD requires relatively large computa-
tional capacity, the models used to describe the gas-liquid
interaction should be fairly simple to evaluate, so as to
limit the computational resources necessary.

2 Governing Equations
When modelling a two phase flow, the transfer of heat and
mass are expressed as functions of intrinsic phase proper-
ties, that being temperature or mass concentration. The
flux across the droplet interface can be described from

both the gas and droplet side as:

j = κg
(
φg−φ

i f
g
)

(gas side) (1)

j = κd

(
φ

i f
d −φd

)
(droplet side) (2)

where j is the flux across the interface, φ is the driving
potential, e.g. mass concentration or temperature of the
phase on the gas or droplet side, φ i f is the potential at the
interface and κ is the transfer coefficient on each side of
the interface.

For larger droplets the internal movement of liquid
causes a non-uniform distribution of the transfer quantity,
which in turn causes the transfer coefficient to vary de-
pending on the distribution of mass or heat. To describe
the heat or mass transport inside the droplet a continuity
equation can be expressed for the quantity of interest as:

∂φ

∂ t
+∇uφ = ∇(Γ∇φ) (3)

where u is the internal droplet velocity, and Γ is the mass
or thermal diffusion coefficient.

In the analysis below, the following assumptions are
made:

A. 1 The droplet is spherical

A. 2 The fluid of the droplet is incompressible and viscous

A. 3 Fluid properties are constant throughout the droplet
and independent of φ

A. 4 The distribution of φ and velocity field is axisymmet-
ric

A. 5 The velocity field time independent

A. 6 The droplet interface is at equilibrium with the gas
phase

2.1 Low Reynolds Model
At low Reynolds numbers the streamlines described by
(Hadamard, 1911) can be used to calculate the velocity
field within the droplet. The streamlines are shown in the
right half of Figure 1. The streamline function in spherical
coordinates can be given as:

ψ (r,θ) =
1
4

urela2 sin2 (θ)

(
µg

µg +µd

)( r
a

)2
[

1−
( r

a

)2
]

(4)
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where r and θ are the coordinates with origin at the cen-
tre of the droplet, urel is the relative velocity between the
droplet and gas, µ is the dynamic viscosity of the gas and
droplet respectively and a is the radius of the droplet.

The respective velocity components can be derived
from the stream function in Equation 4 by (Munson et al.,
2013):

ur =
1

r2 sin(θ)
dψ (r,θ)

dθ
(5)

uθ =− 1
r sin(θ)

dψ (r,θ)
dr

(6)

This approach has previously been investigated by
Wellek et al. (1970), where the continuity equation pre-
sented in Equation 3 is rearranged to make it dimension-
less.

Figure 1. Streamlines inside the droplet. On the left side is the
tori streamlines for the high Reynolds model and on the right
side is the Hadamard streamlines for the low Reynolds model.

The dimensionless transport equation in spherical coor-

dinates is given as:

∂Φ

∂τ
+

1
4

[
Pe′
(
1−R2)cos(θ)− 2

R

]
∂Φ

∂R
− ∂ 2Φ

∂R2

+
1
4

[
Pe′
(
2R2−1

)
R

− cot(θ)
R2

]
∂Φ

∂θ
− 1

R2
∂ 2Φ

∂θ 2 = 0 (7)

τ =
tΓ

(2a)2 (8)

Pe′ =
(

µg

µg +µd

)
Pe (9)

Pe =
urel(2a)

Γ
(10)

R =
r
a

(11)

Φ =
φ(t)−φ(0)
φ(∞)−φ(0)

(12)

Where τ is the Fourier number, Pe′ is the modified Peclet
number, R is the relative radial position and Φ is the nor-
malised mass or heat.

By making Equation 3 dimensionless a solution for a
given Pe′ can be used independent of the specie or liquid
in question.

For the limiting cases where the transfer is dominated
by either diffusion or convection i.e. Pe = 0 or Pe = ∞,
there are analytical solutions. These are expressed as vol-
ume averages of the quantity of interest over the droplet,
which can be given as:

Φ̄ =
∫

V
ΦdV (13)

For the case of pure diffusion the solution of Equation 7
can be given as (Newman, 1931):

Φ̄ = 1− 6
π2

∞

∑
n=1

1
n2 exp

(
−n2

π
2
τ
)

(14)

where Φ̄ is the volume averaged quantity of interest and V
is the droplet volume.

For the other case where the transfer is dominated by
convection a solution was found by separation of variables
(Kronig and Brink, 1951). This method results is an infi-
nite sum where each addition requires a new coefficient
and an eigenvalue. In the original work only one set of co-
efficients and eigenvalues was found. Later the number of
coefficients and eigenvalues where extended (Oliver and
Souccar, 2006). The solution can be given as:

Φ̄ = 1− 3
8

∞

∑
n=1

A2
n exp(−16λnτ) (15)

where An and λn is the respective coefficient and eigen-
value to the nth addition to the sum.
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2.2 High Reynolds model
For a droplet at high Reynolds number a model based on
the streamlines being replaced by a system of tori is used
(Handlos and Baron, 1957), see the left half of Figure 1. In
this model the transfer inside the droplet is based on eddy
diffusion, which is expressed as function of the relative
radial position inside the tori system. As only the tori are
responsible for the transfer mechanism, the volume that
contributes to transfer is 59% of the entire droplet.

The transfer equation for the high Reynolds model are
given as:

∂Φ

∂τ
=

Pe′

128
1
ζ

∂

∂ζ

((
6ζ

3−8ζ
2 +3ζ

) ∂Φ

∂ζ

)
(16)

(17)

where ζ is the coordinate centred at the tori.
A solution for the high Reynolds model was given by

(Olander, 1966), but this is only valid for Pe′τ/128 > 0.1.
The solution presented by (Olander, 1966) is given as:

Φ̄ = 1−0.64exp
(
−2.80Pe′τ

128

)
(18)

With the limitation of Equation 18, it will not be used di-
rectly further analysis, but it will still be used to validate
the implementation of the model.

2.3 Boundary Conditions
For the boundary at the surface of the droplet, assumption
A. 6 gives the following condition:

Φ(1,τ) = 1 (19)

For the low Reynolds model the boundary condition at
the droplet halves can be given as:

∂Φ(R,0,τ)
∂θ

=
∂Φ(R,π,τ)

∂θ
= 0 (20)

2.4 Transfer coefficient
The classical transfer models for heat or mass are typically
correlated to each of their respective dimensionless group
which can be expressed as:

Nt =
κd(2a)

Γ
(21)

where Nt is the Sherwood or Nusselt number.
To determine the dimensionless group for the quantity

of interest, it has to be correlated to Φ̄. By defining the di-
mensionless flux across the droplet interface and rewriting
Equations 2 and 21 to express the transfer coefficient and
an expression for Nt can be found (Andoe, 1968):

J =
2
3

dΦ̄

dτ
(22)

κd =
j

φ
i f
p,d−φp,d

=
J

1− Φ̄

2a
Γ

(23)

Nt =
J

1− Φ̄
(24)

Following the method presented in (Kronig and Brink,
1951) and (Handlos and Baron, 1957), Nt is evaluated for
a given Pe′, when Φ̄ = 1− e−1 ≈ 0.632

3 Computational Methodology
Due to the difference in the nature of the governing equa-
tions, each model is solved using a different method. For
the low Reynolds model the solver scalarTransportFoam
from the open source package OpenFOAM is used to
solve Equation 7 (Weller et al., 1998). OpenFOAM is
written for Cartesian coordinates, therefore Equation 7 is
rewritten into the form of Equation 3. Here the velocity
components are given as:

ux = ur cos(θ)−Ruθ sin(θ) (25)
uy = ur sin(θ)+Ruθ cos(θ) (26)

The discretisation scheme used for the divergence terms
is second order upwind, and the time scheme is Crank-
Nicholson.
A structured axis symmetric mesh is created for the
droplet half where the centre axis of the droplet is the sym-
metry axis. Three different meshes with increasing mesh
densities of 2400, 5400 and 9600 cells are investigated for
varying Pe′ to ensure that the solutions is independent of
the mesh density. The time step for the different meshes
where handled by defining a maximum allowable Courant
number of 0.5. In Figure 2 the results for three differ-
ent mesh densities are shown. It can be seen that there is
no significant difference between solution on the different
meshes. With a relative difference below 0.1% between

0.03

0.04

0.05

 at = 0.632
2400
5400
9600

101 102 103 104

Pe'

0.0

0.1

0.2

0.3

Di
ffe
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nc

e 
[%

]

Difference between consecutive meshes
2400-5400
5400-9600

Figure 2. The top plot shows the dimensionless time for the
three different mesh densities at different modified Peclet num-
bers. The bottom plot shows the relative difference between the
consecutive meshes.
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the mesh with 5400 and 9600 cells, the mesh with 5400
cells are used for further analysis.

For the high Reynold model, Equation 16 is discretised
using a second order accurate central finite difference ap-
proach. The first and second derivatives are expressed as:

∂Φ

∂ζ
≈ Φ+1−Φ−1

∆ζ
(27)

∂ 2Φ

∂ζ 2 ≈
Φ+1−2Φ+Φ−1

∆ζ 2 (28)

For the dimensionless time a forward Euler approximation
is used.

Just as for the low Reynolds model, an independence
test was done to ensure that the solution is independent of
the discretisation. In Figure 3 the value of τ when Φ̄ =
0.632 is shown for different values of the modified Peclet
number Pe′.

5.120

5.125

5.130
×10 2  at = 0.632

Pe' = 500

2.560

2.562

2.564

2.566 ×10 2

Pe' = 1000

30 60 90 120
Number of radial points

2.564

2.566

2.568

×10 3

Pe' = 10000

Figure 3. Independence test for the high Reynold model. The
value of the dimensionless time τ when Φ̄ = 0.632 is shown at
varying modified Peclet numbers for different number of radial
points used to discretise the droplet.

With a relative difference of 0.013 % or less, between
the solution with 120 and 90 radial point for the inves-
tigated Pe′, the discretisation with 90 radial points are
used for further analysis. A study of the dimensionless
time step was also done, and it was found that a value of
1× 10−6 was adequate for all the modified Peclet num-
bers.

3.1 Model Comparison
As a final validation of the computational methodology,
the numerical results from both models are compared

with Equations 14, 15 and 18. The solution for the low
Reynolds model at Pe′ = ∞ is approximated by setting
Pe′ = 104. The comparison for the high Reynolds model
are shown for Pe′ = 500.

Low Reynolds Model

0.4 0.6 0.8 1.0

0.00 0.06 0.12 0.18 0.240.0

0.2

0.4

0.6

0.8

1.0 Model Validation

Newman
Kronig&Brink
Low Re Model
Olander
High Re Model

High Reynolds Model

0.2 0.4 0.6 0.8 1.0

Figure 4. Comparison of the low and high Reynolds model with
known solutions to their respective set of equations. On the bot-
tom of the figure, the contours for the low and high Reynolds
model are shown for Φ̄ = 0.632 .

The output from the low Reynolds model at Pe′ = 0
and Pe = ∞ agrees well with solution of Equations 14 and
15, respectively. As stated by (Olander, 1966) the expres-
sion in Equation 18 is only accurate for Pe′τ/128 > 0.1,
which is why the first point of comparison deviates from
the model results, whilst for the remaining points it agrees
with model.

4 Results
The models for low and high Reynold number are run over
a span of modified Peclet numbers ranging from 0 to 104

and the transfer number is evaluated for each modified
Peclet number. The resulting transfer numbers are shown
in Figure 5:

To get an expression for the transfer numbers as a func-
tion of Pe′ the two curves shown in Figure 5 are fit-
ted using least-squares. The curve for the low Reynolds
model transfer numbers resembles that of a step response
to an under-damped second-order system shifted by an
amount equal to that of the transfer number of the so-
lution presented by (Newman, 1931), when Pe′ ≤ 1000.
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Pe′ = Pe g
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 - 
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Figure 5. Resulting transfer numbers for the low and high
Reynold model at varying modified Peclet numbers.

For Pe′ > 1000 it resembles that of a damped oscillation
with a mean value equal to that of the transfer number for
the solution presented by (Kronig and Brink, 1951). The
transfer numbers for the solutions presented by (Newman,
1931) and (Kronig and Brink, 1951) are given as:

Nt,nm = 7.551 (29)
Nt,kb = 19.18 (30)

With these remarks in mind the following equations
can represent the transfer numbers for the low Reynolds
model:
For Pe′ ≤ 1000:

Nt,low = a
[
1−b · exp

(
−c ·Pe′

)
sin
(
d ·Pe′+ e

)]
+Nt,nm

(31)
For Pe′ > 1000:

Nt,low = b · exp
(
−c ·Pe′

)
sin
(
d ·Pe′− e

)
+Nt,kb (32)

The coefficients for Equations 31 and 32 are presented
in Table 1 below:

Table 1. Coefficients for the low Reynolds model fit.

Model a b c d e

Low 1.249 1.030 1.269 5.169 1.677
×101 ×100 ×10−3 ×10−3 ×100

High - 3.013 5.149 6.508 2.575
×100 ×10−4 ×10−3 ×100

The maximum error between the fit for the low Reynold
model and numerical results is 3.8% and the mean error is
0.63%, which are acceptable considering numerical uncer-
tainties.

The fit for the high Reynolds model is simply a linear
equation, which is given as:

Nt,high = 1.523×10−2 ·Pe′ (33)

The maximum and mean errors for the high Reynold
model are 0.035% and 0.025%, respectively.

With the fits for the two models made these are com-
bined into a single expression for the transfer number. It
is proposed that the switching between the two models are
determined by a switching Reynolds number, such that:

Nt = neg(Re−Resw)Nt,low+pos0(Re−Resw)Nt,high (34)

where Re is the external Reynolds number and Resw is the
switching Reynolds number.
The function neg(x) = 1 for all negative values and
neg(x) = 0 for all positive. The function pos0 is the oppo-
site and includes 0 such that pos0(0) = 1.

5 Validation
For the model validation the experimental data from (Yao
and Schrock, 1976) is used. In this study water droplets
with diameters of 3, 4 ,5 and 6 mm are investigated . The
average temperature of the droplets are sampled at varying
points throughout a free fall of 3 m. Yao and Schrock
(1976), made three experiments per droplet diameter at
varying relative humidity of the surrounding air.

The experimental setup is modelled in an Euler-
Euler framework, using the OpenFOAM solver reactingT-
woPhaseEulerFoam (Rusche, 2003). The governing equa-
tions for the two-phase system are given as:

∂

∂ t
(αiρiui)+∇ · (αiρiui) = ∑

j
ṁi j (35)

∂

∂ t
(αiρiui)+∇ · (αiρiui) =−αi∇p+∇(αiµi∇ui)+∑

j

~Fi j

(36)

where αi is the volume faction of the ith phase, ρi is the
density of the ith phase, ui is the ith phase velocity, ∑ j ṁ
is the mass transfer between the phases, p is the common
pressure, and ~Fi j is the volumetric forces acting on the ith
phase.

The forces considered to match the experimental con-
tritions are gravity and drag. Where the drag coefficient
for the liquid droplets are given as (Holterman, 2003):

Cd =

[(
24
Re

)0.52

+0.320.52

]1/0.52

(37)

To account the effect of the relative humidity of the sur-
rounding air, the temperature and mass concentration at
the interface between the droplet and air has to be mod-
elled. The temperature at the interface can be calculated
by combining Equations 1 and 2 and adding the heat of
evaporation. To solve this equation Newton acceleration
is used. The initial guess is calculated without mass trans-
fer. The interfacial temperature can be updated as follows:

T i f = T i f −
κg(T i f −Tg)+κg(T i f −Td)+ ṁ

κg +κd +
dṁ
dT

(38)
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The mass transfer in the form of evaporation or con-
densation at the interface are determined by the satura-
tion pressure of water vapour, which is given by the Arden
Buck equation:

psat (Tc) =

611.21exp
((

18.678− Tc

234.5

)(
Tc

257.14+Tc

))
(39)

where psat is the saturation pressure given in Pa and Tc is
the temperature in degrees Celsius.
The Nusselts correlation for the external side of the droplet
are given as (Ahmed and M.Yovanovich, 1994)

Nu = 2+0.775Re0.5 Pr1/3/
√

2γ +1[
1+
(

1
(2γ+1)3Pr

)]1/6 (40)

γ =
1

(1+Re)0.25

The simulation is 2-D, were a small volume at the
top of the domain is prescribed a volumetric fraction of
water of 0.005 with the temperature reported by (Yao
and Schrock, 1976). The small volume of water and the
computational mesh is shown below:

Figure 6. Computational mesh and the droplets at rest in the
volume at the top of the domain.

In the simulation the sides are given a symmetric
boundary condition, to avoid any wall effects. The total

length of the domain is 4m to ensure that the boundary at
the bottom does not interfere with the results. The tem-
perature of the air is kept at a constant temperature, corre-
sponding to that reported for the individual experiments.

It was found the switching Reynolds number Resw pro-
posed in equation 34 should be 400, to produce the best
match with the experimental results.
The results of the simulations are compared with the ex-
perimental results, and are shown in Figure 7:
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Validation of model results
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Figure 7. Simulations results compared with the experimental
results of (Yao and Schrock, 1976). The results are presented as
temperature decrease of the water droplets as it falls from rest.

It can be seen from Figure 7 that the simulation under
predicts the decrease in water temperature as the diameter
of the droplets increases. In the worst cases the results
deviate by 40% compared to the experimental data.

6 Conclusion
Two models for large droplets with internal circulation
have been investigated and an expression for the trans-
fer number, Nusselt or Sherwood, has been found as a
function of the modified Peclet number. The equations
describing the fit of the numerical results were found to be
within a satisfactory margin of error compared to the nu-
merical results with a maximum error of 3.8%. A switch-
ing Reynolds number was proposed as a method for com-
bining the two models.

The model for the droplets was implemented in a two-
phase simulation, and compared to experimental data for
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droplets experiencing free fall. The results of the simula-
tions were compared with the experimental data and it was
found that it under predicts the temperature decrease of the
falling droplets. As the diameter of the droplet increases
so does the error between the simulation and experimental
data. In the worst case the simulated results deviates as
much as 40%.
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Nomenclature

Symbol Description Unit

a Droplet radius m
An Coefficient for Equation 15 -
Cd Drag coefficient -
~F Volumetric force N m−3

j Heat or mass flux J m−2 s−1

kg m−2 s−1

J Dimensionless surface flux -
ṁ Mass flow kg s−1

Nt Transfer number -
Nu Nusselts number -
p Pressure Pa
Pe Peclet number -
Pe′ Modified Peclet number -
Pr Prandlt number -
r Radial coordinate m

R Dimensionless
radial coordinate -

Re Reynold number -
Sh Sherwood Number -
t Time s
T Temperature K
u Velocity m s−1

V Volume m3

α Volume fraction -

Γ
Thermal conductivity
or mass diffusivity m2 s−1

ζ
Dimensionless tori centred
radial coordinate -

θ Angle -

κ
Heat or mass
transfer coefficient

W m−2 K−1

m s−1

λn Eigenvalue for Equation 15 -
µ Viscosity Pa s−1

ρ Density kg m−3

τ
Dimensionless time/
Fourier number -

Φ Dimensionless potential -

Φ̄
Volume averaged
dimensionless potential -

Ψ Streamline m3 s−1
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Symbol Description

subscripts
c Celsius
d Droplet
g Gas
high High Reynolds model
i Phase i
j Phase j
low Low Reynolds model
nm Newman solution
kb Kronig and Brink solution
rel Relative
r Radial
sw Switching
θ Tangential
+1 Step forward
−1 Step backwards

superscripts
i f Interface

abbreviations
CFD Computational Fluid Dynamics
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Abstract
In this work the effect of the geometry of a GCT (Gas

Cooling Tower) on the flue gas distribution in a cooling

tower in Norcem, Brevik is investigated by using CPFD

(Computational Particle Fluid Dynamics) modeling and

simulation. Barracuda Virtual Reactor is used to

perform the simulations of a baseline model,

representative of the existing cooling tower.  Results

from simulations show poor distribution of flue gas and

recirculation zones occurring on both sides of the

distribution screen. The cause of this uneven

distribution is attributed to challenging geometry and

poor screen performance. To counteract this problem, a

new model is developed with a second screen and guide

vanes. The screens are placed in the lower part of the

GCT’s diffusor, whilst the guide vanes are in the

diffusor’s inlet duct. The screens and guide vanes are

modeled as baffle computational cells with zero

thickness. The implementation of a second screen

eliminates the recirculation zone below the screens and

improve the distribution.

Keywords: Norcem, Brevik, CPFD, cooling tower, gas

distribution, Barracuda

1 Introduction

Concrete is the most used building material in the world.

Norcem AS annually produces 1.7 million tons of

cement at its two plants in Norway. The Brevik plant has

always focused on technological innovation and has

therefore been at the frontline of efficient and

environmentally friendly cement production. Cement

production is an energy-intensive process and reuse of

waste heat is an important part of this. Waste heat from

the preheater is used for drying raw materials, and the

temperature must, therefore, be controlled. The

temperature of the preheater flue gas is about 380-

410°C. The gas should have a temperature of about 190-

290°C to use for drying of the raw materials and prevent

damage to equipment. To control the temperature, the

gas is cooled in a cooling tower by water spray. The

cooling tower is designed as a cylinder, with a maximum

diameter of 6 m. Figure 1 shows the upper part of the

cooling tower and a gas distribution screen. The gas is

fed into the top of the tower and passes through a

diffuser. In the lower part of the diffuser there is a

distribution screen which has a thickness of 3mm and
70mm holes throughout the cross section. The aim of the

screen is to distribute gas evenly throughout the cross-

sectional area of the tower.  The gas is cooled by cold 

water injected through 16 nozzles placed evenly around 

the perimeter of the tower at 1600mm below the 

distribution screen. Each nozzle is placed 22.5° apart 

from each other and they have pressure 25-27 bar.  

 

Figure 1. Upper part of cooling tower and gas distribution 

screen 

Today’s design makes use of only one gas distribution 

screen which results in insufficient distribution thus 

incomplete evaporation of cooling water. This creates 

spilling formation at the bottom of the cooling tower. 

This prevents deposition of dust and results in build ups 

and increased wear which leads to reduced production 

capacity. It is suspected that the screen is not able to 

distribute the gas evenly. Therefore, it is important to 

understand the actual conditions that causes the 

challenges and look at possible measures.  

To investigate the causes that create the problems, 

data for geometry and flow parameters along the cooling 

tower are obtained from Norcem and analyzed to make 

a simulation model in CPFD software Barracuda VR. 

This will provide a basis for how the gas distribution can 

be improved. When using simulation tools, 

consideration is given to what kind of changes should be 

made and what effects this will have. 

2 Computational model 

In this work, a Computational Particle Fluid Dynamics 

(CPFD) model is used to calculate gas, particle, and 

water flow along the cooling tower. Gas and particles 

are passing through the distribution screen. All 

simulations are run in Barracuda Virtual Reactor 17. 

Barracuda VR uses the Multi-Phase Particle in Cell 

(MP-PIC) approach, where combined Eulerian and 

Lagrangian methods are used for the modeling of fluid-

solid interaction. The fluid phase is solved as the 

continuum, while the particle phase is solved using the 

Lagrangian method. Langrangian method follows a 
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particle independent of the grid, and its properties are 

calculated at each point/time step. In Eulerian, control 

volume method, the geometry is divided into several 

control volumes, and what goes in must go out. The 

number of control volumes are determined by the size 

of the grid used. The equations are solved at each point 

of the grid (Falkovich, 2011). The equations involved in 

the computational model presented in this section are 

proposed by O’Rourke et al. and Snider et al. and the 

detail about the governing equation and computational 

schemes can be found there (Andrews, 1996; Sinder, 

2001). 

The fluid phase is described with Navier-Stokes mass, 

impulse, and energy equation (Thapa, 2015). They 

describe how the pressure, velocity, temperature, 

viscosity, and density of a moving gas are related. The 

equations contain several dependent variables, such as 

velocity and viscosity, as a function of four independent 

variables x, y, z, and t. The equations are thus partial 

differential equations (Hall, 2015) 

One of the most important parameters in CPFD is the 

drag model. The drag model indicates forces acting on a 

particle from a fluid. In simulations, it is chosen to use 

Gidaspow's model for both particles and water. This 

model is based on Wen & Yu and Ergun's models. Wen 

& Yu's model is adapted to flows with low particle 

fractions. Ergun's model is adapted to large volume 

fractions and will not be used in this work. 

2.1 Model parameter 

The composition of the flue gas coming into the 

cooling tower consists of several fractions, but the main 

constituents are nitrogen, carbon dioxide, oxygen, water 

vapor, and carbon monoxide. The volume fraction of 

these will vary with the type of clinker produced and 

how the process is operated. What types of fuel and 

quantities of these will be important factors. The 

composition used in this report is from the production of 

Standard clinker and measured in connection with a heat 

balance performed in 2018 and is shown in Table . 

 

Table 1. Composition of flue gas 

Component Volume 

fraction 

Molecular 

weight[g/mol]  

 N2  62.7%  28.0134  

 CO2  23.5%  44.0095  

 H2O  9%  18.0152  

 O2  4.6%  31.9988  

 CO  2%  28.0101  
 

The models include data on the particles that are part 

of the simulation. This includes particle type, size 

distribution, sphericity, and particle density. Raw meal 

has been used as a starting point for particle parameters, 

although this will be a mixture of raw meal, calcined raw 

meal, and ash residue. The size distribution for solid 

particles is an average distribution over a year of 

production of Standard raw meal. The particle size 

distribution (PSD) used in the computational model is 

shown in Figure 2. 

 

 

Figure 2. Solid particle size distribution, for raw meal 

For the initial simulations only water droplets are 

added to the model. The droplet size distribution is 

shown in Figure 3.

 

Figure 3. Water droplet size distribution 

The droplet size effects the overall performance of the 

cooling tower. Fine droplets accelerate the evaporation 

process and hiders transportation of moisture out of the 

tower. 

2.2 Model geometry and boundary 

conditions 

A model of geometry is prepared for the cooling tower. 

To model the cooling tower on the correct scale and with 

the necessary level of detail, production drawings of the 

inlet duct, cooling tower, and outlet provided by 

Norcem have been used. The drawings are hand drawn 

from the period 1978 to 1986. The drawings are the 

starting point for the model. Some of the parameters 

were missing and new physical measurements have 

been made to find out the missing geometry parameters. 

This applies mainly to the lower part of the tower with 
piles and outlet duct. New measurements have yielded a 

margin of error against original drawings by 0.07%. 
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CPFD software Barracuda reads only massive parts of 

the model as a flow path. The tower is thus modeled as 

a massive model where nozzle pipes are modeled as 

cavities. The boundary to the surroundings is then 

determined by the inner diameter of the tower mantle. 

The model is drawn according to the right-hand rule so 

that the z-axis is the vertical axis in the model. To make 

sure this is correct, the model is drawn in a positive z-

axis. This is done so that the axis representing the 

gravitational direction should correspond between the 

two programs. The only simplification of the model that 

has been done is to omit the screw conveyor at the 

bottom as it will not significantly affect the flow. The 

geometry was drawn in CAD software SolidWorks, 

saved as an STL file, and then imported to Barracuda. 

The model geometry of the tower and boundary 

conditions are shown in Figure 4.. 

 

Figure 4. Model geometry and boundary conditions 

For the isothermal gas flow simulations both inlet and 

outlet of the cooling tower are defined as flow boundary. 

This is because the inflow and outflow are set equal. 

When injection of water is added to the simulation the 

outlet boundary is changed to pressure BC. This defines 

outlet conditions based on pressure. Injection 

boundaries are used for water nozzles. 

3 Simulation methods 

A series of simulations were run using the baseline 

model. Before simulations, physical monitors were 

installed under and above the distribution screen and the 

pressure drop was measured to 70Pa. This measurement 

is used in the CPFD model. 

The main objective of this work is to improve the gas 

distribution so that better evaporation of the cooling 

water can be achieved. To measure an improvement, a 

list of criteria has been set for velocity differences over 

the tower cross-section: 

 Measurements must be made across the entire 

cross-section, except for a peripheral area behind 

nozzles. This area should not exceed 10% of the 

total cross-section. 

 Horizontal distance between the measuring points 

should not exceed 500mm. 

 Recirculation zones must not occur within the 

evaporation zone. 

 The velocity deviations in the measuring points 

should not exceed +/- 30% of the calculated 

velocity for a given cross-section. This gives a 

permissible deviation from -2.26 to -4.12m / s. 

 Speed deviations in the peripheral zone must not 

exceed +/- 50% of the calculated speed. 

 The standard deviation for all measurement points 

should not exceed 18%. 

4 Results and discussion 

4.1 Baseline model with one distribution 

screen 

The first simulations were run for the entire tower 

without dust particle loading and water injection. The 

objective was to get an overview on how the gas flows 

in the area above and under the distribution screen 

where water nozzles are located. It is assumed that the 

volume fraction of dust is small enough that it does not 

significantly affect the gas flow. The simulation is set up 

with inlet and outlet Flow BC with equal mass flow and 

temperature. The boundary conditions for this model are 

shown in Table 2.  

Table 2. Flow boundary conditions 

  Pressure 

[Pa] 

Temperature 

[K] 
Mass flow 

[kg/s] 

 Inlet BC  92 073 673.15 52.15 

 Outlet BC  91 750 673.15 -52.15 

In the cooling tower, the temperature variation, 

during normal operating conditions, does not exceed 1-

2 degree Celsius. Therefore, the temperature at inlet and 

outlet boundaries are considered as constant. 

The geometry of the model is divided into one million 

uniform cells as shown in Figure 5. which gives a cell 

size of 17cm. The grid size was not possible to reduce 

further because of very large computational time. If the 

grid were reduced further, it would have taken few 

weeks for one simulation which is the beyond of the 

scope of this work. 
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Figure 5. Grid of the geometry 

The distribution screen is modeled similarly to a 

porous plate with a calculated resistance. In such a plate, 

particles will not be able to pass, and we only get a 

picture on how the gas flows. This is done as a 

simplification to save simulation time. For the current 

model, the simulation time is 12 hours. A modeling of 

the distribution screen with 3 mm thickness would have 

increased the need for cells to several billion and given 

a simulation time that is far from the possibilities of this 

work. 

Results from this model show large velocity 

variations over the tower cross-section. Figure 6. shows 

the axial velocity in the XY plane at the level of water 

nozzles and the central axial velocity in the YZ plane. 

 

Figure 6. Velocity profile for the baseline model, one 

screen 

From Figure 6., a clear distortion is seen under the 

distribution screen, where the gas flow changes the 

direction. The radial velocities increase in the negative 

x-direction up to the wall of the diffuser. Here the 

direction of flow changes and the axial velocity becomes 

positive. This is due to the geometry of the duct from the 

upper cyclone stage down to the diffuser. After the last 

duct bend, wall separation occurs, and the gas is pressed 

against one side, which continues all the way down to 

the distribution screen. Here, a recirculation zone is 

formed which further amplifies the effect of the skewed 

gas distribution. Consequently, the gas velocity through 

the screen becomes uneven. 

As a consequence, a large recirculation area and 

stagnant gas pockets under the distribution screen. In 

these areas, evaporation of cooling water will be greatly 

reduced. The radial velocity components along the x and 

y axes exceed the axial velocity in several areas. This 

will transport cooling water and particles to the tower 

walls where they agglomerate (Nielsen, 2002). 

The simulation results from baseline model with one 

distribution screen show the following: 

 The standard deviation of the velocity profile 

at the level of the water jets is 65.13% 

 For single measurements, the velocity ranges 

from 0.5 to -7.05m / s 

 The average of each measurement point 

shows 50 measurements where the velocity 

is higher than -4.21m / s 

 34 measuring point has an average value 

where the velocity is lower than -2.26m / s 

 A total of 84 of 119 measurements are 

outside the recommended range. 

The pressure loss from the tower inlet to below the 

screen is 269Pa. 

4.2 Model with two distribution screens 

In the next model a second distribution screen has 

been added 1.95m above the original one. The results 

from this simulation show a significant improvement of 

the gas distribution. Recirculation zones and stagnant 

gas pockets are eliminated, and the radial velocities are 

greatly reduced.  Figure 7. shows the axial velocity in 

the XY plane at the level of water nozzles and the central 

axial velocity in the YZ plane. 

 

Figure 7. Velocity profile for model with two screens 

 The major results from the second model 

summarized: 

 The standard deviation of the velocity profile 

at the level of water jets is 21% 

 The velocity ranges from -1.75 to -5.52m/s 
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 A total of 43 of 119 measurements are 

outside the recommended range. 

The pressure loss for this model is 278Pa, an increase 

of 9Pa from the baseline model. 

4.3 Models with water injection 

 

Figure 8. Velocity profile with water injection, one screen 

 Based on the baseline and second model, water 

injection was added to see how this affects the gas 

distribution and pressure loss. The model is set up with 

inlet Flow BC and outlet Pressure BC. Outlet pressure 

is specified to represent the measured value. Water is 

injected through an Injection BC via 16 simplex 

spillback atomizers placed 500mm below the diffuser at 

the rate of 3.74kg/s. For the baseline model an increased 

velocity deviation and strengthening of recirculation 

zone is seen (see Figure 6.). The recirculation zone 

creates a zone of stagnant gas along the tower wall 

where water spray and particles will agglomerate and 

cause corrosion. This area correlates with tower wall 

corrosion seen over the past few years. Opposite to the 

recirculation zone, a high velocity zone is created where 

complete evaporation is not achieved within the tower. 

The pressure loss from inlet to below screen is 858Pa. 

 

Figure 9. Velocity profile with water injection, two screens  

For the model with two screens, see Figure 9.  a 

recirculation zone is created centrally in the tower. The 

following inward radial velocities prevents the 

transportation of particles to the tower walls. This model 

shows almost complete evaporation of water droplets 

before flue gas exits tower. By using flux planes this 

amount is calculated to 6.6kg/min at tower exit. The 

pressure loss from inlet to below screens is 859Pa. Thus, 

the impact of a second screen on gas transportation is 

negligible.  

The results show that the main contributor to pressure 

loss is water injection and not the distribution screen(s). 

This occurs despite a lower outlet gas velocity.  

4.4 Models with new nozzles 

Simulations were further run for the tower with new 

nozzle inclined at 45° with spray angle of 60°. The 

droplet size distributions are kept similar to the prior 

simulations. All other parameters are also kept 

unchanged. The first simulation were run with one 

distribution screen.  The results show more water and 

particle accumulation near the wall of the tower which 

will negatively effect on evaporation process and gas 

distribution. 

 

Figure 10. Comparison of gas velocities at 2500 mm below 

the distribution plate  

Simulations were also run for the tower with two 

distribution screens and new nozzles. The gas velocity 

distribution along the tower is presented in Figure 11. 

 

Figure 11. Comparison of gas velocities along the center 

of the tower 
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Figure shows that the gas distribution at the tower with new

nozzles and two distribution screens is improved.

5 Conclusions

Results from simulations done on the second model with

two distribution screens show an improved gas

distribution and complete evaporation of cooling water.

This is achieved without significant increase in the

pressure loss through the tower. Nevertheless, some

recirculation occurs along the walls in the upper part of

the evaporation zone. This is due to wall separation

below the lowermost distribution screen. Small radial

velocities that occur may transport particles to tower

walls in this area. The gas distribution in the tower with

two distribution screen and new nozzles gives better

results.
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Abstract
Bubbling fluidized beds are simple and attractive means

of achieving efficient conversion of biomass if particle

segregation and the associated effects are minimized. To

improve the knowledge of fluidized bed reactor design,

this paper compares the behavior of a hot bed containing

a certain amount of biomass with the behavior in a cold

bed having the same biomass loads and particle

properties. An approach for scaling up a cold bed to a

large hot bed for the same volume fraction of biomass is

introduced. The proposed scheme uses the bed

expansion ratio as an output from the cold bed. This

approach provides an accurate means of attaining

dynamic similarity in bubbling behavior between two

different beds without constraining the fluid and particle

properties as well as the bed height.

Keywords: biomass, scale up, bed expansion, CPFD,

bubbling fluidized bed

1 Introduction

To enhance the understanding of fluidized bed behavior

for reactor designs and scale up, this paper compares the

bubbling behavior in a hot fluidized bed containing

biomass with that observed in Agu et al. (2019a) under

cold flow condition using the same bed material and

biomass properties. In the literature (Agu et al., 2019a),

the mixing and segregation pattern of wood chips and

pellets of a wide density difference but similar volume-

equivalent spherical particle diameter was studied using

electrical capacitance tomography (ECT).

     Understanding how the cold bed behavior is related

to the behavior in an active hot bed is often a challenge

in modelling and scaling up. The traditional scaling up

approaches (Glicksman et al., 1993; Glicksman, 1988;

Glicksman, 1984; Romero and Johanson, 1962) that

have been used in many studies (Kraft et al., 2018;

Biglari et al., 2016; Thapa and Halvorsen, 2014) do not

consider the influence of feedstock and volatiles (i.e.

biomass) on the bubbling behavior. As shown in

different studies (Agu et al, 2019a; Fotovat et al, 2015a),

the amount of biomass in a bed affects the bubble

diameter, bubble frequency and bed expansion, and also

causes a delay in slug flows. In an attempt to keep the

ratios of diameter and density of fuel particles to those

of a bed material constant, the two beds will have

different fluid and particles properties. Different scaling

up approaches accounting for intrinsic behavior in a bed

have also been demonstrated. On the account of

segregation effects, a scaling approach based on the

biomass residence time distribution was reported in

(Zhang and Xu, 2015). Scaling up a bed based on the

segregation effects on the thermochemical conversion

of biomass can also be achieved by using the relative

time scales (Damköhler numbers) between the

segregation and devolatilization of the fuel particles

(Salatino and Solimene, 2017). Moreover, a bubbling

fluidized bed can also be scaled up by keeping at least

one of the bubble properties constant (Agu et al, 2019b).

     In this study, a new approach for scaling a bubbling

bed behavior from a cold small to a hot large bed is

introduced based on a combination of Horio et al (1986)

scaling law and correlations for minimum fluidization

velocity and bed expansion ratio. The scaling approach

introduced allows the same properties of biomass as

well as the same bed material type to be used in both

beds. For the scaled bed, the Wen and Yu (1966a)

correlation is used to determine the particle size while

the model for bed expansion ratio (Agu et al., 2019c) 

is used to determine the aspect ratio (bed height 

to diameter) owing to the fact that bubble growth and 

bed expansion depend on the bed aspect ratio. The 

scaled bed aspect ratio is also verified by simulation of 

the two different beds using the Barracuda software 

based on the CPFD (computational particle-fluid 

dynamics) model.

2 Modelling and scaling up

To scale up fluidized bed behavior from a small to a

larger bed diameter, scaled and transferrable

information from the smaller (reference) bed is required.

In a hot flow bed, temperature and pressure are easier to

measure. Temperature is not a product of bubble flows

but the distribution of temperature as well as the

pressure fluctuations can be linked to the bubbling

behavior. However, modelling of temperature

distribution and pressure fluctuation is a complex task.
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In a cold bed, different properties can easily be

measured, including bubble diameter, bubble frequency

and bed expansion. Different correlations are also

available in literature for prediction of the different

bubble properties for a bed of single particle type, e.g.

sand particles. Based on the results reported in Agu et al

(2019a) for binary mixtures of sand and biomass, none

of the available models (Choi et al, 1988; Darton et al,

1977; Mori and Wen, 1975) for bubble diameter can

predict the bed behavior with a good accuracy. The bed

expansion predicted using different models (Agu et al,

2019c; Hepbasli, 1998; Werther, 1978) at 𝑈0/𝑈𝑚𝑓𝑠 = 2

show similar trends as the experimental data.

Numerically, the Agu et al (2019c) model agrees very

well with the data from the pellet beds while for the

wood chip beds, a good agreement was obtained when

the segregated layer at the surface of the bed is excluded

in the total bed height measured. The bed expansion

model as proposed by Agu et al (2019c) is described

below:

∆𝑒 = [1 − 0.103(𝑈0 − 𝑈𝑚𝑓)
−0.362

(
𝑑̅𝑏

𝐷
)]

−1

− 1      (1) 

𝑑̅𝑏/𝐷 = 0.848 (
𝑈0

𝐷
)

0.66
(1 − 𝑐 (

𝑈0

𝑈𝑚𝑓
)

𝑎−1

)

0.66

 ;          

𝐴𝑟 > 400 and  𝑈0/𝑈𝑚𝑓 > 𝑐1/(1−𝑎)                 (2) 

 

where ∆𝑒 = (𝐻𝑓 − 𝐻𝑚𝑓)/𝐻𝑚𝑓 is the bed expansion and

𝑑̅𝑏/𝐷 is the bubble to bed diameter ratio averaged over

the bed height. 𝐻𝑚𝑓 and 𝐻𝑓 are bed heights at the

mixture minimum fluidization velocity 𝑈𝑚𝑓 and at the

operating gas velocity 𝑈0, respectively. Eq. (1) is semi-

empirical and was developed based on the mass balance

in the solid and gas phases. By using the particle-

dependent average bubble diameter shown in Eq. (2) as

proposed by Agu et al (2018), Eq. (1) predicts the

behavior in beds with different particle properties.  𝐴𝑟
in Eq. (2) is the Archimedes number, and the equation

is applicable for large particles where 𝐴𝑟 > 400 and for

gas velocities 𝑈0 such that 𝑈0/𝑈𝑚𝑓 > 𝑐1/(1−𝑎) which

corresponds to the minimum bubbling condition of the

bed, where 𝑎 and 𝑐 can be obtained as described in the

literature (Agu et al, 2018).

For a binary mixture of sand and biomass particles,

the mean particle diameter 𝑑𝑚, density 𝜌𝑚 and

sphericity 𝜑𝑚 used for evaluation of 𝑑̅𝑏/𝐷 can be

obtained from the following, where the subscripts “m”,

“b” and “s” denote mixture, biomass and sand,

respectively, and 𝑦𝑏 is the biomass volume fraction in

the binary mixture:

𝑑𝑚 = [
𝑦𝑏

𝜑𝑏𝑑𝑏
+

(1−𝑦𝑏)

𝜑𝑠𝑑𝑠
]

−1

     (3)    

𝑑𝑝,𝑠𝑝ℎ,𝑚 = [
𝑦𝑏

𝑑𝑏
+

(1−𝑦𝑏)

𝑑𝑠
]

−1

    (4)    

𝜌𝑚 = 𝑦𝑏𝜌𝑏 + (1 − 𝑦𝑏)𝜌𝑠    (5)    

𝜑𝑚 = 𝑑𝑚/𝑑𝑝,𝑠𝑝ℎ,𝑚     (6)   

3 Results and discussion

Figure 1 compares the predictions of the bed expansion

using Eq. (1) with the experimental data obtained at

different gas velocities and biomass loads. For the bed

of pellets, the mean bed particle properties are based on

the total amount of biomass charged in the bed.

However, in the wood chip bed, the computation of the

mean particle properties is based on 50% of the total

biomass charged since approximately 50% of the

biomass load lies above the bed surface, preventing the

bubble passage (Agu et al, 2019a). As can be seen in

Figure 1(a), the model results agree very well with the

measured data from the wood chip beds, particular with

𝑦𝑏 = 0.2. For the pellet beds, the model prediction

accuracy increases with increasing gas velocity. The

inaccuracy in predicting the bed expansion can be

associated with the strong interactions between the

biomass and sand particles at lower gas velocities. With

low gas velocity, a higher amount of sand particles are

in the interstices between the biomass particles, thus

reducing the bed voidage and expansion. Increasing the

gas velocities increases the inter-particle spacing,

thereby enhancing the bed expansion.

3.1 Scale up from cold small to hot large bed

To attain a dynamic similarity in the flow of bubbles

between a cold small bed and a hot larger bed based on

the same biomass properties and volume fraction, the

Horio et al. (1986) scaling law as described below can

be applied.

 
𝑈0−𝑈𝑚𝑓

√𝑔𝐷
, 

𝑈𝑚𝑓

√𝑔𝐷
    (7)

The Horio et al (1986) law does not impose a restriction

on the bed height and on the solid to fluid density ratio.

In addition, Glicksman (1988) showed that (7) is

equivalent to the scaling law proposed for the viscous

limit set for two different beds of the same geometry and

negligible solid to fluid density ratio. Implementation of

Eq. (7) in this study for scaling up the biomass-sand bed

behavior without considering the height and density

ratios is based on the fact that bubble growth in a

fluidized bed depends on the particle size, fluid

properties and bed aspect ratio (Agu et al, 2019b). For

larger particles or less viscous flow, the bubble growth

rate with an increase in gas velocity is high. The bubble

size increases with an increase in the bed aspect ratio,

particularly for small particle sizes. From (7),
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          (a) 

 
(b)

Figure 1. Bed expansion ratio, comparing the predicted

results based on Eq. (1) with the experimental data

obtained in the cold bed of diameter 10.4 cm at different

biomass loads and air velocities as described in Agu et al.

(2019a); (a) wood chips (b) wood pellets.

 

𝑈𝑚𝑓2 = √𝑟 𝑈𝑚𝑓1       (8) 

where 𝑟 = 𝐷2/𝐷1 is the size ratio between the large bed 

diameter 𝐷2 and the small bed diameter 𝐷1, and 𝑈𝑚𝑓2 

and 𝑈𝑚𝑓1 are the corresponding minimum fluidization 

velocity of the particles in the respective beds. Eq. (8) 

indicates that particles in the larger bed will have a 

larger particle size since 𝑈𝑚𝑓2 > 𝑈𝑚𝑓1. The particle 

size for a given value of 𝑈𝑚𝑓 can be obtained from Eq. 

(9) as proposed by Wen and Yu (1966a). 

 
𝜌𝑔𝑈𝑚𝑓𝑑𝑠

𝜇𝑔
= [−33.67 + √((33.67)2 + 0.0408𝐴𝑟)];  

𝐴𝑟 =
𝑑𝑠

3𝜌𝑔(𝜌𝑠−𝜌𝑔)𝑔

𝜇𝑔
2                                                       (9)                     

If the aspect ratio ℎ0/𝐷 is the same for both beds, the 

resulting bed height for the larger bed may be too high 

for industrial application; in addition, the bubble size at 

the same (𝑈0 − 𝑈𝑚𝑓)/√𝑔𝐷 value may be larger.

Therefore, for successful application of the Horio et al

(1986) scaling law, an output from the large bed that

must be correctly matched with that from the smaller

bed is required. For the binary mixture of biomass and

sand particles, the bed expansion ratio is the output

applied in the scaling approach introduced in this study.

The bed expansion of the scaled hot larger bed can be

simulated from Eq. (1). By comparing the simulated

result with the measured data from the cold small bed at

the same biomass volume fraction, the appropriate bed

aspect ratio can be determined. Since Eq. (1) accurately

predicts the behavior in the cold bed of diameter 10.4

cm containing 20% wood chips, this bed is used as the

reference here.

 Figure 2 compares the bed expansion predicted for

the scaled hot large bed with those measured in the cold

small bed at different biomass loads. The new bed aspect

ratio is evaluated as ℎ0∗/𝐷∗ = 2.7, where ℎ0∗ = 50 cm

is the initial height of the reference bed (cold bed) and

𝐷∗ = 18.5 cm is the characteristic bed diameter

obtained by fitting  (1) at the hot bed condition with the

data obtained from the cold bed at 𝑦𝑏 = 0.2. As can be

seen, there is a good agreement between the simulated

results and the experimental values from the bed with

the 20 vol.% wood chips. The similarity also observed

for other wood chip beds and those of pellets confirms

the validity of the scaling approach.

Different dimensionless groups associated with the

two beds based on the bed materials are compared in

Table 1. In addition to the Froude numbers, 𝑈𝑚𝑓
2/

(𝑔𝐷), the particle Reynolds numbers, 𝜌𝑔𝑈𝑚𝑓𝑑𝑠/𝜇𝑔 and

Archimedes numbers, 𝐴𝑟 = 𝑑𝑠
3𝜌𝑔(𝜌𝑠 − 𝜌𝑔)𝑔/𝜇𝑔

2  are 

closely matched. To achieve the same ℎ0/𝑑𝑠 ratio, the 

aspect ratio of the larger bed has to be reduced to 

ℎ0/𝐷 = 1.47, which is possible if only the pure bed 

material is in the bed. However, by considering that the 

bed expansion ratio decreases with an amount of 

biomass in the bed, the height of the large bed needs to 

be as high as possible to achieve a similar behavior to 

that in the smaller bed diameter. 

3.2 Verifying the scaled bed aspect ratio 

To verify the aspect ratio of the scaled large bed, the two 

different beds (cold at ambient and hot at 800 ˚C), each 

containing 20 vol.% wood chips were simulated using 

Barracuda VR software. Barracuda is a commercially 

developed platform for implementing the computational 

particle-fluid dynamics (CPFD) scheme. CPFD is based 

on the multiphase-particle-in-cell (MP-PIC) concept 

introduced by Andrew and O’Rourke (1996). In the 

CPFD scheme, the Euler-Lagrangian modelling 

approach is applied for fluid volume and particle 

tracking in gas-solid systems. With the MP-PIC 

concept, the computational particle represents a large 

number of particles with similar properties.  
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                   (a) 

 

 
         (b) 

Figure 2. Bed expansion, comparing the bubbling behavior 

in the experimental small cold bed (diameter = 10.4 cm, 

and 293 µm sand particles) with that in the hot scaled bed 

of diameter 100 cm containing 827 µm sand particles at 

different biomass loads of (a) wood chips and (b) wood 

pellets. 

 

The grouping of particles in the CPFD code makes the

simulation faster, thereby increasing its application to

industrial systems. Detailed descriptions of the CPFD

model and its numerical scheme can be found in Chen 

et al (2013). The Barracuda software has been

successfully used in different studies including

investigation of fluid-particle behavior in a binary

mixture of bed material and biomass particles (Fotovat

et al, 2015b) and classification of particles of different

sizes and densities (Chladek et al, 2018).

In implementing the CPFD model, the particle

properties were the same for both biomass and sand

particles as those used in the cold bed experiment (Agu

et al, 2019a). Both beds (𝐷 = 10.4 cm and 𝐷 = 100
cm) contain 20 vol% wood chips for each air velocity.

 

Table 1. Comparison of the dimensionless numbers 

between the small cold and the large hot beds. 

Parameter 

 

Unit 

Small    bed 

with 20 vol.% 
biomass 

Large Bed 

with 20 vol.% 
biomass 

𝑇 ˚C 25 800 

𝑝 atm 1 1 

𝐷 m 0.104 1.0 

𝜌𝑔 kg/m3 1.18 0.33 

𝜇𝑔 Pa.s 1.8x10-5 4.3x10-5 

𝑑𝑠 µm 293 827 

𝜌𝑠 kg/m3 2650 2650 

𝑈𝑚𝑓 m/s 0.079 0.243 

𝑈𝑚𝑓
2/(𝑔𝐷) - 6x10-3 6x10-3 

𝜌𝑔𝑈𝑚𝑓𝑑𝑠

/𝜇𝑔 

- 1.54 1.53 

𝐴𝑟 - 2500 2600 

ℎ0/𝐷 - 4.8 2.7 

ℎ0/𝑑𝑠 - 1800 3300 

 

The airflow rate at the bottom of the column was 

assumed uniform across the bed. There are different 

drag models in the Barracuda library. As the Wen and 

Yu (1966b) drag model has been used in many 

applications with good results, this model was also used 

for all simulations in this study. The default model 

settings, as given in the Barracuda 17.05 version, were 

applied.  

The geometries are divided into uniform grids. The 

grid size for the small bed is 13 x 13 x 12.2 mm while 

that of the larger bed is 9.6 times larger. Relatively 

coarse grid sizes were used to accommodate the biomass 

particles (6.87 mm diameter) within each computational 

cell since in Barracuda it is difficult to capture particles 

larger than the grid size. Each bed was initialized as a 

uniform mixture containing 20% wood and 80% sand 

particles over the bed height. The biomass and sand 

particles were set as two different particle species to 

track the individual particle motion and location along 

the bed. The bottom part of the bed was set as the 

velocity flow boundary and the top as the pressure 

boundary. Four different superficial gas velocities were 

applied in each bed. The simulations were run for 20 s 

with an initial time step of 0.001 s. The fluid pressure 

and solid volume fraction at two different positions 

along the bed axis were used for further analysis.  

     Figure 3 (a and b) compares the distribution of the 

solid species (sand and biomass particles) between the 

two different beds from the initial well mixed state to 
the final state. For the same biomass volume fraction, 

the number of biomass particles per unit length is 
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proportional to the cross-sectional area of the bed. As a 

result, the scale on the colour bar reflects a higher 

biomass concentration in the hot bed compared to the 

cold bed, which is 100 times smaller in cross-sectional 

area. At the final state, the results show that particle 

distributions are similar in both beds; most of the 

biomass particles moved to the bed surface as similarly 

observed in the experiments. The pressure value at the 

two indicated positions in the different beds were used 

as the basis for Figure 3 (c), which shows the variation 

of pressure drop normalized with the mean value within 

the last 5 s of the simulations. As can be seen, the 

fluctuation of pressure drop is similar in both beds, 

indicating that bubbles rise at approximately the same 

frequency in the beds. The higher fluctuation amplitude 

in the hot bed is due to a larger pressure drop over the 

70 cm between the measurement positions compared to 

15 cm in the case of the cold bed. It should be noted that 

no scaling rule is applied in choosing the pressure data 

positions. However, the positions are such that one is 

within the grid zone (occupying up to 25% of the bed 

height) and the other within the constant density zone. 

The variation of mean pressure drop and pressure 

fluctuations at different gas velocities are shown in 

Figure 4. 

 

 
Figure 3. CPFD simulations showing solids distribution 

(a) cold bed of diameter 10.4 cm, height 50 cm with (1) 

initial state (2) final state (b) hot (800 ºC) scaled bed of 

diameter 100 cm, height 270 cm with (1) initial state (2) 

final state (c) pressure drop over the indicated positions 

within the last-5 s of the simulation time. On the colour 

scale, “1” indicates sand (blue), “2” indicates biomass (red) 

and a number in between indicates the particle mixture.    

 

For the same Froude number, 𝐹𝑟 = (𝑈0 − 𝑈𝑚𝑓)/

√𝑔𝐷, Figure 4(a) shows that the pressure drop per unit 

length is close in the two beds. The approximately 

constant value of the pressure drop at different gas 

velocities indicates that the bed is well fluidized. Figure 

4(b) gives the relative pressure fluctuation computed as 

𝜎/𝑝, where 𝜎 is the standard deviation and 𝑝 is the mean 

fluid pressure over the last 5 s of the simulation time. 

The value of 𝜎/𝑝 increases with increasing gas velocity 

due to increasing bubble flux. Up to 𝐹𝑟 = 0.05, the 

pressure fluctuations are similar in the two beds, and 

also the same at both bed positions. At higher Froude 

numbers, the difference in the values of 𝜎/𝑝 between 

the two beds (particularly at the upper position) suggests 

that slugs flow in the beds (although not clear in the 

simulations). In the cold bed, the experiments show that 

slugs begin to flow in the upper bed position (observed 

at 28.7 cm above the distributor) when 𝐹𝑟 = 0.078. The 

flow of slugs results in higher fluctuations and bed 

instability. 

With the strong agreement in both the simulated and 

experimental results, it therefore shows that by using the 

computed scaled bed aspect ratio, the bubble flow 

behavior in the hot large bed is similar to that in the cold 

small bed within the bubble regime.  

 

 
                   (a) 

 
         (b) 

Figure 4. Comparison between cold bed of diameter 10.4 

cm, aspect ratio 5 and hot (800 ºC) scaled bed of diameter 

100 cm, aspect ratio 2.7 at different values of (𝑈0 −

𝑈𝑚𝑓)/√𝑔𝐷 (a) mean pressure drop (b) relative fluid 

pressure fluctuation.  
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4 Conclusions 

In this study, a method for scaling up a cold bed to a hot 

larger bed was introduced. Using an output such as bed 

expansion ratio, the proposed scaling approach provides 

a means of achieving dynamic similarity between two 

different beds without constraining the fluid and particle 

properties as well as the bed height, thereby allowing the 

same properties of fuel particles and bed material type 

to be used. For illustrations, a 10.4 cm diameter cold bed 

containing a mixture of biomass and sand particles was 

scaled up to a large hot bed of 100 cm diameter and the 

results from CPFD model simulations showed that both 

beds have clear similarity in bubbling behavior. 

Beside bed expansion ratio, other bubble properties 

including the rise velocity and volumetric bubble flux 

can also be considered in the scaling approach, provided 

that such properties are well correlated with the bed 

geometry and particle properties.  

Although the new scaling up approach introduced in 

this work is verified numerically using commercial 

simulation software, further verifications using 

experimental data are necessary.  
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Abstract 
Due to the increasing utilization of 3D development 

environments for industrial use cases by emerging 

topics like virtual reality, new challenges in the 

conversion of computer-aided-design (CAD) models to 

3D models have become visible. Particularly, the 

conversion of the kinematic constraints turns out to be 

complex and requires extensive manual efforts. This 

paper discusses these challenges with a focus on the 

problems in the conversion of kinematic constraints. 

Further, a new approach is proposed and validated 

regarding the automated conversion of the kinematic 

constraints of an exemplary CAD model. Thereby, this 

work contributes to an accelerated and simplified 

development process of industrial applications within 

3D development environments. 

 

Keywords: computer aided design (CAD), 3D,
kinematic dependencies, CAD conversion, constraints

1 Introduction

CAD systems are indispensable in industrial product

development processes and represent the state of the art

in the area of product design software. However,

product development tasks often go far beyond pure

product design and require additional software solutions

for simulation, visualization or other tasks. While CAD

systems are the preferred tools for product development,

3D development environments1 (3DDE) are used for

visualization in high-quality renderings, videos or

virtual reality applications (Davila Delgado et al., 2020).

Because of the limited compatibility between CAD

systems and 3DDE, file conversions are usually

required and lead to a loss of information (e.g.

parameters, materials, kinematic constraints) (Raposo et

al., 2006). Manual restoration of lost information can be

time consuming and must be repeated with every

adjustment of the design. Even existing CAD

conversion tools are not able to fully convert kinematic

constraints (Stelzer et al., 2014). Other scientific

publications identified this problem as well but could

1 Popular examples are 3DsMax, Cinema4D, Blender or

Unity.

not present a general applicable solution (Whyte et al., 

2000). For that reason, this paper will present existing 

challenges regarding the conversion of kinematic 

constraints followed by an approach for an automatic 

conversion concept. 

This paper is structured as follows: In section 2, the 

state of the art highlights current challenges regarding 

the conversion of CAD models to 3DDE compatible 

files. Further, problems of current approaches to 

overcome the existing challenges in the file conversion 

will be discussed. In section 3, an approach for a concept 

which addresses the identified issues is presented. A 

validation and discussion of the presented approach is 

given in section 4. This work closes with a conclusion 

in section 5. 

2 State of the art 

The following section focuses on the state of art and 

identified challenges in the conversion workflows from 

CAD models to files supported by 3DDE. First, 

currently available file formats will be discussed. 

Second, challenges regarding the conversion of 

kinematic constraints are presented. Finally, current 

approaches to overcome the conversion issues will be 

presented. 

2.1 File formats for 3D-data exchange 

Challenges in the conversion of 3D models from CAD 

systems to 3DDE arise, because most software systems 

use their own native file formats. In addition, the most 

software systems offer only limited capabilities to 

export or import data to other software. In order to 

overcome these issues, neutral exchange formats have 

been developed, which can generally be read by any 

common CAD- or 3D-system. However, the converted 

content often does not go beyond pure geometry 

(Dimitrov and Valchkova, 2011). The possibility to 

store additional information like materials, parameters, 

kinematic constraints etc. can vary from format to 

format. Furthermore, only a limited number of CAD 

systems offer the possibility to export these data. 
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One major difference between CAD and 3DDE 

models is the representation of surfaces. CAD-Models 

are described by non-uniform-rational-B-spline 

(NURBS) surfaces which are an exact mathematical 

representation of the geometry. The most commonly 

used CAD-exchange formats are STEP (.stp) and IGES 

(.igs) which are both neutral formats. In contrast, 3DDE 

use a discretized, polygon-based grid to generate 

surfaces as current 3DDE cannot render NURBS 

surfaces in real-time (Kumar and Manocha 1996; 

Sikorska 2008). When moving from CAD to a 3D 

application, polygonization (tessellation) of the CAD 

model is generally required. As a result, the used file 

formats differ fundamentally. In general, the tessellation 

process only translates surfaces belonging to the 3D 

model. Construction geometry like points, axes or 

planes are not considered and consequently lost during 

conversion. The most important neutral 3D-exchange 

formats are Wavefront OBJ (.obj), COLLADA (.dae), 

STL (.stl) and VRML (.wrl). Further, the proprietary 

formats Filmbox (.fbx) and 3DS (.3ds) are provided by 

Autodesk but are supported by many different 3DDE. 

An overview of the mentioned file formats is presented 

in Table 1. 

Table 1: Overview of the most important CAD- and 

3D-exchange file formats. 

 

2.2 Kinematic constraints in CAD and 

3DDE 

Kinematics are commonly used in the product 

development to test and illustrate motions of future 

products within the design process. The correct 

definition of kinematic constraints is further required for 

dynamic simulation (Engelson, 2000) or functional tests 

in a virtual environment. The creation of such 

kinematics in CAD is usually done by assigning 

geometric relationships and thus deliberately restricting 

degrees of freedom (DOF). Different geometries and 

relations can be used here. The most frequently used 

                                                 
2 The ASCII variant of the Wavefront OBJ format is 

neutral while the binary variant is proprietary. 

geometries are primitives like points, axes and planes, 

which can be defined as congruent, parallel, angular, or 

with a distance from each other. The totality of all 

geometrical constraints of a CAD model component 

results in its respective DOF of movement, which 

defines the kinematics of the assembly. 

In contrast, 3DDE offers special features, commonly 

called kinematic joints, to simulate special kinematic 

behaviors. Due to the mesh-based surface representation 

in 3DDE, these joints are normally defined by assigning 

coordinates and vectors and manually restricting the 

respective degrees of freedom. Thus, the definition of 

kinematic constraints is strongly differing from the 

geometry-based constraint definition in CAD, which 

makes the conversion of constraints from CAD to 3DDE 

challenging. 

Summarizing, the two main issues of file conversion 

from CAD to 3DDE result from the existence of a 

variety of different file formats and the loss of data 

during file conversion which exceed pure geometry. 

Especially kinematic constraints are lost, as none of the 

prevailing 3D-supported file formats can fully support 

the preservation of kinematic constraints from CAD 

models. There are different approaches to overcome 

these issues which are presented in the following 

subsection. 

2.3 Existing approaches for the automated 

conversion of CAD models 

To overcome the issues introduced in subsection 2.2, 

several approaches have been developed with a focus on 

the conversion of CAD files to 3DDE. These approaches 

can be divided into three categories based on the types 

of data which are transferred from the CAD software to 

3DDE: 

 

1. Manual conversion and recreation in 3DDE 

2. Automatic conversion of geometries and user-

defined meta-data 

3. Automatic conversion of geometries and 

kinematic constraints 

 

In the manual approach, 3D computer graphics 

software is used to convert CAD models to 3D 

supported file formats including the geometries to 

represent a certain model. After the conversion to a 3D-

supported file format, the files can be imported into a 

3DDE. Since all information regarding the kinematic 

dependencies are lost, a high manual effort is required 

to remodel these information to enable realistic 

kinematic simulations of interactions and motions 

(Wolfartsberger, 2019). This approach is currently the 

common workflow in the development of applications 

which include representations of CAD files in 3DDE. 

File format Suffix Type Context 

STEP .stp neutral CAD 

IGES .igs neutral CAD 

Filmbox .fbx proprietary 3D 

3DS .3ds proprietary 3D 

Wavefront OBJ .obj neutral2 3D 

COLLADA .dae neutral 3D 

STL .stl neutral 3D 

VRML .wrl neutral 3D 
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Within this workflow, the remodeling needs to be 

performed with every update of the CAD model and the 

effort reoccurs evenly. As a consequence, the second 

and third category focus on the development of 

automated solutions for the conversion of CAD files. 

Approaches in category 2 focus on the conversion of 

CAD parts and attached meta-data from several 

subsystems like product data management systems. 

Compared to previously described approaches, these 

ones generate two datasets within the conversion 

process (Gebert et al., 2017). The first dataset includes 

the geometries of the CAD model in a common file 

format. The second dataset stores information which are 

not related to geometry. This includes information like 

the hierarchy structures of assemblies in CAD models 

and pre-defined animations of kinematic motion 

sequences. A further possibility in these approaches is 

the integration of process knowledge like production 

information from additional subsystems (Górski, 2017). 

Compared to the first category, the second category of 

approaches can support the automatic integration of pre-

defined animations, though the integration of kinematic 

constraints is still not supported. Thereby, motion 

sequences can be visualized but a realistic interaction 

with a certain 3D model still needs to be modeled 

manually in a 3DDE. 

The third category focuses on the conversion of 

kinematic constraints from CAD models to 3D 

supported file formats to enable full realistic simulations 

and animations of kinematic motion sequences in real-

time based on user-defined input values. For this reason, 

the approach of Lorenz et al. (2016) also starts with the 

automatic conversion of CAD models and pre-defined 

animations. To enable interactive kinematic motion 

sequences, the functionalities of mechanisms in certain 

CAD models has to be reproduced in the 3DDE. 

Therefore, the calculation of kinematic constraints is 

performed in a CAD system which is directly connected 

to the 3DDE via the programming interface. Using this 

connection, all manipulations of positions or 

orientations of parts in the 3DDE are streamed to the 

CAD system. Based on this transmitted information, the 

positions and orientations of all connected parts within 

the CAD model are recalculated. These recalculated 

data are streamed back to the 3DDE which enables a full 

interactive representation of CAD models in 3DDE 

(Andaluz et al., 2016). However, by connecting a 3DDE 

to a CAD system the real-time streaming between these 

tools is indispensable. Using this approach, a stand-

alone solution for the conversion of kinematic 

constraints in a 3DDE is difficult to implement. Further, 

a reliable streaming highly dependents on the stability 

and performance of the connection. 

In summary, none of the mentioned categories of 

approaches supports the full implementation of all 

constraints from CAD models in 3DDE as a stand-alone 

application. To implement a stand-alone application in 

a 3DDE, an automated remodeling of all kinematic 

constraints and DOF of the parts in certain CAD models 

is required. This remodeling must be implemented 

exclusively with tools provided by the 3DDE. 

3 Approach for an automated 

conversion of kinematic constraints 

This section presents an approach of a conversion 

concept from CAD systems to 3DDE with respect to 

kinematic constraints. The aim is to show a general and 

conceptual way of translating kinematic constraints 

from CAD to 3DDE not to present a fully functional 

software tool. The first subsection discusses 

prerequisites like the used file format and the basic 

conversion principle. Subsequently, the solution for the 

assembly hierarchy conversion and the conversion of 

constraints is presented. The origin of this work is based 

on an industrial use case in which a developed product 

had to be tested in a virtual environment. The design was 

created in Autodesk Inventor, while the visualization in 

3D takes place in the 3DDE Unity. The following 

implementation of the conceptual approach applies 

basically to the conversion from Inventor to Unity, but 

can be adapted to further CAD systems. 

3.1 Prerequisites for the conversion concept 

The approach presented in this work uses the 

programming interfaces provided by Autodesk Inventor 

and Unity. The programming language used for 

Autodesk Inventor is VBA while Unity uses C#. Since 

the most CAD systems and 3DDE offer programming 

interfaces, the proposed solution can be adapted to other 

software combinations. 

As shown in chapter 2.2, 3DDE like Unity only 

support polygon-based file formats for the 3D-data-

exchange. For this work, we chose the .obj format which 

was selected primarily because of its easy processing 

and manipulation capabilities. In contrast to other file 

formats like .fbx and .dae, the .obj format can be 

natively exported from Autodesk Inventor. The 

disadvantage is the limited capability to store additional 

information. However, this work is not intended to 

present a final solution for the constraint problem, but to 

show a general way to transform kinematic constraints 

from CAD to 3DDE. 

Due to the loss of hierarchy information, a 

manipulation of the .obj file is necessary to restore the 

local coordinate systems of the part, which is described 

more detailed in the following section. In addition to the 

.obj file, a text-based extension file is generated, which 

is used for storing missing information. This text file is 

automatically created within the CAD conversion and 

contains necessary information for every part of the 

assembly to restore the original structure. An illustration 

of the basic conversion concept is presented in figure 1. 

Two main steps can be differentiated here: the 
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conversion of the assembly hierarchy including all local 

coordinate systems and the conversion of the entire 

movement kinematics of the assembly. 

3.2 Conversion of assembly hierarchy 

A notable disadvantage of the .obj file format is the 

missing capability of preserving the assembly hierarchy 

structures. Thereby, the conversion leads to the 

consolidation of all volume and surface bodies on 

different hierarchy levels of an assembly resulting into 

one unstructured collection of bodies (see figure 2). 

Furthermore, the .obj format does not support the use of 

different coordinate systems, which means that all 

bodies are positioned with respect to a common origin 

point during the conversion. 

Further, the volume and surface bodies3 of the entire 

assembly are converted into a mesh-based geometry and 

written to the .obj file one-by-one during the conversion. 

If multi-body parts were used in the original design, this 

is no longer recognizable after the conversion and the 

individual bodies can no longer be assigned to the 

associated parts. 

To correctly restore the hierarchy structure of the 

CAD model after the conversion, knowledge of the local 

coordinate systems of each part in relation to the global 

coordinate system is essential. The assignment of parts 

and subassemblies to the various hierarchical levels 

must also be known. For this reason, each part or sub-

assembly of the main-assembly used in Autodesk 

                                                 
3 A single CAD-part can have multiple volume and 

surface bodies. After the conversion to .obj and reimport 

the bodies appear as independent parts. 

Inventor is investigated in a loop and the name, type, 

superior assembly as well as associated volume and 

surface bodies are written to the extension file. The 

name corresponds to the component part-name that was 

assigned in Inventor. The type indicates whether it is a 

part or an assembly and the higher-level assembly is 

required to restore the hierarchy levels. 

In this approach, the lost parts and assemblies of the 

CAD model are represented by newly instantiated Unity 

GameObjects4. After instantiation, the volume and 

surface bodies from the CAD model are attached to the 

instantiated GameObjects representing their 

superordinate parts. After attaching volume and surface 

4 GameObjects are the basic class of entities within a 

Unity virtual environment. 

Figure 1: Software architecture of the proposed conversion approach. 

TopAssembly

SubAssembly1

SubAssembly 2

Part 1

Part 2

Part 3

Volumebody1
Volumebody2
Surfacebody1

Volumebody1

Volumebody1

TopAssembly
Volumebody1
Volumebody2
Surfacebody1
Volumebody1:1
Volumebody1:2

Inventor assembly hierarchy .obj hierarchy

Figure 2: Assembly hierarchy structure in CAD models 

and .obj files after conversion. 
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bodies to their respective GameObjects, the hierarchy 

structure of the CAD model has to be restored.  

Due to the loss of the local coordinate systems during 

the conversion, the origin point of the bodies is no 

longer coincident with the original coordinate system 

origin. All vertices describing the body’s mesh inside 

the .obj file are given relative to the global coordinate 

system. To correct this, a coordinate transformation of 

all vertices is required. This transformation takes place 

directly in the original .obj file where all bodies are 

moved to the global origin. To transform the 

coordinates, the individual transformation matrix of 

each part is needed. The values of this matrix can be 

evaluated in Inventor and are written to the extension 

file. After the transformation all vertices of a body are 

given in relation to the local coordinate system of the 

associated part. When importing this file to Unity, all 

local coordinate systems of the bodies are coincident 

with the global coordinate system. To relocate the 

individual bodies, the extension file contains the 

coordinates of the origin points and the direction vectors 

of the X-, Y- and Z-axis for each component in relation 

to the global coordinate system. 

Using this information, the parts and assemblies can 

be relocated with correct coordinate systems in Unity. 

This is performed by a Unity extension script which 

reads the information regarding the local position and 

orientation of all parts from the extension file. In the 

next step, local positions and orientations are assigned 

to all GameObjects representing the parts and 

assemblies of the CAD model. Additionally, the 

assigned position and orientation values must be 

translated from the right-handed coordinate system of 

the CAD system to the left-handed coordinate system of 

Unity. 

3.3  Conversion of kinematic dependencies 

In the following subsection, the algorithm for 

converting kinematic dependencies, which is the core of 

this work, will be described. The basic concept of the 

algorithm is valid across different software tools and file 

formats. The implementation can be considered as a 

proof of concept. 

In common CAD systems, the connection between 

multiple rigid bodies within an assembly design is 

realized by assigning kinematic constraints to pairs of 

rigid bodies. These constraints are based on primitive 

geometries like points, lines or planes, which can be 

defined as coincident, angular and distant (Haller et al., 

2012). Most of the 3DDE offer only a limited 

functionality compared to CAD systems for assigning 

kinematic constraints. Instead, constraints are simulated 

using a physics engine in combination with special 

attributes assigned to the individual objects. In this 

work, two essential attributes of Unity (hinge joint and 

configurable joint) are used to remodel kinematic 

constraints. The hinge joint connects two bodies to form 

a joint, restricting all translational and rotational DOF 

excluding the rotation around one joint axis. The joint 

axis is defined by an origin point and a direction vector. 

The configurable joint is a flexible component, which 

enables the creation of kinematic joints, but also the 

restriction and unlocking of certain DOF. This is 

performed by assigning an individual coordinate system 

to the specific configurable joint. Subsequently, all six 

DOF can be restricted or unlocked individually.  

The algorithm for automatically converting the 

kinematic dependencies consists of four steps. The first 

and second steps must be performed in a CAD system 

and the last steps in a 3DDE:  

 

1. Evaluation of DOF (CAD system) 

2. Identification of rotational kinematic constraints 

(CAD system) 

3. Reinstantiation of DOF (3DDE) 

4. Setup of rotational kinematic constraints (3DDE) 

 

In the first step, the DOF of all parts and assemblies 

within the CAD model are evaluated. Thus, the number 

of translational and rotational DOF as well as the 

respective coordinate directions needs to be determined. 

Any unrestricted DOF in combination with the 

corresponding direction vector is then written to the .csv 

file. 

Subsequently, rotational constraints between 

different parts or assemblies within the CAD model are 

identified in step 2. As already described in the previous 

section, the connection between two parts is established 

by geometric relationships between two parts or 

assemblies within the CAD model. At the present early 

development stage, it was not possible to cover all 

possible combinations. Only constraints based on the 

congruence of two axes as a rotational axis are 

considered. Corresponding relationships are written into 

the extension file, stating the connected part or assembly 

and the axis direction. 

The third step uses the input of the first step within 

the extension script for Unity to remodel the DOF of all 

parts and assemblies within the CAD model. Therefore, 

configurable joints are attached, corresponding to the 

information from the extension file, to restrict or unlock 

the DOF of the GameObjects representing the parts and 

assemblies of the CAD model. 

Finally, components of the type hinge joint are 

applied to remodel the rotational constraints between 

different parts or assemblies of the CAD model within 

Unity. Therefore, the origin of the rotational axis is 

assigned to the hinge joint in the local coordinate system 

of the corresponding GameObject. Afterwards, the 

rotational axis is defined by the direction vector. 
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4 Validation and Discussion 

The validation of the proposed approach for the 

automated conversion of kinematic dependencies from 

CAD models in Autodesk Inventor to the 3DDE Unity 

is performed using an exemplary CAD model of a 

mechanical assembly (Figure 3). Within the assembly, a 

rotational motion from a hand lever (A) is translated via 

a shaft to an eccentric panel (B). The bar (C) translates 

rotational motion to the slider (D) which has a single and 

linear direction of motion. The conversion of the CAD 

model was performed by the internal .obj converter of 

Autodesk Inventor and the developed extension script. 

To implement the DOF each GameObject representing 

a part or an assembly has two attached configurable 

joints. One is accountable for defining translational 

DOF and one for the rotational DOF. The rotation axis 

of A is modeled by a hinge joint as well as the centers 

of rotation on the top and bottom of C. The linear motion 

of D is modeled by unlocking the corresponding DOF 

within the configurable joint of the GameObject. The 

developed extension scripts are attached as a GitLab 

repository of the Hamburg University of Technology 

(Braun et al., 2020). 

The presented simple and exemplary assembly was 

converted using the proposed approach including the 

rotational kinematic dependencies. This initially 

provides a proof of concept for the conversion concept 

with respect to the presented assembly. Currently, the 

proposed concept only considers constraints based on 

the congruence between two axes because these are 

primarily used for the generation of rotational DOF. 

Constraints based on further geometric relationships 

cannot be considered, yet. Translational DOF are not 

affected, since these are evaluated using the DOF 

analysis integrated in Invertor and do not require an 

analysis of the existing constraints.  

Future research activities should focus on algorithmic 

evaluation of the remaining combinations of constraints. 

Therefore, a more complex analysis of DOF is required 

(Lee-St.John, 2012). Especially, a possibility to find 

parts that are connected to each other as well as the type 

of their connection (translational / rotational) based on 

the existing DOF and the existing constraints of an 

assembly is of special interest. Additionally, subsequent 

research activities should focus on the used file formats. 

A detailed analysis is necessary to verify whether file 

formats like .fbx or .dae offer extended possibilities to 

transfer kinematic constraints of CAD models. 

Despite the existing limitations, the presented 

approach can support the conversion of kinematic 

constraints in the application development process 

within 3DDE. This can lead to a faster and easier 

development of 3D applications for design reviews. 

Besides the easy visualization of kinematic 

dependencies, the automatic conversion supports the 

representation of results from simulations 

(Wolfartsberger et al., 2017). 

5 Conclusion 

This paper summarizes challenges in the conversion of 

CAD models to files supported by 3DDE. The 

challenges originate in the concurrent usage of CAD 

systems for mechanical designs and 3D development 

engines for high quality visualizations and application 

developments. Current file formats only support the 

conversion of geometries, but the conversion of 

kinematic constraints from CAD models to 3D files is 

not feasible. Therefore, different approaches from time-

consuming manual restoration of kinematic constraints 

in 3DDE to the automated synchronization of CAD 

systems with 3DDE has been developed.  

The conceptual approach for the conversion of 

kinematic dependencies of CAD models contributes to 

the standalone representation of CAD models in 3DDE. 

The current implementation enables the automated 

conversion of selected rotational kinematic constraints 

from Autodesk Inventor to Unity. Within the elaborated 

workflow, a file is generated to represent the geometries 

of the CAD model. An additional extension file contains 

missing information regarding the hierarchy structure, 

local coordinate systems, DOF and kinematic 

constraints. Using this information, the initial kinematic 

dependencies from the CAD model can be restored in 

Unity. In future research activities, it is planned to apply 

the proposed approach for a wider range of kinematic 

constraints. 
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Abstract
Pipe components such as elbow, tees, and weldolets are

produced at various places in the world. Although the

component is produced in accordance with standard

ASME (American Society of Mechanical Engineers)

B16.9, measurements show variation in geometry. In

piping component design, the geometries are assumed

as perfect in accordance with the producer’s

specifications. This is a conservative approach in design

that results in incorrect dimensioning of the

components. Moreover, components made of duplex

materials can have failure due to Hydrogen Induced

Cracking (HISC) especially in subsea installations.

In this article, a series of measurements were taken

for  ASME B16.9 long radius elbows, utilizing an

ultrasonic thickness gauge. The results are compared

with the nominal straight pipe dimensions in ASME.

The deviation is taken as a basis for Finite Element

analysis.

A model of the elbow is developed using SolidWorks

and simulated using ANSYS. The results compare the

strength of the pipe fittings against their straight pipe

counterparts with regard to internal pressure. This gives

an overview of the deviations and utilization based on

the measurements taken against the standard ASME

B16.9 geometry.

Keywords:     ASMEB16.9, piping, pipe bends, pipe

elbows, FEM, standard components, ultrasonic

thickness gauge

1 Introduction

HISC is a form of cracking caused due to high

concentration of hydrogen in materials which leads to

high amounts of stress at a concentrated area and can

cause the pipe component to burst. This occurs when

hydrogen diffuses into the material structure and

changes the material’s microstructure. The cracking

tends to form parallel to the surface or the same direction

as hoop stress.  The structure will not immediately give

in, but over time when being exposed to both strain and

tensile stress, the pipe will suffer from internal cracking

(Inspectioneering, 2020).

Pipe components used in the subsea industry
are frequently exposed to HISC which weakens the

component. Guidelines for avoidance of HISC is given

in DNVGL-RP-F112 (Veritas, 2018) whilst  ASME 

16.9 (Engineers, ASME B16.9, 2012) requires the 

structural integrity for standard butt-welded 

components. Are all pipe components according 

to standard, and is the standard comprehensive enough? 

This question gives a background for why reevaluating 

ASME B16.9 is relevant. The  Standard requires the 

pipe components to be of equivalent strength to its 

straight pipe counterpart. It is questioned if it is possible 

to confirm this statement, say something about the lower 

bound values for analysis and map eventual critical 

dimensions. 

Details of the standard pipe bend components 

are evaluated by measuring the wall thickness using an 

ultrasonic thickness gauge. The data collected is 

evaluated both statistically as well as modeled in 

SOLIDWORKS and simulated using the Finite Element 

Method (FEM). 

2 Pipe measurements 

This article was started by mapping of critical 

dimensions of pipe components such as bends. Data was 

collected during a four-day visit to Scandinavian 

Flanges and Fittings (SFF) in Sandnes, Norway. The 

goal is to define a limitation for wall thickness in the 

form of a specific percentage or value.    

2.1 Measurement equipment 

The equipment used to take measurements was the 

Ultrasonic thickness gauge model MG26 from 

Panametrics-NDT. This gauge has a thickness range of 

0.05 mm to 508 mm and a resolution of 10 micrometers. 

Ultrasonic rays do not have a good connection through 

the air, so the liquid gel is required to make proper 

contact with the component surface.  The soap, Zalo was 

used as the gel. At the time of measurement, materials 

were not temperature controlled. According to Yr.no, 

temperatures in Sandnes, were between 2-8° C. The 

density of the material’s grain spacing effects how the 

ultrasonic rays penetrates the material. Therefore, some 

materials are more difficult to measure than others. 

2.2 Measurement locations 

To have consistency in the data collecting process, the 

pipe bend was divided into four sections along the 
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curvature. These were labeled from Plane 1-5 including 

the ends of the bends. Figure 1 shows the planes in the 

order that they were sectioned, with an interval of  22.5°. 

All measurements refer to these planes in this order and 

position along the pipe bend. 

 

Figure 1. Measurement locations depicting the different 

planes along the pipe and the cross-section 

At each plane, the cross-section was divided into many 

parts with fixed intervals to allow as many locations as 

needed. For the location of 0°, the extrados of the bend 

was chosen. This puts the intrados at 180°. Figure 2 

shows the measurement locations and reading. 

 

 
Figure 2. Measuring of 270 on plane 1 [left] and reading 

from NPS 6 SCH 80 Bend 1 [right] 

2.3 Measurement process 

Initially, extra measurements were taken on a single 

pipe bend, NPS 2 SCH 160, to create a large database of 

wall thickness. This included taking measurements at 

45-degree increments for 8 locations per cross-section 

which gives a total 40 measurements for the bend. The 

number of measurements taken on each pipe was 

reduced after the NPS 2 was completed.   
The data points were organized in Excel with each 

pipe size having its own sheet. The nominal wall 

thickness for an NPS 2 SCH 160 pipe is 8.378 mm. 

Accounting for the minus Mill Tolerance, the wall 

thickness is then 7.646 mm.  In addition to wall 

thickness, using dial calipers the inner and outer 

diameter, and inner and outer bend radius were 

measured. Using the heat number on the stamp, details 

from the certified material test report were noted. A 

check for orality was performed on both pipe ends using 

dial calipers and noted if the measurement varied.  

3 Modeling  

The drawing programs SOLIDWORKS is used to make 

the geometry model of the component. The software 

program uses the centerline and cross-section profile to 

create a 3D model. The pipe model includes a perfectly 

circular outer diameter and a constant width for an ideal 

inner cross-section. To simulate the weakest allowed 

product that a manufacturer can produce, the NPS 

dimensions are used with the manufacturer’s minus 

tolerance. This is specified in ASME B31.3 304.1.1. 

3.1 Finite Element Analysis (FEA) 

The SOLIDWORKS model was created using design 

table and global variables. The radius and outer diameter 

were set as global dimensions. The design table includes 

all the attributes and dimensions that are not defined as 

global from the configurations in Excel. The wall 

thickness was adjusted using the design table, which 

allowed for multiple model configurations.  

Four split lines were added to the inner surface of the 

models at plane 2, plane 3, plane 4, and in the middle of 

the straight pipe as shown in Figure 3. The split lines 

allow for the simulation to extract results at the same 

location to ensure consistency in the evaluation.    

 

Figure 3. Split lines in the pipe model Simulation 

Typically, a pipe is analyzed as a beam element (1D) 

with constant wall thickness. This creates a primary axis 

for movement and the other two are secondary 

directions. This model evaluates the complexity of the 

change in wall thickness of the pipe bend. The model 

was run as a solid (3D – tetrahedral element), which 

requires a larger mathematical model, and is not 

typically done for pipes.  

3.1.1 Boundary Conditions 

The straight pipes connecting the two ends of the bend 

were set as fixed at both ends. This avoids end cap effect 

as it restricts the movement on these surfaces 

completely. To reduce the concentrated stress from the 

fixed boundary on the attached straight pipe, various 

lengths were checked, and it was determined that the 

length of the pipe’s bend radius was enough. In most 

cases 1.5 times bend radius was used for the straight 

pipe length. Figure 4 shows the fixed surfaces at the 

boundaries.  
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Figure 4. Pipe boundary conditions: fixed at both ends 

3.1.2 Pressure 

The internal pressure applied to all internal surfaces was 

determined using ASME B31.3 304.1.2 eq. (3a) 

(Engineers, ASME B31.3, 2002)  

t =
PD

2(SE + γP)
 (1) 

By solving for pressure, P, the internal pressure is 

determined. This is calculated with an allowable yield 

strength of 440 MPa (S, UNS 32760 (SA-790) ASME 

BPVC II. D. M.-2015), outer diameter of 60.3 mm (D), 

wall thickness minus mill tolerance 7.6458 (t), 

coefficient for t>D/6 and ferric steel temperature lower 

than 482 °C of 0.4(γ, table 304.1.1), quality factor of 1 

(E, table A-1B, spec no. A 790 material). For an NPS 2 

SCH 160 pipe, the maximum pressure is 124.18 MPa. 

3.1.3 Meshing 

The pipe, NPS 2 SCH 160 was evaluated with a variety 

of mesh sizes. Using the split lines shown in Figure 3, 

results were compared for 4 different mesh sizes (15 

mm, 8 mm, 2.5 mm, 1 mm). Figure 5 shows a 

comparison of the various mesh sizes. The medium(2.5 

mm) mesh was used in further cases.  

 

Figure 5. Probe results of plane 3 with variations on      

element sizes 

4 Results and discussion 

4.1 Measurement results  

4.1.1 Results for NPS 2 SCH160 bends 

For NPS 2 SCH 160, 10 bends were measured at 40 

points. This gives a total of 400 measurements. Table 1 

shows the measurement results for wall thickness at 90° 

increments at the cross-section and Table 2 shows the 

results of the measurements at the midpoint of a cross-

section.  

Table 1. Wall thickness at 90° increments 

Bend 

NPS 2 

SCH160  

Wall thickness (mm) 

  Plane 1  Plane 2  Plane 3  Plane 4  Plane 5  

0 8.50 8.25 8.15 8.20 8.47 

90 9.25 9.10 8.97 9.15 9.21 

180 10.24 12.31 12.50 11.88 11.11 

270 9.67 9.43 9.18 9.47 9.57 

Table 2. Wall thickness at midpoints of the 90° 

increments at the cross section  

Bend 

NPS 2 

SCH160 

Wall thickness (mm) - Midpoints 

  Plane 1 Plane 2 Plane 3 Plane 4 Plane 5 

45 9.40 8.44 8.33 8.61 8.95 

135 9.97 10.28 10.20 9.70 9.63 

225 10.80 11.34 11.20 11.06 10.65 

315 9.16 8.94 8.80 8.80 9.12 

In addition to wall thickness, using dial calipers the 

inner and outer diameter, and bend radius were 

measured which is shown in Table 3. Using the heat 

number on the stamp, details from the certified material 

test report were noted and presented in Table 4.  

Table 3. Data collected for an NPS 2 SCH 160 

bend: general dimension control   

Dimension control (mm) 

  Plane 1 Plane 3 Plane 5 

ID 42.40 N/A 42.00 

OD 61.95 59.00 62.00 

Ri 44.10  N/A 44.00 

Ro 105.00 104.00 107.00 

Table 4. NPS 2 SCH 160 bend: material test  

CERTIFIED MATERIAL TEST REPORT  

Manufacturer  Shulz Material  SA790 

Cr  25.4 Standard  ASTM 790 

Yield 0,2% (MPa)  576.0      

Yield 1% (MPa)  669.0 Origin  Spain 

Tensile (MPa)  870.0 Manufactured  Germany 

SIMS 61

DOI: 10.3384/ecp20176222 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

224



The measurements were analyzed using a sample 

standard deviation calculation. For a confidence of 95%, 

the Z-value used was 1.96. Assuming the pipe to be 

uniform in thickness, all measurements were weighted 

equally. This gives an average of 9.53 mm, 95% CI 

[9.44 mm, 9.61mm]. Figure 6 shows a normal 

distribution curve of NPS 2 SCH 160. 

 

Figure 6. NPS 2 SCH 160, all measurements  

There is a general trend of thinning along the extrados 

and thickening along the intrados. These three locations 

of wall thickness were the focus of the initial measuring 

process: end of pipe (plane 1 and plane 5), intrados 

(180/plane 3), and extrados (0/plane 3). These 

measurements were isolated and statistically evaluated 

to see the variation against the nominal wall thickness 

as shown in Figure 7. 

 

Figure 7. NPS 2 SCH 160 standard deviation diagram for 

the end wall thickness 

4.1.2 Measurement results for the other pipe sizes 

In total, 8 sizes of pipe bends were measured. Table 5 

and Table 6 give an overview of all measurements. 

Table 5. Quantity of pipes measured at SFF1 

 NPS 2 NPS 3 NPS 4 NPS 6 NPS 8 

SCH 80 7  7 10  

SCH 120     6 

SCH 160 10 19 14 8  

Table 6. Confidence interval of the pipe measurements2 

Size Intrados Extrados End 

NPS 

2 

SCH 

160 

11.86 mm, 

95% CI  

[11.60 mm, 

12.12 mm] 

8.42 mm, 

95% CI  

[8.15 mm, 

8.70 mm] 

9.47 mm, 

95% CI  

[9.38 mm, 

9.56 mm] 

NPS 

2 

SCH 

80 

8.08 mm, 

95% CI  

[7.74 mm, 

8.41 mm] 

5.40 mm, 

95% CI  

[5.19 mm, 

5.61 mm] 

6.76 mm, 

95% CI  

[6.48 mm, 

7.05 mm] 

NPS 

3 

SCH 

160 

15.60 mm, 

95% CI  

[15.23 mm, 

15.98 mm] 

11.79 mm, 

95% CI  

[11.37 mm, 

12.21 mm] 

13.59 mm, 

95% CI  

[13.4 mm, 

13.79 mm] 

NPS 

4 

SCH 

160 

17.79 mm, 

95% CI  

[17.55 mm, 

18.03 mm] 

12.90 mm, 

95% CI  

[12.69 mm, 

13.11 mm] 

15.14 mm, 

95% CI  

[14.99 mm, 

15.29 mm] 

NPS 

4 

SCH 

80 

10.43 mm, 

95% CI  

[10.15 mm, 

10.71 mm] 

7.95 mm, 

95% CI  

[7.83 mm, 

8.08 mm] 

9.17 mm, 

95% CI  

[9.03 mm, 

9.30 mm] 

NPS 

6 

SCH 

160 

23.47 mm, 

95% CI  

[23.21 mm, 

23.72 mm] 

18.44 mm, 

95% CI  

[18.17 mm, 

18.70 mm] 

20.72 mm, 

95% CI  

[20.56 mm, 

20.88 mm] 

NPS 

6 

SCH 

80 

18.46 mm, 

95% CI  

[18.19 mm, 

18.72 mm] 

14.53 mm, 

95% CI  

[14.41 mm, 

14.65 mm] 

16.50 mm, 

95% CI  

[16.32 mm, 

16.68 mm] 

NPS 

8 

SCH 

120 

22.66 mm, 

95% CI  

[22.44 mm, 

22.89 mm] 

17.16 mm, 

95% CI  

[16.96 mm, 

17.36 mm] 

20.10 mm, 

95% CI  

[19.9 mm, 

20.29 mm] 

To compare the variation, all thicknesses were scaled 

against their respective nominal wall thickness. This 

creates a baseline of 1 to compare all pipes 

simultaneously in a single graph, where 1 represents the 

measured wall thickness equal to the nominal wall 

thickness minus MT. Figure 8(intrados), Figure 

9(extrados), and Figure 10(end) all have the same trends 

of clumping of the normal distribution curves with an 

outlier being the NPS 6 SCH 80. There is a large spread 

in some of the sizes, NPS 3 SCH 160, for example. This 

had 19 total bends, so it had the largest sample size. 

Three different manufacturers were included in this 

sampling and 4 different heat numbers. Most of the 

bends measured had only one manufacturer and one heat 

number.  
1

NPS 8 SCH 120 is a seam welded pipe 

2
The bend end has four points for each bend as shown in Table 6. These 

are at plane 1 and plane 5 at 0° and 180°.  
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Figure 8. Distribution of the Intrados Wall Thickness / 

Nominal Wall Thickness (less mill tolerance) 

 
Figure 9. Distribution of the Extrados Wall Thickness / 

Nominal Wall Thickness (less mill tolerance) 

Figure 10. Distribution of the End Wall Thickness / 

Nominal Wall Thickness (less mill tolerance) 

While mill tolerances are removed for comparison for a 

stress analysis, the standard pipe bends may be out of 

allowable tolerances due to total weight. Further 

research/observations are necessary as well as 

verification of the relevant standard for Super Duplex.  

This article does not verify if the implication that the 

bends that were measured could be over the allowable 

limits due to the increased wall thickness. This can 

affect the total weight of the system and therefore 

support calculations and stress analysis. The NPS 6  pipe 

had nearly 50% more material. This is an outlier for the 

data set, but it should be noted that the pipe 

measurements included various sizes from the same 

manufacturer as the outlier size.   

4.2 Simulation results 

4.2.1 Comparison of quantity of measurements per 

bend 

Two measurements were analyzed to evaluate critical 

aspects of the pipe bend when modeled and pressure is 

applied. This article compares the NPS 2 SCH 160 bend 

with 40 measurements and 20 measurements. The 

difference being the number of measurements per cross-

section is shown in Figure 11.  

 

Figure 11. Cross section of plane on model 1. 90° 

increments for 20 in total [left] and 45° increments for 40 

in total [right]  

   

Figure 12. Stress of the pipe with 20 measurements [left] 

and 40 measurements [right] 

Figure 12. shows the stress plot of NPS 2 SCH 160 bend. 

A transition of geometry, for example from a bend to a 

straight line, can have a stress concentration as seen in 

the result at the top of the bend on the pipe with 20 

measurements, left in Figure 12. The split lines are 

utilized for a numerical comparison between the two 

results.  
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4.2.2 Comparison of measured models to standard 

pipe bends 

The split line added in the middle of the attached straight 

pipe is used to check the strength of the standard straight 

pipe. The allowable minus mill tolerances are used in 

this analysis because all measured pipe bends were 

finished fabricated and the maximum stress the thinnest 

allowed straight pipe wall could tolerate is used as a 

baseline.

 

Figure 13. Straight pipe with constant wall thickness 

stress plot 

Figure 13 shows the pipe stress from the applied internal 

pressure. The peak stress on the split line is 490 MPa. 

This was plotted as a baseline (black) in Figure 14. 

Note that the peak stress found from the model of 20 

data points, at 484 MPa is lower than the straight pipe 

results, 490 MPa. 

 

Figure 14. Varying quantity of measurements along a 

bend 

The highest stress from the model with 20 

measurements has peaks around 90° and 270° in  

Figure 14. The peak stress is 484 MPa on plane 3 at 

about 270 °. This correlates to the yellow area in Figure 

12. The highest stress from the model with 40 

measurements has peaks around 225° in  

Figure 14. The peak stress from the three split lines is on 

plane 4 at about 225° with 532 MPa. The peak stress on 

plane 3 is 519MPa and plane 2 is 498 MPa, also at about 

225 °. This correlates to the orange area in Figure 12.  

The results of the highest stress within the bend 

(intrados) is compared with its respective straight pipe 

with the same pressure applied. To allow for comparison 

of all measured pipes, the results are in the form of a 

percent of the stress and wall thickness of a nominal 

straight pipe. The chart in Figure 15 shows the different 

measured pipe sizes. The vertical axis gives a 

comparison of the pipe bends stress and its straight pipe 

counterpart. The nominal pipe sizes that stay below the 

100% line indicates that the bend has less stress than the 

straight pipe. The ones that are placed above the line 

contains more stress and are therefore weaker than the 

straight pipe. The horizontal axis marks the percentage 

of the measured wall thickness divided by the nominal 

pipe size i.e. the NPS 3 SCH 160 that is 65-73% thicker.  

The NPS 4 SCH 80 has a higher stress than the 

straight pipe. This can be an issue because a pipe 

component, bend in this case, is supposed to be stronger 

than its straight pipe counterpart. Figure 15 shows that 

the thickness for this pipe size has its curve farthest left, 

implying thinner wall thickness than other sizes. 

 

Figure 15. FEA Stress Results of the Bend End: A Comparison 

between the measured thickness and nominal thickness (-MT) 

 

Figure 16. FEA Stress Results of the Intrados: A Comparison 

between the measured thickness and nominal thickness (-MT) 
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Figure 17. FEA Stress Results of the Extrados: A Comparison 

between the measured thickness and nominal thickness (-MT) 

As shown in Figure 15, Figure 16, and Figure 17, there 

is a random spread in the different sizes. In Figure 16, 

an even curve is clearly formed which indicates a 

relation between the thickness of the intrados and the 

nominal pipe size when pressure is applied. The 

warehouse at SFF did not have any duplex bends in NPS 

3 SCH 80, so 316 was also measured to include the size.  

Figure 18.  shows the results of all measured bends, so 

there is a blend of materials. The linear trend line for the 

results of the intrados has an R2 value of 0.8281. 

 

Figure 18. Result comparison of all three locations. 

Calibration of the ultrasonic device in between each 

size, Temperature difference for the material expanding 

and contracting though this is minor, the material and 

resistance against rays, curvature which made 

measuring difficult and the use of zalo are all variables 

that may have had an effect on the results in this article. 

4.3 Analyzing the Measurements 

Early in this project, it was very clear the pipe bends do 

not have a uniform thickness. A simplification on the 

measurement locations, like the use of symmetry, would 

not accurately represent any given location between the 

bend end to the intrados/extrados. 

There was a significant spread of how much thicker 

the bend was in comparison to the nominal pipe 

standard. This was especially noticeable in the samples 

that were of the same size but had multiple heat numbers 
and manufacturers.  

In general, the results do not deviate from the 

expectations, but some variations were noticed. The 

NPS 4 SCH 80 is the one component size that is not in 

correspondence with the ASME B16.9 Standard based 

on the 6 point measurement. Detailed models of the NPS 

4 SCH 80 could allow for better evaluation of the pipe. 

The simplified analysis of this pipe size is the only case 

where the bend was weaker than the corresponding 

straight pipe, which does not confirm ASME B16.9 

Section 2.1. It is worth noting that the manufacturer of 

this particular batch is the same as the one with 

excessive wall thickness on the NPS 6 SCH 80.  

With regards to the FEA model comparisons, the 40 

point measurement shows a peak stress of over 500 MPa 

whereas the 20 point measurement is under the peak 

stress at 484 MPa. This implies a loss in between the 

modeling that is not covered by a standard spline fit in 

SOLIDWORKS model. 

5 Conclusion 

Based on the statistical analysis of the 81 measured 

bends, the lower bound values of the intrados with a 

99.9% CI is 52.1% larger than the nominal wall 

thickness (-MT). The extrados is 12.4% larger than the 

nominal wall thickness (-MT), or nearly equal to the 

nominal wall thickness. 

The database is still incomplete and should be 

expanded upon to be able to recognize any trends and 

map critical dimensions. There are 2 sizes (NPS 4 SCH 

80 & NPS 6 SCH 80) that should be further investigated. 

There is insufficient data to confirm section 2.1 of 

ASME B16.9. 

The most important comparison is the physical 

pressure test with the mathematical model which will 

verify if the modeling is good enough for further use, or 

if the technique needs adjustments.  

The application of pipe bends in the subsea industry 

is crucial components and if they aren’t close enough it 

can lead to costly consequences. Further research into 

the critical dimensions and deviation within the industry 

is recommended.  
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Abstract
Flow assurance is of paramount importance in the oil

and gas industry. In oil and gas platforms, caissons are

used to discharge effluents at high volume flow rates.

This latter can cause detrimental effects if they become

dropped hazard objects, as they can damage subsea

modules or gas pipelines. In the present work, the forces

applied to a caisson due to the discharged seawater are

assessed using multiphaseEulerFoam.

Keywords: caisson, OpenFOAM, VOF model,

multuphaseEulerFoam

1 Background

Flow assurance is critical in the oil and gas industry

since the flow of hydrocarbons, and other fluids should

be transported successfully to ensure that the oil

platform performs optimally. Interruptions of

production due to any damages can cause significant

financial losses.

     Furthermore, in an oil platform, drainage systems are

extensively present, and they can be either closed

drainage systems or open drainage systems depending

on the type of application. For instance, closed drainage

systems, which are vented to flare, are used to collect

gaseous oil and contaminated water while open drainage

systems are vented to the atmosphere, and they are

mainly used to dispose of seawater and non-

contaminated water. Other applications of this latter

include washdown water and rainwater plus process

effluents and firewater (BP, 1992).

     BP Group, a UK based oil and gas company,

recommends taking several factors when designing or

assessing open drainage systems. These factors include

peak flows, hydraulic capacity, line sizing, as well as the

degree of surcharge that can be tolerated (BP, 1992). In

several circumstances, it is challenging to inspect a

caisson, which results in inadequate assessment and

little information about the state of the caisson or other

equipment (BP, 2019). Nonetheless, this can be resolved

by performing multiphase flow analyses to determine if

there are any future potential risks.

     In the context of the present study, an open drainage
system i.e. a seawater caisson, is studied (Figure 1).

These latter are vented tubular structures ranging over

several floors designed to receive excess process

streams. Also, they are used to discharge effluents

continuously and intermittently with high momentum,

and the flows often enter tangentially into the caisson.

Noteworthy, these flows can cause detrimental effects

such as exceeding the design pressure of one of the

connecting supports or generating mechanical

vibrations, which can, in turn, cause fatigue. Existing

research on the field of multiphase flows in caissons

are, to the author’s knowledge, non-existing. However,

some work or rotating annular flow has been

investigated over the past years by Liu and Bai (2019)

and Liu et al. (2020). Both studies was performed on

much lower flow rates and equipment sizes than current

study and the purpose of the study was to investigate the

swirling flow itself rather than the forces to the

surroundings.

     Mohmmed et al. (2020) performed both numerical

and experimental study on fluid-structure interactions

from slugging multiphase flow in a horizontal pipe. The

conclusion from the work was that the aeration rate

affected the accuracy of the numerical models.

     Stressman Engineering AS and other suppliers from

the oil and gas sector are concerned about minimizing

the cost and weight of the equipment, maintaining safe

operation, and low maintenance. There are two cases to

be addressed, in both, it is desired to quantify internal

forces applied to the walls of the seawater caisson in

order to determine if there are significant unbalanced

forces that may cause vibrations or fatigue.

 

Figure 1. Seawater caisson including a support structure 

and membrane located in the right-hand side (White Rose, 

2015). The structure is tilted horizontally in the figure. 
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2 Materials and Methods 

The first case corresponds to the maximum single 

continuous seawater flow during normal operations 

while in the second case an additional seawater flow is 

added, thereby flow rates in the seawater caisson are 

increased. Also, the cases investigated using 

SpaceClaim as a CAD software, OpenFOAM as a CFD 

simulation tool, and Paraview as a postprocessing tool.  

Regarding the adopted methodology, the initial solid 

geometry was simplified by removing the nozzles or 

inlets in which no flow occurred. Afterward, the fluid 

domain was extracted from solid geometry. Then, 

polygon grids were generated for each of the fluid 

domains. The two cases were simulated using 

multiphaseEulerFoam. The Eulerian approach was 

expected to result in more realistic flow patterns and a 

better depiction of phase fractions in the fluid domain. 

No experimental data or comparable CFD studies 

was available, so the results were checked scrutinized, 

compared, and screened qualitatively and quantitatively. 

3 Fluid Domains and Boundary 

Conditions 

After simplifying the initial geometry, the fluid domain 

is extracted from the solid geometry of the seawater 

caisson using SpaceClaim software. The boundary 

conditions of the fluid domain are given in Table 1. 

The total length of a seawater caisson is 24.34 [m], 

and constituted two parts. The first part, zone 1, is 21.45 

[m] long, and the second part, zone 2, is 2.89 [m] long, 

which corresponds to the transition zone. Figure 2 

illustrates the two fluid domains. 

 

(a)                                      (b) 

Figure 2. (a) First fluid domain; (b) second fluid domain; 

boundary names; and the two zones. 

The inlet is inclined by 45°, and it has a length of 0.53 

[m]. Then, it is connected to zone 1, and it is located 

approximately 12.00 [m] relatively from the outlet. 

Noteworthy, the seawater enters the seawater caisson 

tangentially and, more specifically, through zone 1. The 

corresponding diameters of inlet1, outlet, and the 

atmosphere are shown in Table 1. 

Table 1. Dimensions of the patches. 

Boundary condition Diameter [m] 

inlet1 0.36 

inlet2 0.30 

outlet 1.50 

atmosphere 1.20 

4 Mesh 

Initially, tetrahedral meshes were generated, and then 

they were converted to polyhedral meshes with a feature 

angle of 70 using the utility polyDualMesh 70. 

Afterward, the mesh was exported as a .msh file in 

ASCII format.  

According to Balafas (2014), one of the main 

advantages of polyhedral mesh over tetrahedrons is that 

polyhedral cells are bounded by adjacent cells, which 

makes the computation of gradients significantly better. 

Moreover, polyhedral cells are less prone to stretching 

compared to the other cell types making them a good 

candidate for preserving good mesh qualities, thereby 

reducing numerical diffusion and improving the 

accuracy of the results at a lower cell count (Balafas, 

2014). Table 2 shows the mesh metrics. 

Table 2. Mesh metrics of the fluid domains 1 and 2. 

Metrics Fluid domain 1 Fluid domain 2 

Total number of cells 599344 990071 

Number of inflation layers 10 10 

Max. skewness 0.590 0.550 

Avg. skewness 0.012 0.013 

Max. non-orthogonality 0.600 0.540 

Since two flows were involved in the second case 

study, it was expected that large gradients might occur, 

especially when the two flows interact at the wall of the 

caisson. A refined mesh was used to depict the gradients 

as shown in Figure 3.  

Also, in the present work, the wall functions approach 

is used with 30<y+<200. The employed wall functions 

are mainly nutkWallFunction, kqRWallFunction, and 

epsilonWallFunction.  

     Moreover, since the CFD results were verified and 

were found to be close to the hand calculations, no 

further mesh refinement was performed. In other words, 

the mesh independence study was not carried out. 
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Figure 3. Meshing of the two fluid domains: (a) and (b) 

walls; (c) inlet1; (d) inlet2; (e) outlet; and (f) atmosphere. 

5 MultiphaseEulerFoam 

MultiphaseEulerFoam is a multiphase flow solver that 

can be used to solve for two or more compressible 

phases. It is implemented based on an Eulerian 

approach, and it can be coupled with the VOF interface 

sharpening method and turbulent models, such as RANS 

and LES models. 

In the Eulerian approach, the phases are treated as 

interpenetrating continua, and the momentum equations 

are solved for each fluid separately; hence each fluid has 

its velocity field. However, the two phases have the 

same pressure field. Then, the momentum equations are 

coupled through the pressure filed, and the interface 

exchange momentum forces. The mass equations per 

phase are 

𝜕𝜌𝑞𝛼𝑞

𝜕𝑡
+ 𝛻 · (𝜌𝑞𝛼𝑞𝒖𝒒) = 0 (1) 

Where 

 𝑞 seawater or air  

 𝛼 Phase fraction 

 𝐮𝐪 Velocity field 

 ρq Density of 𝑞 

Then, the momentum equations for each of the phases 

are 

𝜕𝜌𝑞𝛼𝑞𝒖𝒒

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝑞𝛼𝑞𝒖𝒒𝒖𝒒) =                       

−𝛼𝑞𝛻𝑝 + 𝛻 ⋅ (𝛼𝑞𝜏𝑞) + 𝜌𝑞𝛼𝑞𝒈 + 𝑴𝒒 + 𝑭𝝈 

(2) 

 

Where 

 𝑝 Static pressure 

 𝜏𝑞 Stress tensor 

 𝑀𝑞 Momentum transfer 

 𝐹𝜎 Surface tension force  

The stress tensor is expressed as  

𝜏𝑞 = (µ𝑞 + µ𝑡) (𝛻𝒖𝒒 + (𝛻𝒖𝒒)
𝑇
−

2

3
𝛻 · 𝒖𝒒𝑰) (3) 

Where 

 𝐼 Unit second-order tensor 

 µ𝑞 Viscosity  

 µ𝑡 Eddy viscosity 

The transport equation of the phase fraction is expressed 

as  

𝜕𝛼𝑞

𝜕𝑡
+ 𝒖𝒒 · 𝛻𝛼𝑞 + 𝛻 · (𝐮𝒓 𝛼𝑞(1 − 𝛼𝑞)) = 0 (4) 

The third term in Equation 4 represents the compression 

term, and it is used instead of the interface-capturing 

algorithms in multiphaseEulerFoam. According to 

Wardle and Weller (2013), the divergence of the 

compression velocity 𝒖𝒓 guarantees the conservation of 

the volume fractions, while the term 𝛼(1 − 𝛼) restricts 

the effect of the interface sharpening only at the 

interface. Moreover, the compression term is based on 

the maximum velocity magnitude in the transition 

region, and it is expressed as 

𝒖𝒓 = min (𝐶𝛼|𝒖|,max (|𝒖|))𝒏⃗⃗  (5) 

And 

𝒏⃗⃗ =
𝛻𝛼

|𝛻𝛼|
 (6) 

Where 

 𝑢𝑟 Compression velocity 

 𝐶𝛼 Compression factor 

 𝒏⃗⃗  Normal vector at the interface 

Moreover, a continuity equation for the mixture is 

needed to solve for the implicit pressure equation, thus 

𝛻 · 𝒖 = 0 (7) 

𝒖 = 𝛼𝑤𝒖𝒘 + 𝛼𝑎𝒖𝒂 (8) 

6 Simulation Setups 

In both case studies, the pressure at the inlets was set to 

fixedFluxPressure, and the velocities at the inlets 

specified using fixedValue. The velocity at inlet1 was 

specified to 6.13 [𝑚 𝑠−1] and inlet2 to 3.00 [𝑚 𝑠−1]. 

For the outlet patch, prghPressure boundary 

condition with a static reference pressure of 101325 [Pa] 

was used along with the boundary condition 

pressureInletOutletVelocity. It switches between 

zeroGradient and fixedValue. zeroGadient was applied 

in flow directions out of the domain, while fixedValue 

was applied for backflow into the fluid domain.  

Concerning the atmosphere patch, a common way to 
specify the boundary condition at this type of patch is by 

using totalPressure for the pressure and the 
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pressureInletOutletVelocity for the velocity. 

totalPressure Boundary condition behaves in two ways 

depending on the direction of the flow. On the one hand, 

when there is an outflow, the pressure is set to the 

reference pressure, i.e., atmospheric pressure. On the 

other hand, when there is an inflow into the fluid 

domain, the pressure was computed using Equation 9 

(Greenshields, 2018). 

𝑝 = 𝑝𝑟𝑒𝑓 −
1

2
|𝒖2| (9) 

About the initialization of the turbulence properties, i.e., 

k and ϵ, at the patches were calculated and specified 

using Equation 10 to Equation 13. First, the Reynolds 

number was calculated using the inlet pipe diameter and 

seawater thermophysical properties. 

𝑅𝑒 =
𝜌𝑤𝑢𝑖𝑛𝑙𝑒𝑡𝐷𝑝𝑖𝑝𝑒

µ𝑤
 (10) 

Secondly, according to Russo and Basse (2016), the 

turbulence intensity was approximated using  

𝐼 = 0.140𝑅𝑒−0.0790 (11) 

Other equations can be used to estimate the turbulence 

intensity. However, it was noticed that the last equation 

leads to a smoother solution process. The turbulence 

kinetic energy and the rate of dissipation at the inlets are 

estimated using 

𝑘 =
3

2
 (𝒖𝑖𝑛𝑙𝑒𝑡𝐼)

2 (12) 

𝜀 = 𝐶𝜇

3
4
𝑘

3
2

𝑙
 , 𝑙 = 0.07 𝐷𝑖𝑛𝑙𝑒𝑡 

(13) 

It is important to note that the internal field was 

initialized using the lowest values obtained from the 

calculation of the turbulence properties at the inlets, in 

this case, inlet2. This procedure helps the solvers to 

compute the governing equations faster. The turbulence 

properties are summarized in Table 3 

Table 3. The turbulence properties at the patches. 

Patches 𝑘 [𝑚2𝑠−2] 𝜀 [𝑚2𝑠−1] 
inlet1 0.140 0.340 

inlet2 0.033 0.047 

internalField 0.033 0.047 

Furthermore, specifying the fluid properties is crucial 

since it predetermines the behavior of multiphase 

systems. It was assumed that both seawater and air are 

incompressible and isothermal fluids. Besides, the 

thermophysical properties of seawater and air are taken 

at 5°C and standard atmospheric pressure. The fluids 

properties are shown in Table 4 

Table 4. Fluid properties. 

Fluids 𝜌 [𝑘𝑔 𝑚−3] 𝜐 [𝑚2 𝑠−1] 

Seawater 1028 1.56⋅10-6 

Air 1.26 1.37⋅10-5 

multiphaseEulerFoam prompts the user to enter the 

diameter of the dispersed phase and the continuous 

phase. Due to the lack of data, the droplet size and 

bubble size are assumed to 1.00⋅10-4 [m] 3.00⋅10-3 [m], 

respectively. 

     Regarding the time stepping in the present analysis, 

adjustable time stepping was used and the average 

throughout the simulation time was found to be 

0.001[𝑠]. 

7 Results and Discussion 

The upper halves of walls of the caisson and more 

specifically, above the upper inlets are not considered 

since the forces are expected to be insignificant. Figure 

5 shows the divided walls, and the alternation between 

orange and white colors is for illustration purposes. The 

walls of the first and second fluid domains are divided 

into 13 slices and 14 slices, respectively. The slices are 

1.00 [𝑚], except for the last slices located at the bottom 

of the caisson, which is 0.36 [𝑚].  
Only the most descriptive slices are discussed in this 

paper. For more information about the forces applied to 

each slice are provided the work by Zidane (2020). 

Additionally, in subsection 9.1 and subsection 9.2, 

the force plots show the net forces and the forces in the 

three. The black curve represents the force components 

along the X-axis (axially with the inlets), the red curve 

represents the force components along the Y-axis 

(axially with the caisson), and the blue curve represents 

the force components along Z-axis (perpendicular to the 

inlets). The green curve represents the magnitude of the 

forces. In the phase fraction contours, the location of the 

maximum net force is highlighted with a yellow dot. 

                                   
(a)                                               (b) 

Figure 5. (a) Walls of the caisson segmented into 13 slices 

(first case study); and (b) walls of the caisson segmented 

into 14 slices (second case study). 

7.1 Evolution of peak forces – Case 1 

The seawater flow accelerates due to the 45 ° inclination 

of the inlet pipe and the free fall between the exit of the 
pipe inlet and the wall of the large tubular structure. 

Besides, the seawater flow reaches 11.56 [𝑚 𝑠−1] when 
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it contacts the curved wall of the caisson. Figure 6 

illustrates the net force that increases abruptly reaching 

a peak value of 14550 [𝑁] at 0.30 [𝑠], however, the net 

force decreases to 11000 [𝑁] and remains at this value 

with minor fluctuations, more specifically after 2.40 [𝑠]. 
Figure 7 shows the concentration of the net force in 

slice2 at 0.30 [s]. 
     After slice2, it is observed that the forces applied to 

the walls of the caisson decrease, which implies that the 

energy of the seawater flow diffuses as the flow 

progresses downward. The decrease in force occurs 

mainly from slice4 to slice9, and it is accompanied by 

fluctuations that last for a certain period; however, the 

force fluctuations vanish thereafter.  

 

Figure 6. Slice2 - located at (0, -1.3, 0). 

 

Figure 7. Force magnitude contour at 0.3 [s] in slice2- 

located at (0, -1.3, 0). 

Following slice11, the forces become significant again, 

for example in slice13, which is at the outlet of the 

caisson, the forces increase in a fluctuating way and 

become slightly stable at 13000 [𝑁] starting from 4.40 
[𝑁], and the load imbalance is primarily due to the X 

component of the net force, as shown in Figure 8. 

     A critical remark is that the force imbalance in 

slice13 is due to the accumulation of seawater along a 

line due to the swirling effect, i.e., the swirling streak. 

Figure 9 proves that the maximum net force coincides 

with the location of the swirling streak.  

 

Figure 8. Slice13 - located at (0, -12.3,0). 

 

Figure 9. Seawater phase fraction contour at 5.00 [s] in 

slice13 - located at (0, -12.3, 0). 

7.2 Evolution of peak forces – Case 2 

In slice3, the net peak force is 15980 [𝑁] at 0.40 [𝑠], 
which is higher than the value found in the first case 

study (slice2). More interestingly, the value of the net 

force when the flow stabilizes is 7700 [𝑁] which is 

lower than the value found in the first case of 11000 [𝑁]. 
Besides, the force imbalances are due to the X and Z 

components of the net force. The evolution of the forces 

in slice3 is shown in Figure 10. 

Another interesting finding is that the momentum of 

the seawater at inlet1 transports the momentum of the 

seawater flow at inlet2 down the caisson causing the 

forces to be more spread out in the slices below slice2. 

Also, it is noticed that the forces down the caisson 

display more fluctuations compared to the first case 

study, which is caused by the presence of the two 

seawater flows, i.e., instabilities, and these observations 

are best described using the evolution of the forces at 

slice5. Figure 11 shows that the maximum net force is 

1550 [N], and it occurs at 1.40 [s] and the X component 

of the force appears to be the main contributor to the net 

force. Additionally, the forces exhibit large fluctuations, 

for example, at 2.65 [s], the fluctuation of the force 

along the X-axis is about 2000 [N]. 
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Figure 10. Slice3- located at (0, -1.3, 0). 

 

Figure 11. Slice5 - located at (0, -3.3, 0). 

Interestingly, Figure 12 illustrates that the most 

significant force in slice5 coincides with the leading 

wave of the swirling flow. Also, all the large 

fluctuations of forces in the X and Z axes are in the same 

position as swirling steak; however, when the large 

fluctuations disappear, and the position of the forces 

move to another position. 

 

Figure 12. Seawater phase fraction contour at 1.40 [s] in 

slice5 - located at (0, -3.3, 0). 

 

Figure 13. Slice14- located at (0, -12.3, 0). 

It must be emphasized that the forces display similar 

trends as in the first case study except that the forces are 

higher and more fluctuating, which is caused by the 

presence of two seawater flows and a higher volume 

flow rate entering the caisson. For example, Figure 13 

shows that the large fluctuations in slice14 occur 

primarily due to the force component in the X-direction.  

     Figure 14 shows that the location of the maximum 

force coincides with the swirling streak location, and it 

is the main cause of the force fluctuations in slice14. 

 

Figure 14. Seawater phase fraction contour at 5.00 [s] in 

slice14 - located at (0, -12.3, 0). 

7.3 Sanity check  

When the seawater flow is ejected from inlet1, its 

velocity increases up to 13.62 [𝑚 𝑠−1] right after 

impacting the wall, thus the flow gains momentum. To 

calculate the force induced by the flow, a simple hand 

calculation is used 

𝑭𝒘 = 𝑚̇
𝑤
𝒖𝒘 = 𝜌𝑤𝐴𝑖𝑛𝑙𝑒𝑡1𝒖𝒘

2  (14) 

1028 · (π · (
0.36

2
)
2

· (13.62 · cos(45))2)

= 9705 [𝑁] 

This value is close to the X-component of the net force 

in slice2 (0, -1.3 ,0), as shown in Figure 6. Besides, from 
the latter figure, it is observed that the force in Z-

component is slightly higher than the force in the X-
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component, and this can be explained by the curvature 

of the walls of the caisson which causes the flow to 

accelerate in the Z-direction more than in the X-

direction. Also, it is sensical the energy of the seawater 

flow diffuses as it progresses downward, except in the 

transition zone where it increases because of seawater 

accumulation and disturbances due to the change in 

geometry. 

     Additionally, from a qualitative perspective, the 

flows in the caisson behavior appear to be physical, i.e., 

vertical downward annular flows and the presence of 

swirling streak as found by Liu et al. (2020). 

8 Conclusions 

From the CFD simulation results of the two cases, the 

following conclusions are drawn: 

- The magnitude of the forces and their distribution in 

the caisson are strongly dependent on the volume flow 

rates and the number of the inlets.  

- The main forces are acting in the radial direction 

whereas the forces in the axial direction are nonexistent 

in all the parts of the caisson and throughout all the 

simulation times. 

- In the first case study, the largest forces are located 

where the seawater interacts with the walls of the 

caisson for the first time, namely, in slice2 and slice3 

and slice13. Then, as the flow of seawater progresses, 

the forces decrease in magnitude, implying that the 

energy of the seawater is diffused. However, when the 

seawater reaches the transition zone, the forces further 

increase and display more fluctuations as a result of the 

increased momentum of the seawater flow, flow 

accumulation, and flow disturbances. 

- In the second case, the forces have similar trends as 

in the first case, but they are larger and more fluctuating, 

and they are more distributed throughout the lower 

section of the caisson. This happens because the 

seawater flow from inlet2 interferes with the seawater 

flow from inlet1, causing more instabilities in the 

seawater flow. Also, this interference causes the 

propagation of seawater flow momentum in the 

downward direction, hence the different force 

distributions between the first and second cases  

- In both cases, these forces exhibit fluctuations; 

however, they vanish afterward.  

- The mass flow rates through the caisson increase 

exponentially and reach pseudo-steady states after the 

flow establishes. 

- It is noticed that air is sucked from the atmospheric 

boundary due to the downward momentum of the 

seawater flow.  

- The first and third cases show good agreement with 

the hand calculations.  

- All the simulations show reasonable flow patterns 

which are in good agreement with flow phenomena 

mentioned in the literature review.  

- Since large, imbalanced, and fluctuating forces are 

found in the case studies, it is recommended to use the 

CFD results in present work to perform FEA analyses to 

quantify the resulting vibrations and fatigues. 
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Abstract
Early kick/loss detection is a crucial part of safe well con-
trol, and it plays a major role in the reduction of risk and
non-productive time in drilling. In conventional drilling,
topside sensing is used for early kick/loss detection. Re-
cently, Venturi flowmeter based online return flow esti-
mation has been introduced for this purpose by the au-
thors. In managed pressure drilling, both topside sensing
and bottomside sensing can be used for kick/loss detec-
tion. Therefore, a topside return flow estimator with a
bottomside well pressure and flow estimator is combined
to provide a complete kick/loss detection and estimation
scheme for managed pressure drilling systems. This al-
lows improved kick/loss detection. In addition, a closed-
loop kick/loss attenuation controller is used to illustrate
the estimation scheme.
Keywords: kick loss detection, managed pressure drilling
(MPD), return flow, adaptive control, UKF

1 Introduction
1.1 Background
Oil and gas drilling is done by penetrating a rotating drill
bit into the rock formation, creating a wellbore. The for-
mation is a high pressure and temperature environment.
Therefore, a drilling fluid known as mud is continuously
circulated through the wellbore. This circulation process
is usually divided into two parts: bottomside (wellbore)
and topside (section on the surface).

The bottomhole pressure (BHP) is maintained within
a window for safe operation. If BHP is lower than the
formation fluid pressure, formation fluid may enter the
wellbore. This phenomenon is commonly referred to as
a ‘kick’ which could result in a catastrophic blowout if
not controlled properly. If BHP is higher than the fracture
pressure of the formation, the drilling mud may seep into
the formation, which is known as a ‘loss’.

Early kick/loss detection is a crucial part of safe well
control, and it plays a major role in the reduction of
risk and non-productive time in drilling. In conventional
drilling, this is primarily achieved by using the topside
data, mainly the return mud flow measurement, and the
volume gain in the mud pit. For the return flow, cost-
effective, accurate and online sensors are needed in this
regard. For applications with narrow pressure margins, a
control choke and a back-pressure pump are used to con-
trol the BHP fast and accurately. This is known as man-
aged pressure drilling (MPD).

The topside sensing includes among other measure-
ments: return flow measurements, mud pit gains, and
other respective rheological properties of the drilling mud
that is essential for normal drilling operations. However,
the rheological measurements are often offline, manual
measurements with low frequencies and not eligible for
automation purposes.

1.2 Previous Work on Topside Sensing
A Venturi flowmeter based online return flow estimation
has been studied recently. The fluid level changes in
the open channel is measured non–intrusively and used
to model the fluid flow rate. Both mechanistic and data-
driven models are used for this purpose (Berg et al., 2015;
Chhantyal et al., 2018; Jinasena et al., 2018; Welahet-
tige, 2019; Jinasena, 2019; Jondahl, 2020; Berg, 2020).
Further, these fluid level characterizations are used as in-
puts to different data-driven models for the estimation of
the drilling fluid rheological properties (Chhantyal et al.,
2016). Moreover, some of the fluid rheological properties
which are essential for the drilling operation (mainly vis-
cosity and density) are estimated using ultrasonic waves in
a stationary medium (Jondahl and Viumdal, 2018, 2019;
Jondahl, 2020). The estimations were done by using dif-
ferent data-driven models, and the estimation errors were
within the NORSOK standards accuracy of 2% (Jondahl,
2020).
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Further, the viscosity and the flow behaviour of the
drilling mud has been studied extensively using 3D com-
putational fluid dynamics (CFD) simulations (Welahet-
tige, 2019). This has been beneficial to the different
models that can be used for return flow rate estima-
tion. High-resolution numerical schemes such as the flux-
limited-centered scheme has been applied to solve a non-
Newtonian model for open channel. This scheme is well-
balanced, positivity-preserving and has a high accuracy,
and a good resolution for discontinuities. The developed
model was tested with hydraulic jumps propagation in
open Venturi channels. Moreover, the effect of drill cut-
tings on the return flow measurements have also been stud-
ied (Welahettige et al., 2019) and a multi-fluid volume of
fluid model has been used for the CFD analyses.

These studies as a whole, improve the topside models
and the estimations. Further, these studies complement the
topside sensing and the early kick detection in general.

In this paper, we combine a topside return flow esti-
mator with a bottomside well pressure and flow estimator
to provide a complete kick/loss detection and estimation
scheme for MPD systems. In addition, to illustrate the es-
timation scheme, a closed loop kick/loss attenuation con-
troller is used.

The paper is organized as follows. The complete sys-
tem, including the mathematical models, estimation and
control methods, are presented in Section 2. This is fol-
lowed by the simulation set-up, detailed results and dis-
cussion in Section 3. Finally, the conclusions drawn from
the results and discussion are summarized in Section 4.
Further, a more detailed mathematical overview of the es-
timator schemes can be found in the Appendix A.

2 System Description
The block diagram of the considered complete flow loop
of the MPD system is shown in Figure 1. The main pro-
cess steps of the entire flow loop which are modeled are
shown here with the notations.

2.1 Mathematical Models
Both the flow dynamics in the annulus and the top-side
Venturi channel are modelled as distributed systems of hy-
perbolic PDEs, while the drill string is considered as a
known input-output system. In the annulus, the pressure
p(z, t) and flow rate q(z, t) are modelled by the well known
water hammer equations for compressible, single-phase
flows with low Mach numbers (Ghidaoui et al., 2005),
while the wetted cross-sectional area Ac(x, t) and flow rate
ql(x, t) in the Venturi channel are modelled by the Saint-
Venant, shallow water equations (Chow, 1959; Chaudhry,
2008).

The water hammer equations modelling the well flow
have the form,

∂ p(z, t)
∂ t

=
β

Aa

∂ q(z, t)
∂ z

, (1)
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Figure 1. The block diagram of the flow loop of a MPD system.

∂ q(z, t)
∂ t

=−Aa

ρ

∂ p(z, t)
∂ z

− Fa

ρ
q(z, t)−Aag. (2)

Here, z ∈ [0, lw] and t ≥ 0 are the independent variables
of space and time respectively, where z = lw is at the top
of the well and lw is the well depth. ρ is the density of the
drilling mud, β is the bulk modulus of the mud, Fa is the
friction factor in the annulus, Aa is the cross sectional area
of the annulus and g is the acceleration of gravity.

The two boundary conditions are the topside pressure
p(lw, t), and the net inflow q(0, t) at the bottom of the well.
The topside pressure pl(t) is related to the topside flow
rate q(lw, t) through the choke equation,

q(lw, t) = kchoke(t)sign(pl(t)− p0)
√
|pl(t)− p0|, (3)

where p0 is the atmospheric pressure and kchoke is the
choke coefficient which can be used as an actuation. The
net inflow is modelled as a simple linear flow-pressure re-
lationship as follows (Dake, 1998),

q(0, t) =J
(

pr− p(0, t)
)
+qbit, (4)

p(lw, t) =pl(t), (5)

where pr is the pressure in the surrounding formation, qbit
is a known volumetric flow through the drill bit, J is the
so-called productivity-index. Both the productivity index
J > 0, and the formation pressure pr > 0 are assumed un-
known and must be estimated. The topside flow rate ql(t)
is modeled using the topside model which is described
next.

The topside flow rate ql(x, t) is measured by a Venturi
channel flowmeter, which uses the fluid levels h(x, t) to
calculate the flow rate based on the 1–D shallow water
equations (Chow, 1959; Chaudhry, 2008).

∂ Ac(x,h, t)
∂ t

=−∂ ql(x, t)
∂x

(6)
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∂ ql(x,t)
∂ t =− ∂

∂x

(
α

q2
l (x, t)

Ac(x,h, t)
+gI1 cosφ

)
+gI2

+gAc(x,h, t)sinφ −Tf (7)

Here, Ac(x,h, t) is the wetted cross sectional area in the
channel normal to the flow, h(x, t) is the depth of flow, and
ql(x, t) is the volumetric flow rate in the channel. x∈ [0, lc]
is the position along the channel, and lc is the length of the
channel. I1, the first moment of area represents the hydro-
static pressure term and I2 represents the pressure forces in
the fluid volume, which occur from the longitudinal width
and slope variations in the channel. φ is the channel bot-
tom slope angle, α is known as the momentum correction
coefficient or the Boussinesq coefficient and corresponds
to the deviations of the local velocity over the mean ve-
locity of the flow, and Tf is the non-Newtonian friction
term.

Equations 6 and 7 are used for the Venturi channel with
a trapezoidal cross section and a zero bottom slope angle.
The boundary condition for the Venturi channel is the top-
side flow rate q(lw, t) of the choke equation (equation 3).
The fluid levels produced by the model will be then taken
as measurements for the estimation.

The same set of equations (6 and 7) is used to model the
return flowline with a circular cross section and a 7◦ bot-
tom slope angle. The flowline is connected to the Venturi
by taking the Venturi outlet flow rate ql3(t) as the bound-
ary condition to the flowline model. More details on the
Venturi channel model and the return flowline model can
be found at (Jinasena et al., 2019; Pirir et al., 2018),
respectively.

The active mud pit level hm is modeled by the simplified
mass balance equation as follows (Pirir et al., 2018),

dhm

dt
=

1
Am

(ql−qloss−qpump), (8)

where Am is the cross sectional area of the active mud pit,
qloss is the fluid losses at solid removal equipment and
qpump is the mud flow in to the well which is measured
by the mud pump. Here ql is the outlet flow rate of the
flowline.

The density of the drilling mud is assumed to be con-
stant throughout the flow loop, and only a single phase
(liquid) flow is considered with no gas or cuttings flow.

The return flow rate from the Venturi channel, and the
mud pit level are estimated. Further, the topside model al-
lows to estimate the non-Newtonian friction coefficient of
the mud and the fluid losses from the solid removal equip-
ment as well (Jinasena et al., 2019; Jinasena and Sharma,
2020). However, the friction coefficient and fluid losses
are not estimated in this study as the focus is on the well
dynamics.

௟
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Pressure 
controller

௠ ௟

௟

Figure 2. Estimators and controller configuration.

2.2 Estimation and Control Methods
The main objective of this study is to use this combined
model to estimate the reservoir pressure and the BHP,
which can be an input to the kick/loss attenuation system.

The system configuration is shown in Figure 2. The
available measurements for the system are the fluid levels
of the Venturi channel and the mud pit level. The topside
estimator uses both of these measurements to estimate the
return flow rate. The return flow estimates are used as an
input to the bottomside estimator, where the annulus pres-
sure and flow, and the reservoir pressure and productivity-
index are estimated. All estimated states and parameters
are then used to guide a closed-loop kick/loss attenuation
system by adjusting the top-side MPD choke opening.

In this study, for the topside estimator, we use the esti-
mator presented in (Jinasena et al., 2019) which is based
on an unscented Kalman filter (UKF). For the bottomside
estimator we use the adaptive observer design presented
in (Holta et al., 2017).

2.2.1 UKF

The return flow rate, the non-Newtonian friction coeffi-
cient and the rate of fluid loss at the solids removal sys-
tem can be estimated by the UKF (Jinasena and Sharma,
2020). One of the fluid levels of the Venturi channel can
be used as an input, if preferred. However, in this study,
two fluid levels are used as measurements and no input is
used for the estimator. Further, only the return flow rate
is estimated for simplicity. More details on the UKF can
be found in (Jinasena et al., 2019; Jinasena and
Sharma, 2020) and a brief explanation is given in
Appendix A.2.

2.2.2 Adaptive Observer

The distributed pressure p(z, t) and flow q(z, t) in the
annulus, are estimated using a distributed-state observer
which is derived using the so-called infinite-dimensional
backstepping design. The unknown reservoir pressure pr
and the productivity index J are estimated by an adaptive
law based on a linear parametric model. Both the topside
choke pressure and the estimated return flow are consid-
ered as external inputs to the observer. All necessary de-
sign elements needed to implement the adaptive observer
are provided in Appendix A.1. More details on the ob-
server design, including stability proofs can be found in
(Holta et al., 2017).
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Figure 3. The pressure pz and flow rate qz along the well depth.

Figure 4. The model results, (a) reservoir pressure pr and well
pressure p0, (b) flow through bit qbit, bottom hole flow rate q0
and return flow rate ql , (c) control signal pl , and (d) mud pit
level hm.

2.2.3 The Choke Controller

Based on the return flow estimates, the well flow and pres-
sure estimates, and the estimated reservoir properties, a
desired topside choke pressure is computed by the kick-
/loss attenuation system. The kick/loss attenuation system
is derived using the infinite-dimensional backstepping ap-
proach. In (Holta et al., 2017), stability is proved for
the closed loop system consisting of the bottomside
estima-tor and the pressure controller. From the choke
equation (Equation 3), the variable choke opening
kchoke(t) can be adjusted to match a given return flow
estimate and desired topside pressure.

3 Results and Discussion
The bottomside model and estimator are implemented in
MATLAB using a 1st order upwind scheme for the spa-
tial discretization and Euler scheme for the temporal dis-
cretization. The topside model and estimators are imple-
mented in MATLAB using orthogonal collocation for the
spatial discretization and Runge-Kutta 4th order scheme
for the temporal discretization.

The simulation results of the well model, mainly the
pressure pz and flow rate qz for constant input values can
be seen from Figure 3. The linear relationship of pressure
with the well depth can be clearly seen.

The simulation results of the combined model with a
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Figure 5. The estimated reservoir pressure ( p̂r) and BHP (p̂0)
with the actual reservoir pressure (pr).
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Figure 6. The estimation error of BHP (p0− p̂0) and reservoir
pressure (pr− p̂r).
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Figure 7. The estimated volumetric flow rates q̂0 and q̂l against
the flow through drill bit qbit.

known reservoir pressure, and known flow through bit are
shown in Figure 4. The objective of keeping the BHP
close to the reservoir pressure is achieved with a small
time lag of about 40 s as shown in (a) in Figure 4. Fur-
ther, the control signal and the mud pit volume are shown.

The estimated BHP and the reservoir pressure using the
bottomside adaptive observer are shown in Figure 5 to-
gether with the actual reservoir pressure.

The estimation error between the estimated BHP and
the actual BHP is shown in Figure 6 as well as the esti-
mation error between the estimated and actual reservoir
pressure. The estimation error of the reservoir pressure is
quite high due to the time lag. However, the BHP estima-
tion error is comparatively low.
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Figure 8. The estimated productivity index Ĵ and the constant
productivity index J that is used in the model.
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Figure 9. The estimated volumetric flow rates along the Venturi
channel (q̂l1 and q̂l3 ) with the actual flow rate ql .

Similarly, the observer results of the estimated volumet-
ric flow rates at bottom and top of the well are shown in
Figure 7 together with the volumetric flow rate through
the drill bit. The change of the estimated parameter, pro-
ductivity index, with the change of reservoir pressure can
be seen in Figure 8 against the constant value used in the
model.

The topside estimator results of the volumetric flow
rates along the Venturi channel are shown in Figure 9 with
the model result from the bottomside model. The numer-
ical oscillations on the actual flow rate are filtered out by
the UKF along the channel length as seen on the flow rate
estimation of the third position of the channel. This flow
rate is then used in the active mud pit model to estimate
the mud pit level. The estimated mud pit level is shown
in Figure 10 with the actual mud pit level. Since the flow
rate fluctuation during disturbances are quite low, the mud
pit level fluctuation is also comparatively low.

The estimation errors of different flow rate estimates
are shown in Figure 11. The estimation error of the flow
rate at the bottom of the well and the estimation error of
flow rate at the top of the well are quite high similar to the
pressure estimation error of the observer. However, the
estimation error of the Venturi flow rate is comparatively
low. Although the high estimation errors exist when con-
sidered separately, the estimated flow rate at the top of the
well (return flow rate) for the complete system is taken to
be the estimated Venturi channel flow rate.
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Figure 10. The estimated active mud pit level ĥm with the actual
mud pit level hm.
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Figure 11. The estimation error of flow rate at bottom of the
well (q0− q̂0), flow rate at top of the well (ql− q̂l) and flow rate
at the Venturi channel (ql− q̂l3), respectively.

4 Conclusions
The complete flow loop of a managed pressure drilling
system is tested for a novel, mathematical model-based
kick/loss detection scheme. A topside return flow esti-
mator is combined with a bottomside well pressure and
flow estimator to provide this complete kick/loss detec-
tion scheme. The topside flow rate estimator consists of a
Venturi flowmeter, return flowline and the active mud pit.
This return flow estimate is then used as input to the bot-
tomside wellbore estimator. The distributed pressure and
flow rate in the annulus, and the unknown reservoir pres-
sure and the productivity index are estimated by an adap-
tive observer. The topside and bottomside estimators are
then used in closed loop with a topside choke controller.
The bottomhole pressure is controlled to be equal to the
estimated reservoir pressure and the kick/loss is attenu-
ated in a simulation environment. The estimation results
are accurate and show improved kick/loss detection and
attenuation capability.
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A Appendix
The details of the estimators are briefly stated in this sec-
tion.

A.1 Adaptive Observer
The system described in equations 1 - 5 can be written in
an equivalent characteristic form using its Riemann coor-
dinates (u,v), which are obtained through a linear transfor-
mation of variables (p,q) → (u,v) (see for example
(Aamo, 2013)):

∂ u(zn,t)
∂ t +λ

∂ u(zn,t)
∂ zn

=c1(zn)v(zn, t) (9)
∂ v(zn,t)

∂ t −µ
∂ v(zn,t)

∂ zn
=c2(zn)u(zn, t) (10)

u(0, t) =θ1v(0, t)+θ2 (11)
v(1, t) =U(t) (12)

y(t) =u(1, t) (13)

Here, zn ∈ [0,1] and t ≥ 0 are the independent variables,
while u(zn, t) and v(zn, t) are the transformed states of the
system. Further, λ ,µ > 0, and c1(zn),c2(zn) ∈ C([0,1])
are known, while θ1, θ2 are unknown parameters given
uniquely by the unknown reservoir parameters J, pr. U(t)
and y(t) are uniquely given by the topside pressure pl(t)
and topside flow ql(t).

The following observer is designed for the system.

∂ û
∂ t +λ

∂ û
∂ zn

=c1(zn)v̂+P1(zn, t)
[
y(t)− û(1, t)

]
(14)

∂ v̂
∂ t −µ

∂ v̂
∂ zn

=c2(zn)û+P2(zn, t)
[
y(t)− û(1, t)

]
(15)

û(0, t) =θ̂1v̂(0, t)+ θ̂2 (16)
v̂(1, t) =U(t) (17)

Here, û, v̂ are the system state estimates, θ̂1, θ̂2 are the pa-
rameter estimates and P1,P2 are the output injection gains
satisfying

P1(x, t) =λPu(x,1, t) (18)
P2(x, t) =λPv(x,1, t) (19)

where the kernels Pu,Pv are the unique solution to the sys-
tem

Pu
t (x,ξ , t)+λPu

x (x,ξ )+λPu
ξ
(x,ξ ) =c1(x)Pv(x,ξ ) (20)

Pv
t (x,ξ , t)−µPv

x (x,ξ )+λPv
ξ
(x,ξ ) =c2(x)Pu(x,ξ ) (21)

Pv(x,x) =
c2(x)
λ +µ

(22)

Pu(0,ξ ) =θ̂1Pv(0,ξ ). (23)

The equations are solved by a finite-difference method
over a selected triangular discretized mesh of space.

The parameter estimates θ̂1, θ̂2 are generated by the

adaptive laws

˙̂
θ 1(t) =

Γ
ϑ(t)−v̄(t)θ̂1−θ̂2

2+v̄(t) v̄(t) for t > tF
0 otherwise

(24)

˙̂
θ 2(t) =

Γ
ϑ(t)−v̄(t)θ̂1−θ̂2

2+v̄(t) for t > tF
0 otherwise

(25)

where

ϑ(t) =y(t)− û(1, t)+ θ̂1(t−dα)v̄(t)+ θ̂2(t−dα) (26)
v̄(t) =v̂(0, t−dα)

+
∫ 1

0
Pv(0,ξ ,−t−dα)y(t−

ξ

λ
)dξ

−
∫ 1

0
Pv(0,ξ ,−t−dα)û(1, t−

ξ

λ
)dξ (27)

A.2 UKF
The shallow water equations (equations 6 and 7) can be
simplified into ordinary differential equations using the
orthogonal collocation (for example using 3 collocation
points) as follows.

dAci

dt
=−

3

∑
i=1

MT
i jqli (28)

dqli
dt =−

3

∑
i=1

MT
i j

q2
li

Aci

−g
3

∑
i=1

MT
i jI1i cosφ

+gAci sinφ −Tfi (29)

M =
1
lc

−3 4 −1
−1 0 1
1 −4 3

 , (30)

Here i, j ∈ [1,2,3]. The detailed derivation of the equa-
tions can be found in (Jinasena et al., 2017). This
sim-plified non-linear system for the UKF can be
written in discrete time form as follows,

Xk+1 = fn(Xk, tk)+wk(tk), (31)
yk =CXk + vk(tk), (32)

The function fn represents the nonlinear model given
by Equations (28)–(30) and (8) for ḣi, q̇li , and ḣm, respec-
tively. k is the discrete time index. The measurement noise
in the measured output at tk is denoted by vk ∈Rnm , where
vk ∼N (0,R). Similarly, wk ∈ Rns , where wk ∼N (0,Q)
accounts for process noise. Here, nm and ns are the num-
ber of measurements and number of states, while R and
Q are the covariance matrices for measurement noise and
process noise, respectively.

The states and measurements can be chosen from
the available fluid levels as preferred, based on the
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necessity and observability. For example; X =
[h1 h2 h3 ql1 ql2 ql3 hm]

T and y = [h2 h3 hm]
T is chosen

for faster convergence of the observer, thus C becomes as
follows,

C =

0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1

 . (33)

The estimated return flow rate q̂l1 or q̂l3 is then used in the
bottomside estimator.

Nomenclature

α Momentum correction coefficient

β Bulk modulus of the drilling mud

λ , µ Eigen values

φ Bottom slope angle of the channel

ρ Density of the drilling mud

θ1, θ2 Boundary parameters

Aa Cross sectional area of the annulus

Ac Wetted cross sectional area of the channel

Am Cross sectional area of the active mud pit

C Measurement matrix of the UKF

c1, c2 Design parameters

Fa Friction factor of the annulus

fn A nonlinear function

g Acceleration of gravity

h Fluid level

hm Active mud pit level

I1 First moment of area

I2 Pressure forces in the fluid volume

J Productivity index

k Discrete time index

kchoke Choke coefficient

l Length

lc Length of the channel

lw Well depth

M A matrix

nm Number of measurements, UKF

ns Number of states, UKF

p Pressure

P1, P2 Output injection gains

p0 Atmospheric pressure

pr Reservoir pressure

Q Covariance matrix for process noise

q Volumetric flow rate

qbit Volumetric flow through the drill bit

qloss Fluid losses at solid removal equipment

qpump Mud pump flow rate

R Covariance matrix for measurement noise

t Time

Tf Non-Newtonian friction term

U Control input

u Transformed state, pressure

v Transformed state, flow rate

vk Measurement noise

wk Process noise

X States of the UKF

x Position along the channel length

y Measurement vector

z Position along well depth

zn Normalized position along well depth
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Abstract
The integrated autodriller controller (IADC) is a software
product by National Oilwell Varco (NOV) developed to
allow an operator to drill with a constant weight on bit
(WOB). The control loop has a proportional-integral (PI)
controller, and PI gains are dependent on drill string com-
pliance and response time (RT). The compliance is cal-
culated based on the drill string length, but RT is diffi-
cult to predict. The existing IADC uses an empirical re-
gression model to estimate RT based on the string length,
which is not optimal during a formation change. This
work presents an adaptive response time (ART), a machine
learning model to predict RT based on the rate of penetra-
tion (ROP). ART can adapt to formation changes and gives
smoother regulation of block velocity and WOB. Simula-
tion results show a better torque and speed regulation of
drill string using ART.
Keywords: oil & gas drilling, integrated autodriller
controller, adaptive response time, machine learning
Abbreviations: ART - Adaptive Response Time, CM -
Comprehensive Model, IADC - Integrated Autodriller
Controller, NOVOS - National Oilwell Varco Operating
System, PI - Proportional-Integral, ROP - Rate of Pen-
etration, RPM - Revolutions per Minute, RT - Response
Time, TD - Top Drive WOB - Weight on Bit

1 Introduction
The ability to maintain constant weight on bit (WOB),
torque, and revolutions per minute (RPM) is essential
to achieve optimal drilling efficiency for conventional
drilling rigs. Control over these parameters maximizes bit
life and increases ROP, thus resulting in reduced drilling
completion time. Autodrillers are the commonly used
tools in the drilling industry for WOB control by applying
regulated force on the drill bit by means of a proportional-
integral (PI) controller. An industry-wide problem with
autodrillers is maintaining regulation when drilling from
one formation to another of different strength (Pastusek
et al., 2016; Badgwell et al., 2018; Cayeux, 2018). This
causes the error within the control loop to suddenly in-
crease or decrease, resulting in controller instability. (Pas-
tusek et al., 2016) pointed out the coupling between in-
correct autodriller regulation and the drill string stick-slip.
Operator intervention is required to stabilize the regula-
tion, either by changing the setpoint or gain of the con-

troller (Pastusek et al., 2016; Badgwell et al., 2018; Adam,
2018). Therefore making the success of the process de-
pendent on the operator’s skills.

In recent years, there have been several studies done
to tackle this problem as the industry is shifting with an
increased focus on autonomous drilling and limiting the
need for human intervention. Adam (2018) collected au-
todriller parameters and corresponding ROP from success-
ful drilling operations and created a road map intended to
assist operators to select optimal autodriller parameters.
Badgwell et al. (2018) proposed to use the ROP setpoint
to auto-adjust the WOB gain to respond to autodriller in-
stabilities. In addition, Badgwell et al. (2018) challenged
autodriller vendors to address the WOB controller issues.
We accepted this challenge.

Well dynamics are complex and well characteristics dif-
fer drastically between geological areas. Furthermore,
lack of downhole sensors forces controllers to be regulated
indirectly from top side equipment. Thus, developing gen-
eral solutions with principle mechanistic models can be
complicated. We therefore decided to use a data-driven
approach like (Adam, 2018) in combination with the exist-
ing mechanistic model. Data-driven methods require data,
which in the drilling industry is often proprietary. Ob-
taining a diverse dataset to ensure correct response from
a machine learning algorithm in every scenario is also not
feasible. For this reason, we used the approach of gener-
ating data by means of simulation.

2 Methods
2.1 Simulation Environment Set-up
The simulation environment consists of NOV’s simulated
integrated autodriller controller (IADC) and NOV’s com-
prehensive model (CM). The IADC is an autodriller de-
signed for regulating WOB, ROP, differential pressure,
and torque limit. For this simulation, only the WOB mode
(softWOBTM) of the IADC is used. The CM is a simula-
tion tool for drilling operations that contains fluid dynam-
ics, string dynamics, formation characteristics, top side
equipment, etc. to simulate well bore behavior. The IADC
receives the WOB, ROP, top drive torque, and block posi-
tion from the CM. Depending on setpoints and limits, the
IADC adjusts the block velocity and feeds to the CM. Fig-
ure 1 shows a simplified block diagram of the simulation
environment.
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Figure 1. A simplified block diagram of the simulation envi-
ronment. Current environment is displayed in black color, the
NOVOS-based environment is displayed in red color (dotted
lines).

Using the simulation environment, we created a dataset
by performing drilling simulations through different for-
mations in combination with various gains and depths.
The dataset is used to train a machine learning based,
Adaptive Response Time (ART) model. ART receives
ROP as the only input from the IADC and predicts the re-
sponse time (RT) for the controller. The IADC is currently
executed in a PLC environment. The proposed ART is a
polynomial model that can be implemented with minimal
changes in existing installations and is ready for field test-
ing.

ART is likely to improve the current IADC in a wide
range of drilling scenarios. However, the problem is multi-
dimensional and non-linear; therefore, the single input
polynomial model is limited. To further improve ART,
the feature space needs to be increased and a non-linear
model implemented. This requires more drilling parame-
ters and higher computational power. NOVOS is NOV’s
high level operating system, an automation platform built
for full automatic control of the drilling process. Within
NOVOS, ART has access to all possible drilling parame-
ters and the computational power needed for training and
executing non-linear models. The current simulation envi-
ronment comprises of multiple mechanistic models. To in-
crease the realism of the simulation model, we have added
a simulator for all the equipment PLCs and a data aug-
mentation layer for the signals coming from the CM to
augment signal noise and variations. This environment
will be used for simulations with the ART implemented
in NOVOS. The NOVOS-based simulation environment
is highlighted with red color (dotted lines) in Figure 1.

2.2 Auto-Tune IADC
IADC uses a PI controller to regulate WOB. Equation 1
shows the standard form of a PI controller.

u(t) = Kpe(t)+
Kp

Ti

∫ t

0
e(t ′)dt ′ (1)

For IADC, the control variable (u) is the block velocity
and error (e) is the difference between setpoint and calcu-
lated WOB. The proportional and integral gain parameters
are function of drill string compliance and response time.

The drill string compliance is calculated based on the
drill string length and mass. RT is a tunable time constant
and can be set between 0.5 [s] and 20 [s]. It can be in-
terpreted as a time the controller should use to adjust the
block velocity to compensate for the error. As a general
rule, RT should be tuned every 100-500 meters. Setting
too short response time (closer to 0.5) implies an aggres-
sive controller. This may cause the IADC to overreact on
WOB changes and leads to increasingly large overshoots
and oscillations. A high value of RT (closer to 20) implies
slower response to WOB changes. It can tackle overshoot-
ing and reduce oscillations; however, it can take a long
time to reach setpoint.

IADC currently offers functionality to estimate re-
sponse time based on the drill string length. The function
is a regression model based on empirical data from model
analysis as well as real-world experiments. This approach
does not account for formation type being drilled, result-
ing in unstable regulation caused by formation change.
ART is designed to tackle this issue by detecting current
formation using calculated ROP.

3 Results
In this section, simulation results of the IADC with tra-
ditional approach and with ART are presented. Table 1
shows the drilling parameters and ranges used in this
study. As per traditional approach, RT (2.55 seconds) is
selected based on the regression model for the given bit
depth (2,050 meters).

Table 1. Drilling parameters and their ranges, used in the simu-
lations.

Parameters Range

Drilling depth 2,040 - 2,055 [m]
ROP limit ± 170 [m/h]
WOB limit ± 25 [tons]
WOB setpoint 20 [tons]
Drillability 15 - 66 [m/h]

To analyse the simulation results, the following parame-
ters are plotted against time in the subsequent subsections.

• WOB: operator setpoint vs. measured weight on bit

• MeasuredDepth: drilling progress against time

• Drillability: parameter describing relation between
rock toughness and the bit’s ability to produce hole.
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Figure 2. The performance of the IADC with constant RT =
2.55 [s] and constant drillability = 66 [m/h].

A higher number results in faster drilling (higher
ROP) for a given weight/speed on bit.

• BlockVelocity: block velocity due to controller ac-
tion (positive/negative represents hoisting/lowering)

• ROP: calculated rate of penetration

• TDTorque: measured top drive torque

• RT: response time used by the controller

3.1 Case 1: IADC performance in homoge-
neous formation

In this case, a homogeneous formation is chosen
with drillability of 66 [m/h] (indicating soft formation)
throughout the drilling simulation. The value of drillabil-
ity is chosen such that it suits the traditionally calculated
RT (= 2.55 [s]). Figure 2 shows that the WOB smoothly
follows setpoint. In this ideal drilling set-up, acceptable
torque and speed regulation are achieved.

3.2 Case 2: IADC performance against chang-
ing formations

For this simulation, the drilling set-up is maintained as in
Case 1 with the exception of formation. Here, formation is
simulated to change from soft (66 [m/h]) to harder forma-
tion (50 [m/h]). It is noticed that the constant RT = 2.55
[s] does not suit the harder formation. As the RT is not
suitable, it results in block velocity oscillations, causing
oscillations in WOB, ROP, and top drive torque as shown
in Figure 3. The results indicates that the controller needs
to be tuned in an event of formation change.

By adjusting controller parameters (i.e., WOB setpoint
or RT), the operator can overcome oscillations caused by

Figure 3. The performance of the IADC with constant RT =
2.55 [s] and changing drillability from 66 to 50 [m/h].

formation change. In Figure 4, WOB setpoint is reduced
from 20 [tons] to 10 [tons] and to 5 [tons] by the opera-
tor after noticing the oscillations. The oscillations reduce
with changes in WOB setpoint. As the ROP is directly de-
pendent on WOB, this results in reduced ROP. Hence, a
proper way to reduce or eliminate oscillations and main-
taining the ROP is by tuning RT for changing formation.

Figure 4. The performance of the IADC with constant RT =
2.55 [s] and changing drillability from 66 to 50 [m/h]. WOB
setpoint is reduced to overcome the oscillations, which results
in reduced ROP.
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Figure 5. A performance comparison of the IADC with constant RT and with ART. IADC with ART can adapt to formation changes
and provides smoother WOB, block velocity, and top drive torque. Stable top drive torque indicates elimination of autodriller
induced stick-slip.

3.3 Case 3: IADC with ART
In Figure 5, drillability is randomly varied from 66 to 15
[m/h] with increasing depth. ART can adapt to any forma-
tion change and selects a suitable RT based on ROP. The
IADC with ART provides better regulation of WOB and
stable block velocity. Improved regulation also causes top
drive torque to stabilize, which is an indication of reduced
stick and slip of the drill string. This ultimately results in
increased drilling efficiency (increased ROP).

4 Conclusion
In the event of formation change, the existing regulator
undergoes oscillations. These oscillations can be over-
come by changing controller parameters (i.e., setpoint and
gains). The current practice of manually changing the
setpoints to tackle the oscillations, can lead to reduced

drilling efficiency. Therefore, the changing formation
should be addressed by tuning the response time. The pre-
sented machine learning algorithm based ART is capable
of detecting the change in formation (by utilizing calcu-
lated ROP) and is able to estimate a suitable RT. During
simulations, ART is found to stabilize the process to great
extent, resulting in improved drilling efficiency.

Currently, ART is trained with the limited drilling range
(1,000 - 3,000 meters depth). The presented simulations
are performed within the trained range, but with different
simulation set-up. ART further needs to be trained for the
entire possible drilling range (up to 10,000 meters depth).
In addition, ART can further be improved by adding fea-
tures to the input feature space of the machine learning
algorithm and with implementation of non-linear models
in a high-level programming environment.
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Abstract 
One of the main principles of improving oil recovery is 

maximizing the contact area between the well and the 

reservoir. To achieve this purpose especially in 

reservoirs with a thin oil column,  long horizontal wells 

are widely used today. However, there are some 

challenges related to horizontal wells like water coning 

towards the heel due to the heel-toe effect as well as 

early water breakthrough owing to heterogeneity along 

the well. In order to tackle these issues, passive inflow 

control devices (ICDs) and autonomous inflow control 

devices (AICDs) can be used. ICDs are able to balance 

the drawdown pressure along the horizontal well and as 

a result, postpone the early water breakthrough. By 

applying AICDs, in addition to postponing the early 

water breakthrough, water can be partially choked back 

autonomously, and the negative impacts of early water 

breakthrough will be attenuated. The Johan Sverdrup 

field (JSF) is a giant oil field located in the North Sea 

and production from this field has been started recently. 

Since there is a plan for developing this oil field in the 

near future, and a few studies have been done on this 

field so far, further studies are needed to obtain more 

cost-effective oil recovery in this field. The main 

objective of this paper is near-well simulation of oil 

production from the well 16/2-D-12 in the JSF by 

considering ICD and AICD completions. The 

simulation has been conducted based on the 

characteristics of the reservoir near this well for 750 

days of oil production. OLGA in combination with 

ROCX has been used as a simulation tool. The 

simulation results showed that by applying both ICDs 

and AICDs the heel-toe effect, and heterogeneity along 

the well can be effectively handled and the water 

breakthrough time can be delayed by 255 days. 

Moreover, it was observed that by completion of the 

well 16/2-D-12 with AICDs, the accumulated water 

production can be reduced by 11.9% compared to using 

ICDs. In the same way, by using AICDs the flow rate of 

water production is reduced by 13.4% after 750 days. 

Furthermore, the results showed that using AICDs has a 

negligible impact on both the accumulated and the flow 

rate of oil production compared to using ICDs. 
Therefore, by completion of the well 16/2-D-12 with 

AICDs more cost-effective oil production can be 

achieved. 

Keywords: horizontal well, ICD, AICD, OLGA, ROCX

1 Introduction

Despite the rapid progress in the area of renewable

energy, fossil fuels will remain the world’s most

important energy source for the years to come.

Therefore, in order to meet future energy demands,

increasing oil production and reducing carbon footprint

from the oil and gas sector must be in the spotlight.

Increasing oil production requires massive investments

to explore and develop new oil fields. For stimulating

new investments in the oil industry, new technologies

and methods must be applied for increasing the

efficiency of oil production and achieving maximum

profit per barrel of oil. Oil production from the Johan

Sverdrup field has been started recently. With the aim of

obtaining maximum oil recovery, cutting-edge

technologies have been applied in this field and further

studies are needed to improve these technologies. The

well 16/2-D-12 is a horizontal well located in the JSF

and compared to other wells in this field, there is more

information available related to the characteristics of the

reservoir near this well. Therefore, this paper focuses on

making a model for near-well simulation of oil

production from the well 16/2-D-12. By using this

simulation model, the functionality of ICDs and AICDs

in improving oil recovery from the JSF is investigated.

Preparing a realistic model for the simulation of oil

production needs to know the realistic characteristics of

the reservoir. Since the extraction of oil from the JSF

has just started, there is limited information available in

the literature describing the characteristics of this field.

As a result, determining some characteristics of the field

like the viscosity of oil in the reservoir, anisotropy of

permeability, wettability and relative permeability, etc.

is not straightforward and needs curve-fitting on

existing data, calculation by using general equations or

some close to the mark assumptions. Moreover, due to

the lack of information about the heterogeneity of the

reservoir along the well with respect to permeability, the

model is prepared for a heterogeneous reservoir with

some random high permeable zones in different

directions. In the following subchapters, the main steps

for developing the simulation model as well as the

simulation results are described and discussed.
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2 Inflow control technologies 

The horizontal well technology is wildly used for 

increasing the efficiency of oil recovery. One of the 

major problems that can reduce the efficiency of using 

horizontal wells is early gas and water coning.  This 

problem gives rise to an uneven inflow profile along the 

horizontal well. Inflow control technologies are used to 

counteract the non-uniform inflow throughout the 

length of the horizontal well leading to improve the well 

performance and efficiency.  

2.1 Passive Inflow Control Devices 

One of the mature technologies that have been 

developed for managing the early water breakthrough in 

horizontal wells is passive Inflow Control Devices 

(ICDs). A passive ICD is a flow restrictor device with 

no moving part installed as a part of the sandface 

completion hardware. ICDs are used for chocking the 

flow by adding extra pressure drop and thereby even out 

the flow influx along a horizontal well. As Figure 1 is 

showing, ICDs can delay the early water breakthrough 

by balancing the inflow along the well and as a result, 

increasing the oil production (Aakre, 2017). 

 

 

Figure 1. Application of ICDs in mitigation of the early 

water breakthrough (Chammout et al, 2017). 

One of the main drawbacks of passive ICDs is that they 

are not able to choke the water back after breakthrough. 

In this condition, the well must be shut in to avoid 

increasing the water cut more than the capacity of the 

separation facilities and it leads to the reduction of oil 

production (Aakre, 2017).  

     Horizontal wells are completed with many ICDs 

distributed along the well. The pressure drop across an 

ICD is a function of flow rate, the geometry of ICD, and 

the fluid density but it does not depend on the fluid 

viscosity. The mathematical equation governing the 

behavior of orifice-type ICDs is: 

 4

1 2

1
D

P
Q C A

 


 


 (1) 

where Q  is the volume flow rate of the fluid passing 

through the ICD, P is the pressure drop over the ICD, 

ρ is the fluid density and /d D  ( d and D are the 

diameters of the orifice and production tubing 

respectively). In Equation 1, 
DC  is called discharge 

coefficient. It can be calculated as /D vcC A A  in which 

A is the cross-sectional area of the orifice hole and vcA is 

the minimum jet area just downstream of the orifice 

called Vena Contracta (The Engineering ToolBox, 

2004).  

2.2 Autonomus Inflow Control Devices 

Since passive ICDs have no ability to choke the water 

or gas back after breakthrough, Autonomous Inflow 

Control Devices (AICDs) have been developed as a 

robust alternative in recent years. AICDs have a 

moveable disk and they can be partially closed for low 

viscous fluids compared to oil like water and gas. As a 

result, in addition to delaying the water or gas 

breakthrough, AICDs can reduce the production of 

water or gas after breakthrough autonomously and 

increase oil production compared to passive ICDs with 

no need to control from the surface (Aakre, 2017).  

     AICDs are available with different designs and one 

of the most widely used types of AICDs has been 

developed by Norsk Hydro and Statoil and is called Rate 

Control Production (RCP). As Figure 2 shows, this type 

of AICD consists of three parts, which are the valve 

body, the nozzle, and the free-floating disk. The valve is 

designed based on the fluid properties in such a way that 

when oil passes through the valve, the pressure at the 

inlet is higher and the disk rests at the seat. Thus, the 

maximum flow area is obtained and as a result, the 

maximum amount of oil passes through the valve. 

Besides, the position of the moveable disk can vary 

based on the fluid properties and flow conditions. 

Owing to the special design of this valve, when low 

viscous fluids like water or gas enter the valve, the 

pressure at the inlet becomes lower. Consequently, 

based on Bernoulli's equation the total force acting on 

the disk pulls it towards the inlet, and the flow area is 

partially closed. Therefore, RCPs can minimize the flow 

rate of unwanted fluids like water or gas autonomously 

(Mathiesen et al, 2011; Askvik and Sørheim, 2017). 

 

 

Figure 2. Statoil’s RCP valve and its schematic sketch 

(Mathiesen et al, 2011). 

The pressure drop across an RCP valve can be 

determined by an empirical mathematical function 

developed and validated by Statoil, and it is represented 

as: 

 ( , ) x

AICDP f a Q      (2) 

where Q  is the volumetric flow rate of fluid, and aAICD 

and x are user-input parameters depending on the RCP 
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design and fluid properties.  f(ρ,µ) is an analytical 

function of fluid density and viscosity and defined as: 

 
2

( , )

y

mix cal

cal mix

f
 

 
 

   
    
   

 (3) 

where y is a user-input parameter, and 
cal  and 

cal  are 

specified as calibration density and viscosity 

respectively. Moreover, 
mix and 

mix  are the density 

and viscosity of the mixture of fluids passing through 

the RCP valve and are defined by: 

 
mix oil oil water water gas gas

mix oil oil water water gas gas

      

      

  

  
 (4) 

where oil , water and 
gas are the volume fraction of 

oil, water and gas in the mixture respectively (Halvorsen 

et al, 2016). 

3 Characteristics of the reservoir 

near the well 16/2-D-12 

To prepare a realistic model for simulation of oil 

production from the well 16/2-D-12 in OLGA/ROCX it 

is necessary to know the realistic characteristics of the 

reservoir near the drainage area of this well. Based on 

the well test data, the temperature of the reservoir near 

the well 16/2-D-12 is 81˚C (354 K). Moreover, by using 

the reported formation pressure data, the formation 

pressure near this well can be approximated to be about 

240 bar. 

     There is no information about the viscosity of crude 

oil at the reservoir conditions near the well 16/2-D-12. 

However, its value is known in temperatures 293 K, 313 

K, and 323 K and they are given in the Equinor’s crude 

summary report (Equinor, 2020). Based on the available 

values, the value of crude oil viscosity at the reservoir 

conditions (the pressure of 240 bar and the temperature 

of 354K) can be extrapolated. The method used for 

extrapolation is based on the linear regression and a 

commonly used mathematical model between 

temperature and viscosity described by Equation 5. 

Figure 3 illustrates the fitted curve and the viscosity of 

oil at the reservoir temperature calculated by MATLAB.  

 B TAe   (5) 

By using curve-fitting on the known values of viscosity 

and the well test data provided by NPD, the given 

information in Table 1 for crude oil properties has been 

collected (Norwegian Petroleum Directorate, 2020). 

Table 1. Crude oil properties near the well 16/2-D-12.  

Parameter Value 

API gravity 28.0 

Viscosity 3 cP 

GOR 44 Sm3/Sm3 

Figure 3. Estimation of crude oil viscosity at the reservoir 

temperature by curve-fitting on the known values. 

According to the NPD’s well test data obtained from the 

reservoir near the well 16/2-D-12 (Norwegian 

Petroleum Directorate, 2020), the main reservoir has an 

oil column of 67.5 m started from the depth of 1877 m 

and ended to the depth of 1944.5 m. Moreover, the 

reservoir is located in two zones with different types of 

sandstone. From the depth of 1877 m to 1911 m, the 

reservoir is located in the Intra Draupne sandstone 

formation, and between the depth of 1911 m and 1944.5 

m, it is mostly located in the Vestland Group sandstones. 

Based on the obtained information from the analysis of 

the well log data near the well 16/2-D-12, the thickness 

of the net pay zone, the shale volume, and water 

saturation of the reservoir near this well have been 

calculated and summarized in Table 2 (Kaspersen, 

2016). 

Table 2. Thickness of the net pay zone, average water 

saturation, and shale volume near the well 16/2-D-12.  

Zone 
Net Pay 

Thick. 
Average Sw Average Vsh 

Zone 1 32.46 m 0.062 0.09 

Zone 2 22.86 m 0.322 0.122 

 

Based on the analysis of well logs, the average effective 

porosity for both zones of the reservoir near the well 

16/2-D-12 is 0.27. The median permeability near this 

well is 14.7 D but it varies between 0.5 and 40 D 

throughout the JSF. (Kaspersen, 2016). 

     By using the given data in Table 2, and Equations 6,7 

and 8 which are empirical correlations for the sandstone 

reservoir,  the anisotropy permeability, v Ha k k , 

near the well 16/2-D-12 can be calculated (Iheanacho et 

el, 2012).  

 H x yk k k  (6) 

 3
x y zk k k k  (7) 

 
2.0901

(1 )
0.0718 H sh

v z

e

k V
k k



 
    

 
 (8) 
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The results of the permeability anisotropy calculation 

are given in Table 3. 

Table 3. Permeability anisotropy near the well 16/2-D-12. 

Parameter xk  yk  
zk  a  

Value 22.2 D 22.2 D 6.4 D 0.3 

 
The wettability in a reservoir depends on several factors 

like polar components in oil, formation water 

composition, and salinity as well as rock composition. 

By considering all these parameters and criteria it can be 

believed that the Johan Sverdrup reservoir has a mixed-

wet wettability state (Fang, 2017). 

     Since there is no information about the relative 

permeability of the Johan Sverdrup reservoir, this 

parameter must be estimated based on the available 

information about the relative permeability of the other 

sandstone reservoirs in the North Sea with almost the 

same characteristics. The Frøy field is located in the 

central part of the North Sea. Frøy is a sandstone 

reservoir with high porosity and absolute permeability 

almost like the Johan Sverdrup reservoir. It also has 

some mixed-wet zones like the Johan Sverdrup 

reservoir. As a result, the values of relative permeability 

of the Johan Sverdrup reservoir can be considered 

almost the same as that of the Frøy reservoir in the 

mixed-wet zones (Tangen, 2012; Hadia et al, 2011). 

Figure 4 shows the relative permeability curves based 

on the relative permeability in the mixed-wet zones of 

the Frøy field and they can be used for the Johan 

Sverdrup reservoir as well. 

 

 

Figure 4. Relative permeability curves for the Johan 

Sverdrup reservoir. 

4 Development of the OLGA/ROCX 

model 

The combination of OLGA and ROCX creates one of 
the leading and robust tools for modeling and simulation 

of multiphase flow behavior from the reservoir pore to 

the production pipe and process facilities. OLGA is a 

dynamic multiphase flow simulator and ROCX is a 

reservoir simulator that can be coupled to OLGA as a 

plug-in. 

4.1 Development of the reservoir model in 

ROCX 

In this subchapter, the main settings for developing the 

model of the reservoir near the well 16/2-D-12 in ROCX 

are described.    

4.1.1 Determining the dimensions of the reservoir 

drainage area and the grid setting 

In order to create a near-wellbore model of oil 

production, the first step is to determine the dimensions 

of the drainage area near the well. The drainage area of 

a horizontal well has an ellipsoidal shape. However, due 

to the ROCX limitation for creating an ellipsoidal 

geometry, a rectangular drainage area is considered for 

developing the model. As mentioned in Table 2 the total 

thickness of the net pay reservoir near the well 16/2-D-

12 is 55.5 m (32.46 + 22.86 = 55.32 ~ 55.5 m). 

Therefore, the height of the drainage area is considered 

to be equal to 55.5 m. 

     There is no information about the exact geometry of 

the well 16/2-D-12 in the literature. Therefore, based on 

the classification of horizontal wells it is assumed that 

the well 16/2-D-12 is a medium radius horizontal well 

with the maximum radius in the kickoff section which 

means  305 mkickoffR  . According to the NPD’s fact 

pages (Norwegian Petroleum Directorate, 2020), the 

measured depth of the well 16/2-D-12 is LMD = 3875 m 

and it has the final vertical depth of LTVD = 1876 m. As 

a result, the length of the horizontal section of this well, 

Lhorizontal, can be calculated by Equation 9.  

 MD TVD kickoff horizontalL L L L    (9) 

By using Equation 9 the length of the horizontal section 

of the well is calculated as 1612 m. Therefore, the length 

of the drainage area is considered the same as that of the 

horizontal section of the well. To determine the width of 

the drainage area, oil production from five test cases 

with similar heigh and length but different width of the 

drainage area is simulated in OLGA. The simulations 

are conducted for a horizontal well with a length of 124 

m and one ICD valve in a reservoir with the same rock 

and fluid properties as the JSF. Figure 5 shows the 

accumulated oil production during 120 days of 

simulation for the given cases. As can be seen in the 

figure, by increasing the width of the drainage area, the 

time of water breakthrough and accumulated oil 

production increases, but it has a converging pattern in 

such a way that there is no big difference between 
accumulated oil production in the cases with a width of 

120 m and 140 m. As a result, it can be concluded that 
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considering the width of the drainage area for the main 

model equal to 120 m can be a good estimation. Of 

course, considering the width of the drainage area equal 

to 140 m leads to more accurate results, however, it also 

increases the time of the simulation.  

 

 

Figure 5. Analysis of the sensitivity of oil production to 

the width of the drainage area. 

Since in the JSF oil is produced by water drive, the well 

must be positioned as near as possible to the top of the 

drainage area to delay water breakthrough. Therefore, 

for developing the model, it is assumed that the well is 

located 5.5 m below the top of the drainage area. The 

geometry of the drainage area and the position of the 

well, considered for developing the model of oil 

production from the well 16/2-D-12 in the JSF is 

schematically depicted in Figure 6. 

 

 

Figure 6: Schematic geometry of the drainage area. 

To discretize the reservoir in ROCX, the number of 

grids in (x,y,z) coordinates must be determined. In 

general, a suitable grid setting can be achieved by using 

finer mesh in the places with high variation in the fluid 

properties and coarser mesh in the other places. Since 

the cross-section of the reservoir is located in the Y-Z 

plane, the fluid pressure in the Y-Z plane around the 

well drops significantly. Therefore, to achieve more 

accurate results, finer mesh in the y and z directions 

close to the well must be defined in the grid setup. The 

length of the well is in the x-direction. As a result, the 

fluid pressure has small variations in the x-direction, and 

considering uniform mesh in the x-direction can 

maintain enough accuracy. In order to develop the 

model, it is assumed that the well 16/2-D-12 contains 13 

joints, each 124 m long and consisting of one equivalent 
valve. As a result, 13 uniform cells are considered for 

the reservoir in the x-direction. In the y and z directions, 

the meshes are not uniform, and the grid resolution in 

these directions is shown in Figure 7. 

 

 

Figure 7. Grid resolution in the Y-Z plane. 

4.1.2 Reservoir property settings 

Since the Johan Sverdrup reservoir is heterogeneous 

with respect to permeability, for the investigation of the 

oil production from the well 16/2-D-12, the 

OLGA/ROCX model is developed for a heterogeneous 

reservoir.  The permeability in the JSF varies between 

0.5 and 40 D while the average permeability in the 

reservoir near the well 16/2-D-12 is 14.7 D. As a result, 

there are some places in the reservoir where the 

permeability is more than the average permeability. 

Moreover, heterogeneity may exist in the horizontal, 

vertical, or angled direction. Therefore, for creating a 

heterogeneous case, the permeability in some random 

zones in the horizontal, vertical, and angled directions is 

considered 1.5, 2, and 2.5 times higher than the average 

permeability in the near-well reservoir. MATLAB is 

used for generating required data for the implementation 

of heterogeneity in ROCX. By considering the 

permeability anisotropy given in Table 3, the average 

permeability in the x and y directions is equal to 22.2 D, 

and average permeability in the z-direction is equal to 

6.4 D throughout the reservoir. The permeability 

distribution in the heterogeneous reservoir in the z-

direction used for developing the OLGA/ROCX model 

is shown in Figure 8. The permeability distribution in 

the x and y directions has the same pattern. 

 

Figure 8. Permeability distribution in the reservoir. 
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4.1.3 Initial condition settings 

Based on the information given in Table 2, the reservoir 

near the well 16/2-D-12 consists of two zones with 

different types of sandstone. Therefore, for developing 

the model it is assumed that initially the reservoir is 

filled with oil in both zones, but with a water saturation 

of 0.062 and 0.322 in the first and second zone 

respectively. Figure 9 represents the initial water 

saturation in the reservoir.  

 

 

Figure 9. Initial water saturation in the reservoir. 

4.2 Development of the well model in 

OLGA 

For developing the well model in OLGA, one pipe with 

a length of 1612 m, a diameter of  0.1397 m (5.5 inch), 

and roughness of 15 µm is considered for representing 

the production tubing. Another pipe with the same 

length but a diameter of 0.2159 m (8.5 inch) is 

considered for representing the wellbore. It is assumed 

that oil is produced from 13 zones in the well and each 

zone contains two hypothetical sections. Therefore, the 

production tubing and wellbore are discretized to 26 

hypothetical sections, each 62 m long. The simplified 

model for oil production from each zone is represented 

in Figure 10. 

 

Figure 10. Simplified representation of a single production 

zone.   

As can be seen in the figure, in order to stop flowing the 

reservoir fluids between different zones in the annulus, 

each production zone in the wellbore is separated by two 

packers. Moreover, by using a near-well source 

connected to the ROCX model, the reservoir fluids enter 

the wellbore after passing an inflow control device 

located in the first section of the wellbore. The reservoir 

fluids that pass through the inflow control device enter 

the production tubing via a leak connected to the second 

section of the production tubing and move towards the 

heel of the well. This setup has been proposed and used 

in (Aakre, 2017). 

     Based on the estimation of oil production from the 

well 16/2-D-12, and considering the frictional pressure 

drop in the well and pressure difference across the ICDs 

and AICDs, the pressure drawdown for this well is 

considered to be 12 bar. Moreover, the hole diameter of 

the equivalent valve is calculated as d = 0.0108 m.  

In order to implement the autonomous behavior of the 

AICD in OLGA, a controller must be used for chocking 

the AICD based on the characteristics of the AICD and 

reservoir fluid mixtures. For developing the model for 

oil production from the well 16/2-D-12 with RCP valve 

completion, the Table Control module in OLGA is used 

for controlling the valve. In this model, at first, by using 

the Transmitter module in OLGA, the water cut of the 

fluid mixture is measured. Then the Table Control, 

based on the measured water cut of the fluid mixture and 

some tabulated data (based on experimental data for the 

behavior of the RCP valve), provides a corresponding 

control signal for partially chocking the RCP valve. 

5 Results and discussion 
In this chapter, the obtained simulation results from the 

OLGA/ROCX model are presented and discussed. 

Besides, the functionality of ICD and RCP in improving 

oil recovery is evaluated. The simulations have been 

conducted for three cases: a) open-hole well, b) well 

with ICD completion, c) well with RCP completion.  

5.1 Fluid flow distribution and time of 

water breakthrough 

Figure 11 shows the oil saturation contours near the 

open-hole well right after the water breakthrough. The 

well consists of 13 zones and the 3D contour illustrates 

the oil saturation distribution from all the 13 zones.  

 

 

Figure 11. Oil saturation distribution right after the water 

breakthrough in the open-hole well. 
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As shown in the contours, once the water breakthrough 

takes place, the water saturation profile has a conical 

shape. Besides, it can be clearly seen that the water cone 

grows faster and breaks into the well sooner at the heel 

compared to the toe of the well. It is obvious that the 

early water breakthrough occurs in the high permeable 

zones ( the 2nd and 11th zones) and the water cone 

develops much faster in these zones. Based on the 

obtained results, the water breakthrough for the open-

hole well takes place on the 3rd day of production. 

     The oil saturation contours for the reservoir near the 

well 16/2-D-12 with considering inflow control devices 

right after the water breakthrough are illustrated in 

Figure 12. The well consists of 13 zones and the 3D 

contour illustrates the oil saturation distribution from all 

the 13 zones.  

 

 

Figure 12. Oil saturation distribution right after the water 

breakthrough for the well with inflow control devices. 

The simulation results show that the water breakthrough 

takes place on the 258th day of production. As a result, 

by completion of the well 16/2-D-12 with ICD or RCP 

valves, the water breakthrough can be delayed by 255 

days compared to the open-hole well. Moreover, By 

comparing Figure 11 and Figure 12, it can be concluded 

that the inflow along the well completed with inflow 

control devices is much more balanced compare to the 

open-hole well. Therefore, by using the inflow control 

devices the flow influx along a horizontal well can be 

effectively evened out. 

5.2 Accumulated oil and water production 

In order to investigate oil production and comparing the 

performances of different inflow control devices, 

accumulated oil and water are the two most important 

parameters that must be taken into account. Figure 13 

illustrates the accumulated oil and water produced from 

the well 16/2-D-12 by considering ICD and RCP 

completions. As can be seen in the figure, after 750 days 

of production, there is a very small difference between 

accumulated oil in the ICD and RCP cases. However, 

due to the choking effect of the RCP valve for low 
viscous fluids, the amount of accumulated water drops 

by 11.9 % when the well is completed with RCP valves. 

5.3 Oil and water flow rate 

Figure 14 illustrates the volumetric flow rate of oil and 

water production from the well 16/2-D-12. As shown in 

the figure, just after starting the production, the oil flow 

rate in the RCP and ICD cases reaches its peak. By 

increasing the water saturation around the wellbore in 

the subsequent days, the rate of oil production 

experiences a slight decrease until the time of water 

breakthrough. At the time of water breakthrough, the 

water saturation near the wellbore exceeds the 

irreducible water saturation and as a result, water enters 

the well. Once water begins to enter the well, the 

reservoir tends to produce more water than oil. 

Consequently, after the water breakthrough, the rate of 

oil production drops substantially. The oil production 

can be continued until the oil saturation falls below the 

residual oil saturation. Therefore, after 750 days some 

amount of oil is produced.  According to Figure 14, over 

the whole period of production (750 days), oil 

production in both the ICD and RCP cases is almost 

similar. As a result, it can be concluded that practically 

there is no difference between using ICD and RCP with 

respect to oil flow rate over the first 750 days of 

production. However, after water breakthrough, due to 
the capability of the RCP valve for choking the water 

back, the diagram of the water flow rate in the RCP case, 
falls below that of the ICD case. The simulation results 

Figure 13. Accumulated oil and water from the well 16/2-

D-12 with ICD and RCP completions. 
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show that the well completed by RCP valves reduces the 

rate of water production by 13.4% compared to using 

ICDs after 750 days of production. 

6 Conclusion 

The obtained results show that for both the open-hole 

well and the well with inflow control devices, water 

begins to enter the well from the heel side due to the 

heel-toe effect. Moreover, due to the faster development 

of the water cone in the high permeable zones, the early 

water breakthrough takes place sooner in these zones. 

Early water breakthrough leads to a significant drop in 

oil production, and this problem must be tackled to 

achieve cost-effective oil production. Both ICDs and 

RCPs can effectively even out the flow influx along the 

horizontal well and consequently delay the water 

breakthrough significantly. Since RCPs remain fully 

open before the time that water breakthrough occurs, 

there is no difference between the functionality of ICDs 

and RCP valves in delaying the time of water 

breakthrough. However, since the RCP valve opening is 

sensitive to the fluid viscosity, these valves have a  

capability for chocking the unwanted fluids. According 

to the simulation results, using RCP valves for the JSF 
condition can significantly reduce water production. By 

completion of the well 16/2-D-12 with RCP valves, the 

accumulated water production can be reduced by 11.9% 

during the first 750 days of production. Besides, using 

RCP valves can reduce the flow rate of water production 

by 13.4 after 750 days. Furthermore, by evaluating the 

simulation results it can be concluded that using RCP 

valves has a negligible impact on both the accumulated 

oil production and flow rate of oil production from this 

well compared to using ICDs. Therefore, by completion 

of the well 16/2-D-12 with RCP valves more cost-

effective oil production can be achieved. 
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 Abstract
The transportation of CO2 is important to all carbon
capture and storage (CCS) projects. Both the
infrastructure costs (compressors, pipelines, tanker
ships, etc.) and the energy consumed in the compression
or liquefaction of CO2 are significant. Understanding
how the size, capacity and energy consumption of
transportation alternatives varies between projects is
therefore important. Modelling provides a useful 
insight into the performance of transportation 
alternatives, but the results are only useful when the 
basis for comparison is consistent and the impact of 
model input parameters is well understood. This article 
presents the results of sensitivity studies made using a 
transportation model that was developed in earlier 
work. Several important model parameters are studied 
using three planned/operating CCS project cases. 
The results show that while the operating pressure of
the storage site is most important in determining the
transportation system operating pressure, the
temperature of the available cooling utility is the key
parameter determining energy consumption.
Keywords:     CO2, CCS, transportation, modelling

1 Introduction
All carbon, capture and storage (CCS) projects require
the transportation of CO2 from a source to a storage
location. A compressor and a large diameter pipeline is
the method often used to achieve this, but as illustrated
in Figure 1, the liquefaction of CO2 to allow ship–based
transportation  can also form one of the links in the
transportation process.

Although identifying the optimum economic case is 
of key importance to all CCS projects, it is also 
important to minimize energy consumption because the 
energy consumed by the process corresponds directly to 
the efficient consumption of non-renewable resources in 
fossil-fuel based CCS projects.  

Most of the energy consumption associated with CO2 
transportation comprises compression and pumping 
energy. Compressors are often used to raise the pressure 
of gaseous CO2 streams or gaseous refrigerants (in the 
case of liquefaction) and pumps are used to raise the 
pressure of liquid CO2 streams. The pressure-level 
required for transportation depends on the operating 
parameters of the storage location, the design of the 
pipeline and the temperature under which the pipeline 
operates. Understanding how the combined effect of 
these parameters affects energy consumption can, 
therefore, provide an important insight into the relative 
strengths of different CCS projects. 

As part of a project aimed at studying the 
performance of CCS project alternatives a MATLAB 
based model for the transportation of CO2, CO2TM, has 
been developed and is made freely available at UiT 
Open Research Data (Jackson, 2020a).This model is 
used as the basis for the present study. 

The CO2TM takes inputs comprising the source 
location, transportation type (ship or pipeline) pipeline 
route, storage reservoir depth and CO2 mixture type. 
From these inputs, the model calculates an elevation 
profile for pipelines and a temperature profile using 
built-in bathymetry (seabed elevation profile) and sea 
surface temperature (SST) data. Based on elevation, 
temperature and CO2 mixture data, the model estimates 
the reservoir and wellhead pressure (WHP) and then 
determines the pressure profile required to ensure 

 
Figure 1. Illustration of the Main Associated with the Transportation of CO2 (from Jackson, 2020). 
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single-phase flow in the pipeline. Finally, the energy 
consumption for transportation processes—comprising 
either compression or liquefaction—is calculated using 
the ambient sea temperature in location where each part 
of the process is situated. The development of this model 
is described in detail in earlier work (Jackson, 2020b). 

The aim of this article is to present results from a 
study into the sensitivity of the CO2TM to various 
modelling parameters so that the application of this 
model can be better understood. The study is roughly 
based on three planned/ operating CCS project cases, 
which are used to illustrate the impact of the studied 
parameters on performance. 

2 Method 
Because the focus of earlier work—including the 
development of the CO2TM— has been the impact of 
ambient temperature on CO2 transportation system 
performance, the main focus for this work is also the 
study of model sensitivity to seawater temperature. A 
related modelling parameter, also studied in this work, 
is the pipeline Heat Transfer Coefficient, HTC. In 
addition, this article presents results for CO2 
transportation system sensitivity to pipeline roughness, 
mixture composition and transportation type. The 
method used in the study of each of these parameters is 
described in more detail below under several sub-
headings. 

Although the development of the CO2TM is 
described in earlier work, some modifications to the 
original model were required to facilitate the present 
study. The modifications made are also described under 
the headings set-out below where they are relevant and 
will be subsequently included in an updated version of 
the CO2TM. 

2.1 Sensitivity to Temperature 
The CO2TM determines SST in the locations defined in 
the model input parameters using data from JMA (Japan 
Meteorological Agency). The resulting temperature data 
is then used as the basis for calculation of the energy 
consumption of the liquefaction and compression 
processes along with the temperature profile in the 
pipeline. For the compression and liquefaction 
processes, the model applies a margin of 10 °C above 
the seawater temperature. 

Because SST varies annually, the data used in the 
model is based on two standard deviations above the 
average of yearly SST, i.e. covering around 95% of all 
SST measurements. This results in a conservative 
estimate for the energy consumption of compression and 
liquefaction processes and the pipeline temperature 
profile. It is therefore natural to study the sensitivity of 
the model to seawater temperature with an emphasis on 
reduced temperatures, which can be interpreted as either 
the performance during winter months or a less 
conservative approach to heat exchanger design. To 

reflect this, a range of temperatures from base -8 oC to 
base +4 oC is used in the sensitivity studies conducted 
here. 

To allow the study of this temperature range, the 
original CO2TM required some modification. The main 
modification was to allow the user input of seawater 
temperature to apply to both the liquefaction location 
and the pipeline location for cases where transport is by 
ship. This represents an over simplification of reality 
where the liquefaction location may be a significant 
distance from the storage location, but it is one way in 
which sensitivity can be studied. 

Another modification required was to implement 
limits on the minimum sea temperature used in the code 
to avoid extrapolation of parameters such as density and 
heat capacity outside of the range of the basis data 
included in the model. This was done by setting a 
minimum possible SST of 5 °C within the model. 

2.2 Sensitivity to Pipeline Roughness 
Pipeline roughness affects pipeline pressure-drop and 
can vary with both construction material and the age of 
the pipeline, equating to corrosion and fouling over 
time. In large diameter gas pipelines a coating is 
sometimes used to reduce pressure-loss and studies have 
found that absolute roughness can be as low as 4 μm 
(Langelandsvik, 2008). However, studies relating to 
CO2 pipelines have often used higher values of 
roughness ranging up to 100 μm (Chandel et al., 2010). 
The default value of roughness used in the model is 15 
μm, but this can be over-ridden using a user-specified 
roughness input parameter. In the present study, the 
roughness input parameter was varied from 2 to 100 μm 
to provide a range of results illustrating sensitivity. 

2.3 Sensitivity to Heat Transfer 
Subsea pipelines typically loose heat along their length 
to the surrounding seawater. The HTC, which varies 
with pipeline design and burial conditions, determines 
how quickly the pipeline contents approaches the sea 
temperature. In-turn, the temperature in the pipeline can 
impact the required operating pressure, which must be 
maintained at a margin above the bubble point curve of 
the CO2 mixture throughout the pipeline.  

The default value of the coefficient used in the model 
is 4 W/m2 K, but the user can override this using a user-
specified model input parameter. Studies of onshore 
buried pipelines have used HTC in the range 1–6 W/m2 
K (Mazzoccoli et al., 2014; Zhang et al., Massarotto et 
al., 2006), and for pipelines surrounded by water, up to 
45 W/m2 K (Drescher et al., 2013). The present study 
uses a range from 1 to 32 W/m2 K to investigate the 
impact of this parameter on CO2 pipelines. 

2.4 Sensitivity to CO2 Mixture Composition 
The composition of CO2 mixtures in transport systems 
depends on the source of the CO2 and the entry 
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Component Post Oxyfuel 
CO2 mole % 99.99 96.16 

N2 mole % 0.01 2.45 
Ar mole % – 0.96 

O2 mole % – 0.43 

In addition, to provide a consistent basis for 
comparing energy consumption between post 
combustion and oxyfuel cases, an update of the CO2TM 
was required to allow the liquefaction energy 
consumption to be calculated for cases where the feed 
stream has a pressure of 15 barg— e.g. originating from 
a low–temperature type oxyfuel purification unit. The 
reduction in liquefaction energy for these cases was 
estimated by taking the difference between the 
compression energy for pipeline transport for the 
oxyfuel and post combustion capture cases and then 
deducting this from the energy consumption of the 
standard liquefaction process, where the feed stream is 
at low pressure. The updated version of the CO2TM will 
be published subsequent to the completion of the present 
work. 

The sensitivity study conducted in the present work 
is based on a comparison of the performance of post and 
oxfuel combustion CO2 mixture compositions. The 
basis of this comparison is both the transportation 
energy consumption and the pipeline inlet pressure. 
Results are summarized for the CO2TM default pipeline 
size selection: the first pipeline size that results in a 
pipeline pressure under 180 barg for all operating cases, 
and for the case where all pipelines have the same 
diameter. 

2.5 Sensitivity to Transportation Method 
The transportation cases used in this work are loosely 
based on three planned/operating CCS projects. Case 1 
reflects the planned Norcem/Northern Lights (NL) 
project1, which includes ship-based transport of CO2 

 
1 https://ccsnorway.com/no/ 
 

2

In addition to the three cases described above, three 
alternative cases are also defined: Case 1A is the NL 
project with pipeline transport of CO2 directly from the 
pipeline location; Cases 2A and 3A reflect Cases 2 and 
3 with shipping to the NL pipeline as an alternative to 
pipeline transportation. 

The model parameters used to specify the pipeline 
route for all cases and reservoir details are inferred from 
openly available data and should not be taken to 
accurately reflect the details of these projects. Figure 2 
provides an illustration of the pipeline route used for the 
NL cases that was generated using the CO2TM. 

3 Results & Discussion 
The main results of the study are set out below under 
separate sub-headings. 

3.1 Sensitivity to Pipeline Heat Loss  
Figure 3 presents results that illustrate the sensitivity of 
pipeline inlet pressure to the heat transfer coefficient 
used in the model. For Cases 1A, 2 and 3 a small impact 
on pressure is visible, but in Case 1 there is almost no 
impact. This can be explained by the fact that in Case 1 

2 https://www.h21.green/ 
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specifications set for the transportation system. The 
CO2TM has three built-in CO2 mixture compositions 
with associated property data representing post, pre and 
oxyfuel combustion CO2 sources.  

In the previously published version of the CO2TM, 
the post combustion case is the only mixture 
composition made available for use. To enable the study 
of the sensitivity to CO2 mixture composition in the 
present work, an update was required to make the 
oxyfuel mixture composition available for use. This 
work was done on the same basis as the earlier work and, 
although the details of the method are not described 
here, the composition used is provide in Table 1. 

Table 1. CO2 Mixture Compositions. 

Component Post Oxyfuel 
CO2 mole % 99.99 96.16 

N2 mole % 0.01 2.45 
Ar mole % – 0.96 

O2 mole % – 0.43 

from Norcem in Brevik to the planned NL storage hub 
in south east Norway. Case 2 reflects the proposed H21 
project, which is planned to include the conversion of 
natural gas to hydrogen with carbon capture in the UK 
with CO2 storage in the North Sea2. Case 3 reflects the 
Melkøya CCS project, where CO2 is removed from 
natural gas and returned to storage in the Barents Sea. A 
summary of some of the main modelling parameters 
associated these cases is provided below in Table 2. 

Table 2. Comparison of Case Parameters. 

Parameter Case 1 Case 2 Case 3 

Source Location 9,69 E 
59,06 N 

0,12 E 
53,65 N 

23,59 E 
70,69 N 

Liquefaction Loc. 9,69 E 
59,06 N 

- - 

Compression Loc. - 0,12 E 
53,65 N 

23,59 E 
70,69 N 

Pipeline location 4,89 E 
60,56 N 

0,12 E 
53,65 N 

23,59 E 
70,69 N 

Pipeline length (km) 107 129 151 

Reservoir location 3,42 E 
60,45 N 

2,00 E 
54,00 N 

4,89 E 
60,56 N 

Wellhead depth (m) 300 76 318 
Reservoir Depth (m) 2000 1300 2500 
Sea Temp. (°C)* 15,3 18,0 10,9 

* Calculated by the CO2TM 
 



 

 

 

Figure 3. Variation in Pipeline Inlet Pressure with HTC 
where 100% is the model default basis of 4 W/m2 K. 

Figure 4 shows that the variation in pipeline inlet 
pressure presented in Figure 3 equates to an even 
smaller variation in overall energy consumption, 
reflecting the fact that the dominant part of the system 
energy consumption is associated with the earlier stages 
of compression, in the compression cases, and with the 
liquefaction process in the liquefaction cases. 

3.2 Sensitivity to Pipeline Roughness 
Figure 5 and Figure 6 present results for the sensitivity 
of pipeline inlet pressure and energy consumption to 
pipeline roughness. They show that roughness is a more 
important factor in transport system design than the 
HTC, although Figure 6, like Figure 4, shows that the 
roughness does not play a big role in determining the 
system energy consumption. 

 

 

Figure 5. Variation in Percentage Pipeline Inlet Pressure 
with Pipeline Roughness. 

3.3 Sensitivity to Temperature 
Figure 7 and Figure 8 show the impact of seawater 
temperature on pipeline inlet pressure and energy 
consumption when the default seawater temperature 
estimated by the model is adjusted in the range – 8 oC to 
+ 4 oC. The results are split into cases with pipeline-
based transport (shown in red) and shipping based 
transport (shown in blue). 

SIMS 61

DOI: 10.3384/ecp20176257 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

260

the CO2 mixture is very close to the seawater 
temperature at the point of entry to the pipeline. 

Figure 2. Illustration generated by the CO2TM for the 
Norther Lights (NL) pipeline route used in this work. 

 

  
Figure 4. Variation in Energy Consumption with HTC. 

However, Figure 5 does show that roughness can 
have a significant impact on the pipeline operating 
pressure, which is important to selection of the pipeline 
size and therefore the economics of CCS projects. 



 

 

 
Figure 6. Variation in Percentage Energy Consumption 
with Pipeline Roughness. 

The results show that although the impact of SST on 
pipeline inlet pressure is not more pronounced than that 
of roughness, the impact on energy consumption in all 
cases is much more significant. This is due to the dual 
impact of sea temperature, i.e. that it both affects the 
pipeline operating pressure and reduces the energy 
consumption of the associated compression and 
liquefaction processes.  

The results presented for Case 3, Melkøya in Figure 
7 and Figure 8 also show that when the seawater 
temperature is reduced by 8 oC, the temperature of the 
pipeline falls below the lowest temperature where 
compressor energy consumption data is available in the 
model. In reality, there would be some continued 
reduction in energy consumption that would gradually 
reduce towards zero as the sea temperature is also 
reduced towards zero. 

 

 
Figure 8. Variation in Energy Consumption with Sea 
Temperature for Shipping Cases (in red) and Pipeline 
Transport (in blue) 

3.4 Sensitivity to CO2 Mixture 
Figure 9 shows how the pipeline pressure varies with sea 
temperature for two CO2 mixture compositions 
representing post combustion capture and oxyfuel 
combustion.  

All of the results indicate a small increase in 
operating pressure for the oxyfuel cases. This is due to 
an increased CO2 mixture bubble-point pressure, which 
affects the minimum pipeline operating pressure: in all 
cases the CO2TM enforces a margin between bubble-
point pressure and operating pressure. The sensitivity of 
inlet pressure to seawater temperature is similar for most 
cases. 

Figure 9 shows results for the Norcem/NL case on 
two different pipeline design basis: a 14-inch pipeline 
sized based on the model default parameter of 180 bar 
maximum pipeline operating pressure (red lines), and a 
16-inch pipeline sized to match the other two cases 
(black lines). This comparison highlights an inherent 
advantage of the NL pipeline that results from a 
combination of wellhead depth and reservoir depth (see 
Table 2). The results show that both of these factors 
have an important influence on the pressure profile 
calculated by the CO2TM. 

How the variation in Inlet Pressure translates into a 
variation in energy consumption is presented for the 
post combustion cases, which are discussed under the 
next heading. 

3.5 Sensitivity to Transportation Type 
Figure 10 shows the variation in energy consumption 
with seawater temperature modification for a selection 
of pipeline and ship-based transportation cases.  

The results show that in all of these cases, ship based 
transportation consumes more energy than sending the 
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Figure 7. Variation in Energy Consumption with 
Seawater Temperature for Shipping Cases (in red) and 
Pipeline Transport (in blue).



 

 

CO2 to a pipeline. Although the proportion of additional 
energy required is seen to vary between cases, the 
sensitivity of energy consumption to seawater 
temperature is similar for all cases. 

Similar to Figure 9, Figure 10 presents results for 
both a 14-inch and a 16-inch NL pipeline diameter. 
However, the results presented in Figure 10 show that 
the impact of increasing the pipeline size on energy 
consumption is much smaller than the impact on 
pipeline operating pressure. 

The results presented in Figure 10 also show that, 
regardless of transportation type, the energy 
consumption varies significantly between cases: both 
pipeline transport and shipping CO2 from Melkøya 
results in the lowest energy consumption of all cases. 

This highlights the important role that ambient 
temperature plays in determining the energy 
consumption for both transportation alternatives.  

4 Conclusions 
When pipelines operate close to the temperature of the 
surrounding medium, the heat transfer coefficient has a 
low impact on operating pressure and energy 
consumption. 

Pipeline roughness has a small, but potentially 
important impact on CO2 pipeline operating pressure 
and hence the selection of the economic optimum 
pipeline diameter. The impact of roughness on the 

Figure 10. Impact of Transportation Type on Energy Consumption with Varying Sea Temperature 

Figure 9. Impact of CO2 Mixture Composition on Pipeline Operating Pressure. 
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Figure 9. Impact of CO2 Mixture Composition on Pipeline Operating Pressure. 

Figure 10. Impact of Transportation Type on Energy Consumption with Varying Sea Temperature 



 

 

energy consumption associated with transportation of 
CO2 is, however, small. 

The composition of the CO2 mixture transported in a 
pipeline can have an important impact on the 
transportation pressure. 

The operating pressure of the storage reservoir and 
the wellhead location have the most important impact on 
CO2 pipeline operating pressure and potentially the size 
and economics of CCS projects. 

The most important factor influencing the energy 
consumption of both CO2 transportation in pipelines and 
using ships is the temperature of the cooling utility 
(assumed to be seawater in this study) available in the 
location where the CO2 is compressed or liquefied. The 
results from Figure 10 and Figure 8 show that the impact 
of temperature is consistent for all cases and equates to 
around 1 % of overall energy consumption per °C across 
the range of temperatures and cases studied here. 

Compression or liquefaction is always needed at the 
source of captured CO2 emissions in CCS projects, and 
therefore, CCS projects located in low ambient 
temperature locations can be expected to benefit from 
lower transportation energy consumption. Figure 10 
shows that this advantage can be maximized by 
returning the captured CO2 directly to a storage location 
using compression and pipeline transportation. 
Interestingly, the advantage associated with a low 
ambient temperature location such as Melkøya in 
Northern Norway is also apparent when the captured 
CO2 is liquefied and shipped to a storage hub located at 
some distance.  

Allowances for the energy consumption associated 
with shipping (transportation fuel, re-liquefaction 
energy, etc.) are not calculated by the CO2TM and do 
not form part of this study. In addition, the design 
parameters of the pipelines and storage locations used in 
this study can only be taken to be indicative of the 
project cases they are based upon. More detailed studies 
would be required to make an accurate comparison of 
the relative performance of these different cases.  
However, the results presented here can provide a guide 
to the sensitivity of CO2 transportation energy 
consumption to some important case–specific and 
general design parameters. 
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Abstract
There is a growing interest in data-driven models of dy-
namic systems developed from “Big Data”. Data-driven
models have some limitations, e.g., without data, there is
no model. Hybrid models consisting of relatively simple
mechanistic models in tandem with data-driven models of-
fer a compromise: physics understanding and design/syn-
thesis of control structure prior to building the system, and
improved model as data becomes available.

Here, we studied a strategy to develop hybrid models
based on a laboratory helicopter case study. We presented
the system, with a model based on Lagrangian mechanics.
Torques were assumed linear: actuator torque in voltages,
and friction torque in angular velocities. Nominal model
parameters were taken from a laboratory set-up. Experi-
mental data from a laboratory process was presented; the
model gave poor model fit with nominal parameters. Op-
timal model parameters were found based on a ballistic fit
measure, and gave acceptable fit for pitch angle measure-
ments, but poor fit for yaw angle measurements. Next,
the assumption of linear controller torque was relaxed by
adding a feed forward neural network block within the
continuous time dynamic model. Upon training, this still
gave imperfect, but considerably better prediction of the
yaw angle. In a final, “model discovery” step, physically
relevant alternatives to the neural network were explored.

The key idea of the paper was to illustrate a strategy for
hybrid models. The current model still has some structural
imperfections; these should be resolved before model val-
idation becomes meaningful.
Keywords: neural differential equations, mechanistic
model, hybrid data-driven and mechanistic model, heli-
copter model, control relevant model

1 Introduction
1.1 Background
Two main types of models for describing dynamic systems
are (i) data-driven models (regression models, machine
learning, empirical models) found by tuning parameters
in some abstract mathematical structure, and (ii) mecha-
nistic models (physics based models) which utilize bal-
ance laws based on the mechanisms that drive the change
in the system coupled with semi-empiric phenomenologi-
cal models (transport laws, reaction rates, etc.). These two
model types have their own strengths and weaknesses. To-

day there is an increasing focus on the possibility of devel-
oping data-driven dynamic models from “Big data”.

Data-driven models put little emphasis on understand-
ing the system, can easily be automated in computers, but
require large amounts of data and do not extrapolate well.

Mechanistic models require good understanding of the
physics of the system, impose limitations in model gener-
alization, and are more complex to automate in computers.
On the other hand, mechanistic models require less data,
and extrapolate better.

Ideally, one would combine the best of both model
types. This would imply to use simplified mechanistic
models prior to the availability of data, train regression
models to describe uncertain phenomenological relations
and missing dynamics in the mechanistic model, and this
way gradually improve the model description.

1.2 Previous work
Feed forward neural networks constitute a modern ex-
ample of nonlinear regression models, i.e., a static map-
ping from an input signal/feature vector to an output sig-
nal which can be fitted to experimental data by modi-
fying weight/bias parameters. Traditional use of neural
networks for dynamic models are based on feed forward
neural networks with auto-regressive/delayed outputs and
moving average/delayed inputs. Alternatively, recurrent
neural networks include internal feedback paths in layers.
Both approaches are based on discrete time data/models.

Since feed forward neural networks describe a nonlin-
ear mapping, suppose that both inputs and states of a sys-
tem are known over some time horizon, together with the
derivative of the states. Then one can treat the inputs and
states as inputs to the neural network, and the derivatives
of the states as outputs from the neural network. By tun-
ing neural network parameters, this enables fitting the neu-
ral network to the vector field of the differential equation,
leading to Neural Differential Equations (Farrell and Poly-
carpou, 2006; Chen et al., 2018). If all states and state
derivatives are known, fitting a neural network to the vec-
tor field is straightforward. This may be the case in simu-
lation studies for model reduction. However, for real sys-
tems with experimental data from a limited number of sen-
sors, two problems are faced: (i) derivatives are not avail-
able and can at best be found by some smoothing/spline
fitting, and (ii) derivatives can be approximated for sensor
outputs, but not directly for states. This makes the prob-
lem more challenging.
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Based on the ideas in (Chen et al., 2018), a set of pack-
ages for computer language Julia (Bezanson et al., 2017)
are combined to fit neural differential equation models
(Rackauckas et al., 2019, 2020) to experimental data, lead-
ing to differential equations that can be solved by standard
differential equation solvers (Rackauckas and Nie, 2017).
However, the packages aim higher: they allow for a very
general mixing of mechanistic models and neural differ-
ential equation models in the same framework, with pos-
sibilities for the user to choose whether only parameters in
the neural network model are tuned, or parameters in both
the mechanistic model and the neural differential equa-
tion. The advantage of this approach is significant: it al-
lows for the desirable possibility of extending mechanistic
models with data-driven elements.

In this paper, we consider a mechanistic model of a lab-
oratory helicopter at University of South-Eastern Norway;
the model is used in a course on Model Predictive Control.
A mechanistic dynamic model of the system can be devel-
oped as in (Gäfvert, 2001) using Lagrangian mechanics.
Using sets of experimental data, a hybrid model consist-
ing of the mechanistic model extended with neural net-
work blocks is fitted using Julia package DiffEqFlux.jl.
This allows for developing an improved model compared
to the purely mechanistic model, and serves as a starting
point for challenges related to hybrid models.

1.3 Overview of paper
The paper is organized as follows. Section 2 presents the
laboratory helicopter, and a mechanistic model developed
from Lagrangian mechanics and nominal model parame-
ters. In Section 3, experimental data are presented, and
it is shown that poor knowledge of initial values for the
model with the chosen nominal parameters gives low pre-
diction accuracy. Next, a model fitting measure is pro-
posed (loss function), and parameters and initial values
are adjusted to minimize the loss function. The model is
still imperfect. In Section 4, the torque model used in
the mechanistic model is replaced by a neural network
block from the controller inputs (voltages) to the con-
troller torques. Finally, in Section 5, some conclusions
are drawn. Nominal model parameters and operating con-
ditions are provided in Appendix A.

2 Helicopter mechanistic model
2.1 Laboratory helicopter
The laboratory helicopter used as a case study, is shown in
Fig. 1.

A video file is available detailing the operation of the
helicopter, and some elements which makes it complicated
to achieve a perfect mechanistic model of the helicopter.1

2.2 Geometry of helicopter
Consider the helicopter in Fig. 2, with upward-pointing z
axis. Origo of the body-fixed coordinate system is in the

1https://web01.usn.no/~roshans/mpc/videos/Heli_deadband_effect.mp4

longitudinal inertial axis of the helicopter. The laboratory
helicopter is hinged to the ground; in Fig. 2, the pivot point
is located in the body-fixed origo.

If the helicopter body is elevated a distance h above the
pivot point, differential mass dm(r) at position r along the
longitudinal axis of the helicopter is given by coordinates
zr and ξr,

zr = r sinθ +hcosθ

ξr = r cosθ −hsinθ .

The angle of nose raise θ is termed the pitch angle. Seen
from a birds-eye view, the helicopter can also rotate in the
plane by the yaw angle ψ , Fig. 3.

The positions in the plane are

xr = ξr cosψ

yr = ξr sinψ.

In summary, the position of mass dm(r) is given by Carte-
sian coordinates (xr,yr,zr)

xr = (r cosθ −hsinθ)cosψ

yr = (r cosθ −hsinθ)sinψ

zr = r sinθ +hcosθ ,

where the generalized coordinates are x= (θ ,ψ).

2.3 Kinetic energy of helicopter

With linear velocities vx ,
dxr
dt , vy ,

dyr
dt , and vz =

dvz
dt , and

introducing angular velocities ωθ , dθ

dt and ωψ , dψ

dt , the
squared velocity v2

r = v2
x +v2

y +v2
z can be expressed by the

generalized velocities v =
(
ωθ ,ωψ

)
as

v2
r = r2 (

ω
2
θ + cos2

θ ·ω2
ψ

)
+h2 (

ω
2
θ + sin2

θ ·ω2
ψ

)
−2rhsinθ cosθ ·ω2

ψ .

Combining the rotation of the helicopter body around the
pivot point with body center moment of inertia Jbc and
mass center distance rc, and rotation around the shaft with
moment of inertia Js gives a total kinetic energy expressed
as

K (x,v) =
1
2
vTM(x)v

where the mass matrix M(x) can be shown to be diagonal
with

M11 (x) = Jbc +mr2
c +mh2

M22 (x) = Jbc cos2
θ +m(rc cosθ −hsinθ)2 + Js.

2.4 Potential energy of helicopter
Setting the potential energy to zero in the pivot point, the
potential energy of the helicopter becomes

P =
∫

m
gzrdm(r)

⇓

P = g
∫

m
(r sinθ +hcosθ)dm(r) ,
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Figure 1. Laboratory helicopter, (Sharma, 2020).

Figure 2. Helicopter in side profile, pitch angle θ .

Figure 3. Helicopter in birds-eye view, yaw angle ψ .

which can be expressed as

P(x) = mg(rc sinθ +hcosθ) .

2.5 Helicopter torques
We need the generalized force F =

(
Tθ ,Tψ

)
, which is

given by some phenomenological relation

F= F(x,v,u) .

Here, u =
(
uθ ,uψ

)
contains the voltages uθ and uψ ap-

plied to the rotors. In mechanistic models, a proposal for
F could be

F= Ku−Dv

with a full motor gain matrix K (Sharma, 2020)

K =

(
Kθ ,θ −Kθ ,ψ

Kψ,θ −Kψ,ψ

)
,

and a diagonal damping friction matrix D

D =

(
Dθ 0
0 Dψ

)
.

In practice, this linear description may be too simple:
the system may exhibit dead-band thus invalidating the
term Ku. Presence of nonlinear friction such as stiction
or quadratic terms in v invalidate the term Dv. Torsional
effects would imply missing potential energy in x. The
system may even exhibit backlash, and thus make it nec-
essary to introduce extra states z with generalized force
F(x,v,z,u) (Lichtsinder and Gutman, 2016, 2019).

Particular problems related to how the labora-
tory helicopter is constructed, are discussed in link
https://web01.usn.no/~roshans/mpc/videos
/Heli_deadband_effect.mp4: power from u is
transmitted to the helicopter via wires in the shaft, with
twisting of these wires. This design may give rise to some
dead-band, but it may perhaps also give rise to some
resisting torsion spring torque.
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2.6 DAE formulation of model
We now introduce the Lagrangian L defined as

L(x,v), K (x,v)−P(x) .

Defining the generalized momentum p , ∂L/∂v, a DAE
formulation of the Euler-Lagrange equation can be posed
as

dx
dt

= v

dp
dt

=
∂L

∂x
+F

p=M(x)v.

Here, the momentum p contains angular momenta, p =(
pθ ,pψ

)
, while term ∂L

∂x =
(

∂L
∂θ

, ∂L
∂ψ

)
.

2.7 ODE formulation of model
If we eliminate the momentum, we can rewrite the model
as implicit ODEs,

dx
dt

= v

M(x)
dv
dt

=−∂p

∂x
v+

∂L

∂x
+F.

The ODE form of the model can then be expressed as

M11
dωθ

dt
=−ω

2
ψ

((
Jbc +m

(
r2

c −h2))cosθ sinθ

−rch
(
cos2

θ − sin2
θ
))

−mg(rc cosθ −hsinθ)+Tθ

M22
dωψ

dt
= 2ωψ ωθ

((
Jbc +m

(
r2

c −h2))cosθ sinθ

+mrch
(
cos2

θ − sin2
θ
))

+Tψ

with the trivial additional equations

dθ

dt
= ωθ

dψ

dt
= ωψ .

In (Sharma, 2020), a simplified model is used with h≡ 0,
neglecting the shaft moment of inertia Js, etc.

3 Preliminary model fitting
3.1 Experimental data
Voltages for pitch motor uθ and yaw motor uψ used in
one particular experiment2 with Nd = 13100 datapoints
sampled at ∆t = 0.01 are displayed in Fig. 4; notice the
different ordinate axes on each side of the plot.

Observed pitch angle θ and yaw angle ψ from the par-
ticular experiment are shown in Fig. 5. Again, notice the
use of different ordinate axes on each side of the plot.

Pitch angle θ and yaw angle ψ from experiments with
nominal model parameters are displayed in Fig. 6.

2https://web01.usn.no/~roshans/mpc/videos/Heli_deadband_effect.mp4

Figure 4. Pitch motor voltage uθ and yaw motor uψ experi-
ments.

Figure 5. Pitch angle θ and yaw angle ψ from experiments.

Figure 6. Model pitch angle θ and yaw angle ψ based on nom-
inal model parameters, using experimental inputs.
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Table 1. Fitted parameters for laboratory helicopter.

Parameter Nominal value p0 Fitted value p∗

rc 1.5cm 2.2cm
h 0cm 0.1cm
m 0.5kg 0.72kg
Jbc 0.015kgm2 0.01kgm2

Js 0.005kgm2 0.0017kgm2

Kθ ,θ 0.055Nm/V 0.105Nm/V
Kθ ,ψ 0.005Nm/V 0.0017Nm/V
Kψ,θ 0.15Nm/V 0.03Nm/V
Kψ,ψ 0.20Nm/V 0.043Nm/V
Dθ 0.01Nm/(rad/s) 0.014Nm/(rad/s)
Dψ 0.08Nm/(rad/s) 0.11Nm/(rad/s)

Figure 7. Pitch angle θ : comparing model angle with optimized
parameters (blue, solid) and measured experimental angle.

3.2 Preliminary model fitting
We now tune model parameters p to minimize the loss
function `

`(p) =

√√√√ 1
ny ·Nd

Nd

∑
k=1

[(
θk−θ d

k

)2
+
(
ψk−ψd

k

)2
]

=

∥∥y− yd
∥∥

2√
ny ·Nd

= σε (1)

where θk is the model pitch angle and ψk is the model yaw
angle, while θ d

k and ψd
k are logged data of the same angles,

and ny = dimyk = 2. It follows that `(p) is the average
standard deviation σε in each measured angle. The model
angles vary with the model parameters p; θk = θk (p) and
ψk = ψk (p). In Eq. 1, θk and ψk are found from ballistic
simulation/single shooting of the model from the initial
conditions, and not from multiple shooting as in prediction
error methods.

In the model fitting, the 4 initial states and 11
model parameters are tuned to minimize `(p) us-
ing method bboptim with default settings in package
BlackBoxOptim.jl for Julia. Table 1 shows the fitted
values of model parameters.

Pitch angle θ from the model and from experimental
data with optimized model parameters are given in Fig. 7.

Figure 8. Yaw angle ψ: comparing model angle with optimized
parameters (blue, solid) and measured experimental angle.

Yaw angle ψ from model and from experimental data
with optimized model parameters are displayed in Fig. 8.

Because a mechanistic model with given parameter set
is used, and because poor model fit is achieved for the yaw
angle, it is not relevant to consider model validation: the
model structure is too limited to allow for good fit. The
optimal loss function is `(p∗)≈ 92, with the error mainly
in the yaw angle.

4 Hybrid model
4.1 Neural torque extensions
In Section 2.5, we considered a helicopter torque given as
F= Ku−Dv. We now modify this torque expression to

F= Ku−Dv+FNN(u; p) (2)

where we keep the optimal parameter values in Table 1,
but re-fit the model by tuning parameters p in FNN(·) con-
sisting of weights and biases in a two layer Feed forward
Neural Net with 2 inputs, 16 nodes in the hidden layer and
a tanh−1 (·) activation function, and 2 outputs in the linear
output layer. The tuning of the neural net is carried out
in two phases: in the first phase, gradient search is done
using an ADAM method of Julia package DiffEqFlux.jl,
using the global loss function in Eq. 1 of Section 3.2. In
a second, polishing step, we use a quasi-Newton method
BFGS method to fine tune the parameters of the neural
net.

After fitting the neural network, the pitch angles are as
in Fig. 9 — which should be compared to Fig. 7.

The model fitting of the yaw angle is as in Fig. 10 —
which should be compared to Fig. 8.

The resulting loss function after fitting the 16 node FNN
is `(p∗)≈ 9.2 after phase 2 with the quasi-Newton BFGS
method (`(p∗) ≈ 55.4 after the ADAMS gradient search
of phase 1). Using a 32 node FNN leads to `(p∗) ≈ 9.3
after phase 2 (`(p∗)≈ 35 after phase 1); thus going to 32
nodes does not improve the fit.

We may also modify the torque expression to include a
neural network which both depends on input voltage u and
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Figure 9. Pitch angle with torque modeled as in Eq. 2 with
additive term FNN(u; p).

Figure 10. Yaw angle with torque modeled as in Eq. 2 with
additive term FNN(u; p)..

states x, v:

F= Ku−Dv+FNN(u,x,v; p) . (3)

Now we have a neural network with 6 inputs (u, x, v)
and two outputs x, with a hidden layer with 16 nodes.
The resulting loss function is `(p∗) ≈ 11.1 after phase
2 (`(p∗) ≈ 14.1 after phase 1). With the limited avail-
able data, this extension doesn’t improve the model fit:
the pitch angle prediction is somewhat poorer, while the
yaw angle prediction is slightly better.

4.2 Equation discovery
When finding the model augmented with a neural network
addition to the torque F, we know the experimental input
u and compute the resulting solution x. We can then post
process the solution and compute FNN(u; p). This gives
us the time series of u and FNN(u; p), which we will use
for “equation discovery”. The idea is simply to propose
a regression model between u and FNN(u; p), and then
fit this regression model. In such a regression model, we
will postulate a large number of basis function which may
have a physical origin. As an example, we could postulate
a regression model of form

FNN(u; p) = c1 + c2uθ + c3uψ + c4u2
θ + c5u2

ψ + c6uθ uψ · · ·
(4)

Figure 11. Pitch angle with regression approximation of
FNN(u; p).

In this case, we have a linear regression model that can
easily be fitted to the data set (u,FNN(u; p)). Some of the
data set can be used for training the model, and some of
it can be used for validation. This way, it is possible to
“discover” which of the basis functions/equations that are
relevant to describe the fitted neural network part of the
torque.

To automate this process, package
DataDrivenDiffEq.jl is used. A set of basis
functions are proposed in line with the regression equa-
tion in Eq. 4 using the Basis() constructor of package
DataDrivenDiffEq.jl. Next, the optimizer SINDy
(Sparse Identification of Nonlinear Dynamics) of this
package is used to “discover” the relevant equations that
explain the neural network. If we denote by FNN(·) the
output data from the neural network, by Φ

(
uθ ,uψ

)
denote

the regressor data (i.e., the RHS terms in Eq. 4), and by
p = (c1,c2, . . .) denote the vector of unknown parameters,
we can pose a multi-objective problem combined by
weight λ as

p∗ = argmin
p

(∥∥FNN(·)−Φ
(
uθ ,uψ

)
p
∥∥

2 +λ ‖p‖1
)
.

(5)
Here, the use of 1-norm in the regularization term, ‖p‖1,
tends to favor sparse solutions, and the weight λ is varied
to give a number of alternative models. The model choice
is then based on the Akaike Information Criterion. Finally,
this set of discovered equations can replace the neural net-
work in the expression for F.

We find that

FNN(u; p)1 ≈−4.37 ·10−4 cos
(
uψ

)
+4.02 ·10−4 sin

(
uψ

)
FNN(u; p)2 ≈−1.35 ·10−2 cos

(
uψ

)
+7.74 ·10−3u2

ψ .

By replacing the neural network with the approximate,
“discovered” equations, the model fit is as in Figs. 11 and
12.

When comparing Figs. 9 and 10 to Figs. 11 and 12,
observe that the pitch approximation is almost identical,
while the yaw approximation is good — but a little bit off
that from FNN(u; p).
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Figure 12. Yaw angle with regression approximation of
FNN(u; p).

5 Conclusions and Future work
The key problem of fitting mechanistic models to experi-
mental data has been considered, based on a simple model
of a laboratory helicopter and experimental data from a
lab rig. As in all engineering practice, the model struc-
ture of the original mechanistic model limits how well it
is possible to fit the model to real data. Still, a mechanistic
model gives important information about the system and
may often be used for control design with some success,
even when a perfect model fit is not possible. The rea-
son why control design works for imperfect models is that
feedback to some degree corrects for the effect of model
error.

It is of interest to improve on a mechanistic model as
more data becomes available. Thus, we do not want to re-
place the mechanistic model by a completely data driven
model, but instead augment the mechanistic model with
data driven elements as more information becomes avail-
able. An obvious way to do this is to add regression type
blocks in the mechanistic model, both in phenomenolog-
ical laws and possibly also in adding more states to the
system with regression type vector fields. One possible
data driven model structure is a neural network. The chal-
lenge with including regression blocks in dynamic models
is how to integrate these in an efficient way so that dif-
ferential equation solvers can handle them, so that it is
possible to take advantage of GPUs, and how to make ac-
cessible model gradients for training the network within
the dynamic model.

In this paper, we have used packages within the Dif-
ferentialEquations.jl package and the Flux.jl package eco-
systems of Julia to achieve this. The original, fitted mech-
anistic model is good for pitch angle predictions, but poor
for yaw angle predictions. By adding a torque FNN(u; p)
computed via a trained neural network, the yaw angle pre-
diction improves considerably. Specifically, the loss func-
tion used for model fit is reduced from `(p∗) = 92 with
the original model to `(p∗) = 9.2 when the neural network
torque term with 16 internal nodes has been added. In our
case of model and available data, it appears that there is
no gain in increasing the number of internal nodes, or to

Table 2. Summary of loss function values. For Mechanistic
model of F, a black box optimizer is used. For hybrid models
of F, a gradient based phase 1 is used (`(p∗)1) followed by a
quasi-Newton phase (`(p∗)2). The index on the neural networks
indicate the number of nodes, 16 or 32.

Case `(p∗)1 `(p∗)2
Mechanistic 92
Hybrid, FNN(u; p)16 55.4 9.2
Hybrid, FNN(u; p)32 35 9.3
Hybrid, FNN(u,x,v; p)16 14.1 11.1

include mapping FNN(u,x,v; p) from the states; this does
not reduce the loss function value. The loss function val-
ues are summarized in Table 2.

With multiple candidate models, it is common to use
model validation on independent data to choose model.
The key reason for doing this is to avoid model overfit-
ting/fitting noise. With the data we have available and the
tested neural network mappings, the model fit is still rela-
tively poor, so there is little sense in doing model valida-
tion at the current stage.

For practical implementation, a neural network is not
the most convenient model, as it is rather complex with
many parameters. Instead, we would like to replace the
neural network by a regression approximation using more
physically relevant basis functions. This is what the Equa-
tion discovery part of the Julia eco-system allows for. As
seen, such equation discovery can lead to dramatically re-
duced model complexity compared to a neural network.

Overall, the tools offered in Julia give a first glimpse
into what future modeling practice will look like: one
starts by developing an efficient, and relatively simple
mechanistic model for design/control synthesis/... As
more data become available, the model can be improved
by adding unstructured data driven terms (e.g., neural net-
works) which subsequently are given a physical interpre-
tation by equation discovery.

Future work with the helicopter model will include ex-
periments with more data, neural networks with added
states, equation discovery with more extensive sets of ba-
sis functions, and testing how the improved model influ-
ences the controller performance.

A Nominal parameters and operating
conditions

Nominal parameters for the mechanistic model are given
in Table 3.

Nominal operating conditions for simulations are cho-
sen as in Table 4.

References
Jeff Bezanson, Alan Edelman, Stefan Karpinski, and Viral B.

Sha. Julia: A Fresh Approach to Numerical Computing.
SIAM Review, 49(1):65–98, 2017. doi:10.1137/141000671.

SIMS 61

DOI: 10.3384/ecp20176264 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

270

https://doi.org/10.1137/141000671


Table 3. Parameters for laboratory helicopter.

Parameter Value Description
rc 1.5cm Distance between pivot point and center of mass.
h 0cm Elevation of helicopter from pivot point.
m 0.5kg Mass of helicopter
Jbc 0.015kgm2 Moment of Inertia of body about center of mass.
Js 0.005kgm2 Moment of Inertia of shaft.
g 9.81m/s2 Acceleration of gravity.

Kθ ,θ 0.055Nm/V Torque constant on pitch coordinate from pitch motor.
Kθ ,ψ 0.005Nm/V Torque constant on pitch coordinate from yaw motor.
Kψ,θ 0.15Nm/V Torque constant on yaw coordinate from pitch motor.
Kψ,ψ 0.20Nm/V Torque constant on yaw coordinate from yaw motor.
Dθ 0.01Nm/(rad/s) Friction torque damping coefficient in pitch coordinate.
Dψ 0.08Nm/(rad/s) Friction torque damping coefficient in yaw coordinate.

Table 4. Initial operating conditions for laboratory helicopter.

Quantity Value Description
θ (0) π

4 rad Initial pitch angle.
ψ (0) 0rad Initial yaw angle.
ωθ (0) −0.1rad/s Initial pitch angular velocity.
ωψ (0) 0.1rad/s Initial yaw angular velocity.
uθ (t) 0V Pitch motor voltage.
uψ (t) 0V Yaw motor voltage.
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Abstract
A drone (UAV, unmanned aerial vehicle) is no longer a

toy, it is gaining bigger and bigger terrain in the industry

as an everyday working tool. Equipped with sensors,

thermal cameras, components and system software it

most likely will be part of the solutions that continues

streamlining the mining operations in the future. Data

gathering of signals from sensors mounted on drones

and other mining equipment such as mining vehicles

creates conditions for monitoring, analysis and warning

of possible risks and suggests how these can be avoided

in due time. The experimental drone study conducted at

an open pit mine Aitik, Boliden (Figure 1) in 

Sweden will be presented in this paper. Aitik is today

the world's most efficient copper (Cu) open pit mine.

The authors propose decision trees to support and enable

the transformation into a completely autonomous

mining operation. In combination with deep learning

(DL), pattern recognition and artificial intelligence (AI)

applications, creates the puzzle pieces to support mining

operations to further increase their productivity and

safety.

Keywords: maintenance, inspections, drones,

mining operations, decision tree, artificial neuron

1 Introduction 

1.1 Background 

Metals and minerals are part of our daily lives without 

them we would not be able to for example use mobiles, 

brew a cup of coffee or heat dinner in the oven. This 

makes us dependent on the world's mines. The mining 

operation consists of several subprocesses like drilling, 

charging, blasting, loading, crushing, transportation of 

ore, grinding, flotation, thickening, filtering, drier, 

smelter, converter as shown in Figure 2. A time-

consuming, expensive and sometime dangerous activity 

is to conduct maintenance of the entire mining processes 

consisting of multiple equipment’s requiring continuous 

inspections. Performing maintenance on for example the 

crusher and the grinding machine demands they are 

stopped for manually inspections. A job that can take up 

to a week to perform and is repeated a number of times 

a year. Such stop entails a cost of roughly 40 00 USD 

per hour when production is at a standstill. In any case, 

maintenance is an important part to ensure a safe mining 

operation and maintain a high productivity. In addition, 

the operation experiences dangerous situation like for 

example fires resulting in longer production stops. A fire 

in a mine may cause both deaths and major issues with 

respect to production that can be very costly.  

 

 

         Figure 1. The open pit Aitik, Boliden.

move  
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Roughly one fire incident occurs per week in the 

Swedish mines (Hansen, 2011, 2015) with similar 

frequencies also internationally (Hansen, 2018). 80 % of 

the fires are caused by mining vehicles (Martinsen et al., 

2019). By detecting faulty equipment’s such as 

overheated cables, motors, brakes, pressure changes on 

tires, oil leakage in engines or hydraulics or similar 

faults, escalating of fires can be avoided. A further 

challenge arises when mining production is planned to 

increase significantly while impairment in productivity 

or safety is not an option. This is the case for Aitik where 

production is planned to increase from 36-million-ton 

ore per year to 45 million ton.  

In view of the above stated challenges, the research 

project aims to evaluate the possibility of introducing 

drones as a working tool to streamline several of the 

mining maintenance inspection activities and, if 

relevant, replace daily duties that are being conducted 

manually. In addition, the study aims to investigate the 

possibility of defining decision trees to support fault and 

root cause analysis from the gathered sensor signals. 

With the goal to warn, in good time, concerned 

personnel. Images taken on objects during the drone 

route and data gathered from sensors attached on the 

drone and mining equipment’s are compared and in the 

event of deviation from normal operation values, the 

operators could be warned betimes. 

 

1.2 Drone application area in the mining 

industry 

As Figures 3 shows, the market and applications for 

drones has exploded (Drone Insight Industry, The Drone 

Market Report 2019-2024). A number of benefits, 

where companies have introduced drones have been 

able to demonstrate several advantages such as: 

- Time savings 

- Enhancement of the productivity 

- Supporting the digitization strategy 

- Possibility to increase revenue 

- Increasing the control and supervision function 

- Minimizing manually duties 

- Contribute to a safer workplace   

 

 

 

 

 

 
  

This creates curiosity among mining companies to 

use drones equipped with e.g. IR cameras, gas or other 

relevant sensors to gather data from these and support 

the subprocesses like: 

• Inspection of power distributions equipment    

• Inspection of shafts & vessels  

• Inspection of mine hoist ropes  

• Inspection of infrastructure (e.g. roads & ramps)  

• Inspection of equipment e.g. conveyer belts 

• Gas measurement after blasting 

• Pit and dump management 

• Communication and checking daily/weekly     

   plans 

• Haul route surface optimizations  

• Haul road, dump and pit design  

• Up-to-date surfaces for optimized blast designs 

• Pre- and post-blast data  

• Stockpile management, 3D mapping 

• Grade control & exploration planning  

• Drainage and water management  

• Watershed, drainage basin, and water flow  

   mapping  

• Thermal detection of ground water inflows  

• Tailing dams management 

• Construction feasibility studies  

• Leach pad, dam wall, and platform construction    

 quality control 

• Construction progress monitoring & reporting 

• Geophysical & watershed/catchment area   

   modeling  

• Land usage reporting 

• Heritage and environmental management  

• Erosion detection, Inspection of rock mechanic  

• Vegetation change tracking  

• Security, corridor, and boundary surveillance 

• Trolley equipment for the electrified truck route 

 

 

 

 

 

 

 

 

 

                  
                 Figure 2. The Mining Process, picture by ABB.
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2 Methodology  

2.1 Material and methods 

A sequence of tests has been carried out to investigate 

the potential and conditions with drones to replace or 

support some of the current preventive maintenance 

inspections and manual duties in the open pit. For the 

tests the following mining activities and areas were 

chosen: gas measurement after blasting, inspection of 

press filter area by flying in the concentrator silo and 

water pipes, inspection in flotation, primary mill 

section, crusher and the trolley line (electrified). Several 

of these are hard-to-reach areas that pose a danger and 

risk for an employee to inspect. In addition, maintenance 

personnel are transported with diesel-powered mining 

vehicles, a trip that can take up to 30 minutes to just 

travel from one side to the other of the open pit. During 

the inspections, the test; with the drones, aimed at 

investigating for example: 

- Discolorations that could be a hint of rust on 

e.g. pipes in hard to reach areas in e.g. the 

flotation building 

- Damage to the equipment and thus verify the 

need for spare part change 

- Bolt movements 

 

 

 
 

 

 

 

- Flying inspection with thermal camera of 

moving trucks to detect e.g. oil leakage or  

elevated engine temperatures, worn tires 

A few drones were selected for the test, see Figure 4 

- 7, and the features defined in Table 1, were evaluated 

when selecting proper drones. The selected drones had 

different or similar capacities to meet those demands. 

 
Table 1. Drone requirements.

Requirements Comment

Suitable for an open

pit operation

It is a dirty and hazardous 

environment. 

Battery solutions Some activities demand 

that the drone can operate 

for a longer sequence. 

Temperature 

resistant 
The weather can reach 

minus 30 ℃ or even 

colder and snow. 

Payload capacity Different payload will be 

attached for the different 

inspection activities like 

for example thermal 

camera and gas sensor. 

Avoidance solutions Confined spaces will be 

inspected 

 
Figure 3. The Drone Market 2018, Manufactures, Softwares, Systems, Suppliers, Medias, Insurance.
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Figure 4. Flyability Elios 2.

 

 
Figure 5. DJI Matrice 210 XT2.

 

 
Figure 6. DJI Matrice 210 Z30.

 

 

      Figure 7. DJI Mavic 2 Zoom.

 

 The Flyability Elios, Figure 4, was selected for 

inspecting places and objects where few or no 

inspections have been carried out in the past since some 

areas are difficult, or even impossible, to reach by a 

human or not secure enough. The advantage of this 

drone is that it is less sensitive to impact on the inspected 

areas, as the drone is encased in a steel structure. 

2.2 Theory 

This document aims to propose possible solutions that 

improve complex and time-consuming inspection 

processes with the goal to prevent dangerous situations, 

such as fires, from occurring. For achieving accurate and 

earlier discoveries of equipment deficiencies we 

introduce Bayesian Networks, BN, (Berthold et al., 

1999), decision trees, for analysis of the trend (Craven, 

1997) development of features and decision support.  

 Neural networks (McCulloch et al., 1943; Haykin, 
1999) represent a brain metaphor that process 

information. The biological neuron ideates the 

elementary unit of any biological nervous system 

(McCulloch et al. 1943; Amit et al., 2003; Berthold et 

al., 1999; Zurada, 1992). They appear to be organized in 

structures where, after sufficient learning period, 

collaborate to solve a high number of complex tasks. 

Further neural computing refers to a pattern recognition 

(Tsai, 2009) methodology for machine learning (ML) 

where an artificial neural network (ANN) in Figure 8 is 

the resulting model from neural computing (McCulloch 

et al., 1943). Neural networks are programmed to: 

- Store 

- Recognize 

- Associatively retrieve patterns or database 

entries 

- To solve combinatorial optimizations problem 

- To filter noise from measurement data 

- To control ill-defined problems 

 

 

 

        Figure 8 The artificial neuron.

 

Neural networks have gained eminent interest due to 

its forecasting applications, clustering and business 

classifications applications for prediction and pattern 

recognition in connection to their ability to “learn” from 

the data, their nonparametric nature (i.e., no rigid 

assumptions), and their capacity to generalize.   

  

    𝜎(𝑡 + 1) = 𝑓(∑ 𝑤𝑖𝑥𝑖(𝑡)𝑛
𝑖=1 )                   (1) 

                  

  By training, the neural network method gradually 

calculates, equation (1) (including repeated iteration or 

cumulative calculation) the weights, 𝑤𝑖𝑗    , the neural 

network connected. In our study, the inputs, 𝑥𝑖𝑗    , are 

represented by the values from the signal gathered from 

the mining equipment’s different sensors like. 

temperature and gases (hydrocarbons, NOx…) being 

attached e.g. to a mining vehicle but also on a drone 

where the temperature can be measured by the FLIR 

camera. Then combining the gathered input signals root 

cause analyses (RCA) can be carried out supported by a 

graphical structure of BN decision tree model as shown 

in Figure 9. 
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Figure 9. Decision Tree.

 

Neural networks have proved to be efficient to use for 

estimating sampled functions when we do not know the 

form of the function. The abilities, pattern recognition 

and function estimation constitute ANNs. It is a general 

methodology used for many functions, e.g. autonomous 

driving (Kasper et al., 2012) and process control (G. 

Weidl et al., 2005 and 2008, Abraham et al., pp. 221-

230, 2002) for condition monitoring, RCA and decision 

support of complex processes. 

The gas tests carried out (Martinsen et al., 2019) 

showed possibilities to detect oil leakage, oil mist and 

risks for fires or toxic substances on mining vehicles 

before they cause harm. Different sensors detected 

hydrocarbons, NOx, high temperatures at "risk 

positions" both at vehicles and stationary. Some 20 

different types of sensors were evaluated. To detect 

gases (Martinsen et al., 2020) at an early stage with 

adequate concentration the study showed the need to 

suck gas from critical positions, e.g. in the engine, close 

to hydraulics in the drilling machine or at the battery 

pack. PID (Photo Ionization detector) sensors detected 

most hydro carbons at a reasonable concentration (ppm-

range) while IR detectors require higher concentrations. 

The FLIR thermal camera allows to detect increased 

temperatures but needs to be positioned towards “the 

problem area” (Martinsen et al., 2020). For detecting 

temperature changes, that can develop into a dangerous 

situation, it might not be a solution to attach several 

temperature sensors on a mining vehicle positing 

towards each possible problem area. Especially 

considering installation costs and the need for 

maintenance they might require. Therefore, drone 

inspections, with FLIR camera as a payload, has been 

tested at the open pit, in this research project to support 

early indication of increased temperature. In an 

underground mine the FLIR cameras could for instance 

be attached at the entrance and study the mining vehicles 

when they are going in and out of the mine. Combining 

machine data with signals from the sensors forms the 

basis for RCA and the development of decision trees. 

Covid-19 has forced us to postpone a number of test 

occasions at the Aitik site meaning some test data and 

results are missing. So, this paper is focusing on the 

methodology of decision trees. 

3 Results with discussions 

3.1 Tests occasions 

A few drone test series have been carried out, initially to 

create an understanding of the drone’s capacity with 

different payloads. The first test series concerned 

measuring of gases after blasting in normal weather 

conditions. The gas sensor attached to the drone had the 

functionality to measure multiple gases CO, NO and 

NO₂ and was of the same brand as the handheld sensor. 

This is a mandatory activity and according to the 

Swedish authorities (AFS, 2018) which has recently 

been updated, the gas levels it allows employees to be 

exposed for are listed in table 2. KGV is recommended 

maximum exposure value calculated as a time-weighted 

average over a reference period of 15 minutes. While 

NGV is the occupational exposure limits for one 

working day, normally 8 hours. 

 

 

Gases Level (NGV) ppm Level (KGV) ppm 

Table 2. Gas level according to the Swedish regulation.

CO 20 100 

NO 2 0 

NO₂ 0,5 1 
 

This activity is performed manually with a handheld 

sensor by the person in a vehicle who makes the first trip 

to the bottom of the pit, which takes about 

approximately thirty minutes to reach. Which is more 

time than the drone needed to measure the entire 

blasting area. If the level is not acceptable, they return 

to the top and wait a while before transporting 

themselves down to the pit to repeat the measurement. 

Not until acceptable levels are measured, the work can 

start to load the trucks with ore. The test observed that 

the drone was able to stay in the blasting area until 

acceptable gas level was measured. In Table 3, a fraction 

of all tests data is shown. The drone was situated at the 

same coordinates as the vehicle was driving to ensure 

we measured at the same place and at the same time. 

 
Table 3. Some sample of gas measurement, manually vs 

drone mounted sensor in the north blasted area  

Sensor Handheld, 

ppm 

Drone mounted, 

ppm 

CO 6 6 

NO 0 2,2 

NO₂ 0,04 0,14 
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The second test series was conducted during winter 

with a temperature of minus 35 ℃. While third series of 

tests was conducted in heavy winds and rain. The drones 

used in the test showed almost problem-free regardless 

of weather conditions. Except in the very cold 

conditions when the wings froze, and we were forced to 

defrost. In Table 4, fraction of test data flying over the 

blasted area are shown. The indication is that measuring 

with a handheld sensor from the “road” will not capture 

the entire gas level situation. 

 

Table 4. Some sample gas measurement, drone flight

over blasted area, north.

Sensor Drone mounted, ppm

CO 84

NO 8,5

NO₂ 0,18

All three test sessions demonstrated the benefits of

performing this type of work with a drone such as:

- The drone could fly over the whole blasting

area compared to the vehicle that only could

travel on the road, if it was navigable.

- Received more accurate data

- Replacing the vehicle with a drone will result in

less CO₂ and is thus more environmentally

friendly.

- Inhalation of these gases can be dangerous for

humans. It can block the transport of oxygen to

the brain and you develop an irreversible

medical condition. Some cases have gone to

court that ended in conciliation. The tests show

that it will be safer to carry out the measurement

with a drone equipped with gas sensors.

- If the blasting map is fed to the drone, it can fly

in an autonomous (Chen, 2018) manner over

the exact area.

- Regardless of the gas levels, the drone can

remain in the area and measure and record

continuously.

- Replacing this manual task with a drone allows

savings of up to one-man week per year.

 

Further, the FLIR camera mounted on the drone was 

tested.  The FLIR camera measures "hot spots", the 

highest temperature in the image, and what this 

temperature is. It indicates where the risk of, for 

example, fire is greatest. With this it is possible to scan 

and find risk temperatures in a sophisticated way like in 

Figure 10, where leakage was detected during the 

flights. The temperature itself may not say much more 

than possibly elevated "hot spot" values, but if these data 

are correlated with machine data and the values from the 

gas data from the sensors mounted on the mining 

vehicle, it increases the chance of finding the fault that 

causes the situation. RCA with the support of decision 

trees (like e.g. in Figure 13-15) provide the opportunity 

for corrective measures to be proposed. 

 

 
  Figure 10. Leaking mining vehicle.

 

With a FLIR camera mounted on a drone, it supports 

inspections by scanning all mining equipment in the 

open pit area and allows it to be carried out on a more 

regular basis than today´s. On a drilling rig, for example, 

it is interesting to follow temperatures on engines, 

hydraulics and oil leaks, etc. On a conveyor belt the test 

indicated possibilities for detection on e.g. worn 

bearings. For an underground mining the same camera 

could be mounted at the entrance and exit to the mine 

and measure the temperature of the brakes as for tires. 

With image and pattern recognition comparing with 

previous pictures increased temperature values could be 

detected and warn at an early stage. In addition, tests 

with drones were conducted in the flotation area, in the 

crusher and finally inspection of the electrified Trolley 

Line shown in Figure 11 – 13.   

 

 

            Figure 11. Flotation area, rusty pipe.

 

SIMS 61

DOI: 10.3384/ecp20176272 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

277



 

 

 

  Figure 12. Trolley Line objects.

 

 

        Figure 13. Crusher.

 

From the described tests the following benefits could 

be observed: 

- Possible to inspect areas where safety of the 

employee cannot be guaranteed 

- Reach areas that had never been inspected 

before 

- Time saving 

- The images that the camera took from the drone 

flights was possible to be viewed by several 

employees in a superior surveillance system 

room simultaneous, and thus support and 

streamlining the troubleshooting process when 

more than two eyes look at the problem. 

 

3.2 Decision Trees 

The above conducted tests show possibilities with both 

sensors and drones in the mining business. Increasing 

production will require several solutions that allow 

equal productivity to be maintained or even further 

improved. Using only drones and sensors is not the 

whole solution. It will be necessary to ensure that all 

collected data and images are processed in an efficient 

manner and communicated to an overall production and 

safety system so that warnings and alarms can be acted 

upon. A piece of the puzzle for transforming into 

autonomous mining operation decision trees for each 

aspect in the mining process is proposed to support 

monitoring and perceive changes in production more 

efficiently and for minimizing productions stops for 

maintenance. Some examples of decision trees can be 

seen in Figures 14-16.   

Figure 14. Decision tree for overheated cable.

 

 

 

Figure 15. Decision tree for leakage in hydraulic system.

 
 

 
Figure 16. Decision tree for tire failure.

 

4 Conclusions 

Future mining production is predicted to develop into 

fully autonomous mining processes. Safety and security 

will be important aspects in such operation. To be able 

and catch early changes in production predictive and 

proactive maintenance activities is preferred. Detecting 

changes in production that may cause a stop needs to be 

quicker than today. This requires sustainable solutions 

supported with smart inspections and early discovery of 

changes before the situation develops into a dangerous 

state. Today's maintenance inspections consist been 

verified that some of them could be supported with 
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drones equipped with appropriate payloads. A

compilation of the results from the drone tests have been

presented including possible influence of the

investigated parameters a decision trees methodology

was introduced.

The results show that drones equipped with different

payloads can support the conversion to succeed with

autonomous mining concept and be the enabler for safer

and efficient work methods, inspect parts in hard-to-

reach areas or not reachable for a human at all. But not

least the possibility of reducing carbon dioxide

emissions from transport by mining vehicles, powered

by diesel, for inspections when they can be

advantageously replaced by drones, possibly powered

by batteries. Which in turn contributes to the goal that

Sweden succeeds with the goal of becoming a fossil-free

country by year 2045.

A few decision trees were suggested in order to

support the future development of an AI application that

automatically suggests maintenance actions. The

decision tree contributes to increased safety by

minimizing time for conducting maintenance work in

hard to reach areas and prevent dangerous situations

from occurring. If the drone inspections can be initiated

and monitored automatically via a central operating

system and using autonomous routes, the conditions for

a self-running inspection process can be created.

Future research activities will focus on diagnostic

supported by deep learning, pattern recognition as for

artificial intelligence applications. In addition,

autonomous inspection routes will be evaluated. The

authors believe that the use of machine learning and

artificial intelligent application creates the conditions

for reducing acute production stoppages and facilitates

maintenance inspections and thus creates the conditions

for productivity to be maintained or even more likely to

improve as the production increases.
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Abstract

This paper presents a framework for front tracking of

shock waves from high-speed video recordings. The

video was corrupted with noise and artifact that made

front tracking a challenging task. To our knowledge,

the implementation of Unnormalized Optimal

Transport for determination of velocity is novel.

 An Unnormalized Optimal Transport framework was

implemented in Python to determine the route of

propagation from the recorded high-speed video. The

obtained route was further computed for front tracking

by two methods; Divergence and Transport method.

These methods were investigated with both synthetic

images and the recorded high-speed video frames. For

both, the Transport method provided better results than

the Divergence method. Therefore, the shock wave

velocity and the shock angles were calculated from

Unnormalized Optimal Transport combined with the

Transport method. Preliminary results indicate that our

findings are in good agreement with sensor-based

measurements.

This framework verified that the triple point height is

increasing, and the oblique shockwave moves faster

than the normal shock wave.

 Keywords:     unnormalized optimal transport, front

tracking, image processing

1 Introduction

Combustion and shock waves propagate at high speed

which makes challenging to find the velocity and shape

of the flame and shock wave. In lab experiments, state-

of-the-art has been to use of sensors like pressure

transducers to estimate velocities. One drawback of

that technique is the limited number of sensors placed

inside a test rig. An alternative to these sensor-based

measurements is to use a high-speed camera whereon

the position, shape, and velocity can be found from the

recorded high-speed images. Video recording can be

analyzed frame by frame to track wave. Even though

humans can comfortably identify and track such waves

in a video, it is challenging to design robust algorithms

for automatic tracking. Also, the presence of noise and

artifact made the task more challenging. Although

various algorithms, such as Level set (Osher and 

Sethian, 1988), Splines (Maharjan et al., 2019), etc. 

have been proposed, we are evaluating unnormalized 

optimal transport for tracking waves.  

The French mathematician Gaspard Monge pioneered 

on optimal transport in 1781. Later, the Russian 

Mathematician Leonid Vitaliyevich Kantorovich stated 

and proved the problem through the additional 

functional tools known as duality theorem. Monge 

explained optimal transport as distance covered to 

transfer a pile of sand from one location to another 

with minimum transport cost. If this cost is a function 

of distance, the distance from optimal transport is 

called the Kantorovich-Rubinstein distance or 

Wasserstein distance (Villani, 2008). Optimal transport 

gained popularity in inverse problems and machine 

learning. 

The above classical approach from Monge and 

Kantrovich is in the normalized density space, i.e., the 

masses of two density functions or histogram is equal. 

Gangbo et al. (2019) have described a formulation in 

which the masses of two density functions are unequal, 

refer to it as unnormalized or unbalanced optimal 

transport. With this approach, it is possible to examine 

two images with different intensities.  Therefore, the 

high-speed video was analyzed with unnormalized 

optimal transport. 

  
(a) (b) 

Figure 1. Schematic diagram of bifurcated shock wave a) 

Incident shock wave b) Reflected shock wave 

The high-speed video images provided the shock wave 

position. A shock wave is a thin compression wave 

across which the gas changes its thermodynamic 

properties such as density and pressure (Bjerketvedt et 

al., 1997). When a normal incident shock wave hits the 

end wall, it is reflected.  The reflected shock wave is 

bifurcated due to the boundary layer.  Figure 1 shows 

the bifurcation of the reflected shock wave. This occurs 

if stagnation pressure in the boundary layer is less than 
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the pressure behind the normal reflected shock wave 

(Damazo et al., 2012). 

2 Methods 

The Test rig of the experiment is described in Siljan et 

al. (2017). The high-speed video from this experiment 

was analyzed with methods below:    

2.1 Image conversion 

Image conversion is pre-processing for optimal 

transport. The input for optimal transport is in densities 

space.  The pixel values were converted into densities 

and must be non-negative values. The obtained images 

were resizing into the same scale. 

2.2 Unnormalized Optimal Transport 

The unnormalized optimal transport was implemented 

to determine the route of the traveling wave.  𝐿1-norm 

was used as a distance function in the unnormalized 

optimal transport as it requires less computation time 

and is simple for implementation compared to the 𝐿2-

norm (Li et al., 2018). So, implemented optimal 

transport is 𝐿1- unnormalized optimal transport. The 

algorithm for 𝐿1- unnormalized optimal transport is 

mention below (Osher, 2019): 

 

𝑚𝑘+1 =
𝑚𝑘+𝜏1∙𝛻𝛷

|𝑚𝑘+𝜏1∙𝛻𝛷|
(|𝑚𝑘 + 𝜏1 ∙ 𝛻𝛷| − 𝜏1) 

(1) 

𝛷𝑘+1 = 𝛷𝑘 + 𝜏2(𝛻 ∙ 𝑚𝑘+1 − 𝛻 ∙ 𝑚𝑘 + 𝜇1 − 𝜇0

+ 𝑐). 
(2) 

Where, 

𝑐 =
1

𝑟𝑜𝑤 ×𝑐𝑜𝑙 
(𝑠𝑢𝑚 𝑜𝑓 𝜇1 − 𝑠𝑢𝑚 𝑜𝑓 𝜇0), 

𝑟𝑜𝑤 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑤𝑠 𝑜𝑓 𝜇1𝑜𝑟 𝜇0, 

𝑐𝑜𝑙 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑜𝑓 𝜇1𝑜𝑟 𝜇0. 
Here, 𝜇1 and 𝜇0 are input images that display the 

movement of an object. 𝜏1 and 𝜏2 are step sizes. 𝑐 is 

constant for compensation of change of intensities 

between images.  

The solution obtained is 𝑚 that is a vector, and 𝛷 is the 

Lagrange multiplier. The  𝑚 consists of two 

components represented as 𝑚𝑥 and 𝑚𝑦.  It was found 

that 𝑚𝑥 and 𝑚𝑦 are responsible for the horizontal 

movement and vertical movement, respectively. 

Initially, the value of 𝑚 and 𝛷 is zero. Iteration 

continued until the solution converged. The iteration 

time depends upon grid size or pixel size of images, 

i.e., smaller grid sizes mean more data that increases 

the execution time. So, multilevel unnormalized 

transport is implemented for faster calculation (Liu et 

al., 2019). 

A detailed study of this method can be found in 

(Gangbo et al., 2019; Chambolle and Pock, 2011; Li et 

al., 2018). 

2.3 Post-processing 

The outcomes from unnormalized optimal transport are 

used as input to the front tracking. This process is 

accomplished by using the Transport and Divergence 

method.  

2.3.1  Transport method 

The resultant from these two components are 

calculated using the formula below: 

𝑟𝑒𝑠𝑢𝑙𝑡𝑚 = √𝑚𝑥
2 + 𝑚𝑦

22 . (3) 

The obtained result has proceeded for edge detection 

after Total Variation (TV) denoising. TV denoising is 

used to filter 𝑟𝑒𝑠𝑢𝑙𝑡𝑚 (from above equation) as it 

preserves the edge better  (Chambolle and Pock, 2011). 

Edge detection is accomplished by the Sobel Operator 

(Bovik, 2009). The maximum of each row from the 

initial column to the middle of the unnormalized 

optimal transport route is used as a tracked front from 

edge detected images. 

   

Figure 2. Images presenting the propagation of shock 

wave. 

  
(a) (b) 

Figure 3. a) Unnormalized optimal transport outcome b) 

Edge detection of a)  

Consider Figure 2 as inputs for unnormalized optimal 

transport to demonstrate this method. The obtained 

solution 𝑚 is formulated with (3) is in Figure 3(a). 

This figure undergoes TV denoising due to noise 

caused by turbulence from the shock wave movement. 

The denoised result is used for edge detection with the 

Sobel operator in Figure 3(b). The data extracted as 

maximum from the left edge from  Figure 3(b) as the 

right edge is disturbed by the rear limb in Figure 1(b). 

The tracked front is in Figure 4. 
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Figure 4. Tracked front from Figure 2 

2.3.2 Divergence method 

The dynamic constraint for unnormalized optimal 

transport is integrated with the time variable (Gangbo 

et al., 2019). We obtain the following equation: 

∇ ∙ 𝑚 = 𝜇0 − 𝜇1 + 𝑐. (4) 

Here, the initial image (𝝁𝟎) refers to an object's initial 

position in an image, and the final image (𝝁𝟏) refers to 

the moved position object in the next one during 

movement. The divergence of m incorporates initial 

image and final images, and 𝒄 is constant to deal with 

intensities change. If the final images (𝝁𝟏) is zero, then 

the remaining will only be initial images and difference 

between initial and final images intensities, i.e., 𝛁 ∙
𝒎 = 𝝁𝟎 + 𝒄. So, image from 𝛁 ∙ 𝒎 is used for front 

tracking. This method is illustrated using the same 

example as above. 

  
(a) (b) 

Figure 5. a) Divergence of unnormalized optimal 

transport result(m) b) Tracked front from Figure 5(a) 

Figure 5(a) is the divergence of 𝑚 with 𝜇1 = 0. The 

obtained image is similar to the second image in Figure 

2, but the shock wave is more distinct. The maximum 

of each row is extracted and presented in Figure 5(b). 

3 Result and Discussion  

3.1 Comparing methods 

The unnormalized optimal transport outcome was 

further analyzed to calculate velocity by using the two 

methods mentioned above. These two methods are 

compared with noisy and noise-free synthetic images 

and experimental video images below. 

3.1.1 Synthetic images 

The developed series of images displays a slender's 

horizontal movement in Figure 6 as the shock wave 

movement in the video.  

  

  

  

Figure 6. Series of the synthetic image showing slight 

movement. 

The transport and divergence method applied to the 

solution of unnormalized optimal transport shown in 

Figure 6. The results from these methods are in Figure 

7(a) and Figure 7(b), respectively. The transport 

method results in Figure 7(a) tracked slender more 

accurately than the divergence method results in Figure 

7(b). Even though the transport method shows a better 

result, it cannot find the first row of each slender's 

position in images.    

  

(a) (b) 

Figure 7. Tracked slender from noise-free images a) 

Transport method b) Divergence method 
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The images from Figure 6 are added with noise. Noise 

is a normal distribution whose mean is zero and the 

standard deviation is 10. The remaining assumption is 

of these images are equivalent to noise-free synthetic 

images. The slender is tracked based on the above 

mention methods, illustrated in Figure 8. The Transport 

method cannot determine the front of the first and last 

row, but the remaining portion of the tracked slender 

shown in Figure 8(a) is exact as input. The determined 

slender by divergence method is zigzag shown in 

Figure 8(b). The transport method is better than the 

divergence method displayed in Figure 8. 

  

 

(a) (b)  

Figure 8. Tracked slender from noisy images a) Transport 

method b) Divergence method. 

3.1.2 High-speed video  

The high-speed video from the experiment includes a 

series of images displaying the shock wave movement, 

i.e., incident shock and reflected shock wave. The 

video was broken into images, and a single image 

refers to the frame. Images from frame number 80 to 

frame number 175 of video are input for analysis. The 

unnormalized optimal transport was implemented at an 

interval of 5 frames. The outcome of unnormalized 

optimal transport is the data for tracking front using the 

divergence and transport method illustrated in Figure 

9.   

Visually, the front tracking with the transport method 

is better than the divergence method from Figure 9. 

Although the tracked fronts are bend at the bottom with 

the transport method, it has a smoother transition 

between tracked points for wave than the divergence 

method. The problem might be the data extraction 

procedure in the divergence method. So, the results are 

favoring the transport method. Hence, we are 

proceeding with the transport method. 

 
(a) 

 
(b) 

Figure 9. Tracked front from reflected shock wave with 

unnormalized optimal transport at an interval of 5 frames 

a) Transport method b) Divergence method. 

The unnormalized optimal transport was implemented 

at an interval of 3 frames, and shock wave tracking 

accomplished using the transport method as illustrated 

in Figure 10. In comparison between Figure 9(a) and 

Figure 10, it was found that unnormalized optimal 

transport at the interval of 5 frames is providing better 

results than at the intervals of 3 frames. The further 

analysis uses the unnormalized optimal transport at the 

intervals of 5 frames and the transport method.  

 

Figure 10. Tracked front from reflected shock wave with 

unnormalized optimal transport at an interval of 3 frames 

and Transport method  

3.2 Velocity Determination 

Assume two fronts shown in Figure 11 for the 

calculation of the velocity of the shockwave. Let us 

denote 𝑑1(𝑥, 𝑦) as a pixel position on the front (𝑓) and 

𝑑2(𝑥, 𝑦) as a pixel position on the consecutive front 

(𝑓 + 1)  shown in Figure 9. Here, 𝑥 and 𝑦 represent 

row and column in images as per Python. 

 

Figure 11. Schematic sketch of two consecutive shock 

waves. 

The distance between the fronts is calculated as 𝑑 =
|𝑑1 − 𝑑2|. The obtained difference undergoes 

mathematical operation of the scaling factor and the 

high-speed camera frame rate for computation of actual 
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velocity. The scaling factor for an image from the high-

speed video is 1 𝑚𝑚 = 9.528 ± 0.079 𝑝𝑖𝑥𝑒𝑙. The 

frame rate of the high-speed camera is 500000 frames 

per second (FPS). The velocity is calculated with (5) 

for images at the interval of 5 frames. 

𝑣 =
𝑑

5
×

500000

9528
[
𝑚

𝑠
] (5) 

The velocity (𝑢) represented the normal shock wave, 

and (𝑣) represented the oblique shock wave. The 

oblique shock wave is tilted with angle (𝛽), which is 

known as the shock angle. The oblique shock wave 

velocity is divided into normal and parallel 

components. The normal component of velocity (𝑣) is 

represented as 𝑣1. 
𝑣1 = 𝑣 ∙ cos(90 − 𝛽) = 𝑣 ∙ sin 𝛽 (6) 

The 20 points from the upper portion of each tracked 

fronts from row number 1 to row number 21 were used 

to calculate the normal shock wave's average velocity. 

Similarly, 20 points starting from row number 195 to 

215 are extracted to calculate the oblique shock wave's 

average velocity. The normal velocity for the oblique 

shock wave can only be calculated after the calculation 

of shock angles. 

Figure 12, oblique shock wave crossed by the upper 

and lower boundary, is data for estimating shock 

angles. This figure illustrated that the upper and lower 

boundary crosses tracked oblique shock. The lower 

boundary is straight, but the upper boundary is not 

because the oblique shock length increases (the 

elevation of the triple point is increasing) as shock 

wave propagates. The data is extracted from the upper 

to lower boundary for each front separately. The 

extracted data trend is a straight line, and the straight 

line equation is fitted with extracted data by the least-

squares method. The inclination of the obtained 

straight-line reference to the bottom side of images is 

shock angles. These angles and oblique shock wave 

velocities are required to calculate the oblique shock 

wave's normal velocity with (6). 

 

Figure 12. The region selected for calculation of shock 

angles from tracked fronts with transport method 

The velocities calculated above are presented in Figure 

13. The x-axis in this figure is the distance from the 

shock reflected wall. It is estimated from 10 points 

from upper tracked fronts.  

 

Figure 13. Average velocities of normal and oblique 

shockwave, and normal component of an oblique shock 

wave with unnormalized optimal transport with 5 frames 

and transport method.  

Figure 13 displays that the oblique shock wave moves 

faster than a normal shock wave as in the high-speed 

video. This result is obtained without filtering inputs 

for unnormalized optimal transport. 

 

Figure 14. Tracked fronts from reflected shock wave with 

unnormalized optimal transport at an interval of 5 frames 

in which series of operations performed in input images 

for denoising and transport method.  

The images from the given high-speed video are noisy. 

Hence, images are denoised before the implementation 

of unnormalized optimal transport. In this process, 

background subtraction, morphological operation 

(closing), and TV denoising proceed in a sequence. 

Firstly, the first image from the given video subtracted 

from noisy images displaying shock propagation. 

Successively, the morphological operation (closing) is 

performed in subtracted images as it fills a tiny gap 

near the edge (Maharjan et al., 2019) followed by TV 

denoising. The obtained images are input for 

unnormalized optimal transport followed by the 

transport method, and the result in Figure 14.  

Figure 14 exhibits a smoother curve of shock wave 

than in Figure 9(a) but there is not much change in 

tracked front with filtered and unfiltered inputs for 

unnormalized optimal transport. The velocities 

calculated for filter images from (5) and (6) are in 

Figure 15. Figure 13 shows higher oscillation in the 

velocities curve than in Figure 15 as denoising 

operations in input images. Although result from 

unfiltered images produces high oscillation velocities 

curves, the trend for normal shock wave velocity, 

oblique shock wave velocity, and normal velocity for 

filter and unfiltered input of unnormalized optimal 

transport similar.  
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Figure 15. Average velocities of the normal and oblique 

shock wave, and normal component of the oblique shock 

wave with unnormalized optimal transport at an interval 

of 5 frames in which series of operation performs in input 

images denoising and transport method. 

Figure 16 demonstrates that trends of shock angles of 

unfiltered and filtered images are slightly different but 

fluctuate around 50°. The average shock angles of 

unfiltered and filtered images are 49.7° and 49.4°, 
respectively. 

 

Figure 16. Oblique shock angle from unnormalized 

optimal transport at an interval of 5 frames and transport 

method. 

If a tracked front deviate from one pixel, then it results 

in an error of 11 𝑚/𝑠 considering images as an input 

interval of 5 frames.  

3.3 Comparison with combustion, process 

safety, and explosion research group 

Researches had conducted simulation for computation 

of the velocity with the same high-speed video. The 

solution from pattern matching and segmented 

regression (Siljan et al., 2017), dynamic template 

matching (Maharjan, 2019), and snake model with 

gradient vector fields and watershed segmentation 

(Maharjan et al., 2019) and sensor-based calculations 

are in Table 1. The mentioned frameworks and 

experimental results for oblique shock wave velocities 

are within 5 m/s deviation but above 10m/s deviation 

for normal shock wave velocities. The pressure sensors 

are presented at the bottom, so the normal shock wave 

velocities are calculated from the oblique shock wave 

pressure. 

Similarly, the difference in shock angle between 

simulated results and experimental value is less than 

3º.  The results of unnormalized optimal transport and 

other frameworks are within 5 % fluctuation. 

Table 1. Comparison between results from different 

methods for reflected shock wave 

S.N

. 

Descriptio

n 

Average 

velocity 

of normal 

shock 

wave[m/s

] 

Average 

velocity 

of oblique 

shock 

wave[m/s

] 

Averag

e shock 

angle 

1. Result 

from the 

pressure 

transducer 

(Maharjan 

et al., 

2019) 

216 266 48º 

2. Result 

from 

template 

matching 

(Siljan et 

al., 2017) 

230 262 50º 

3. Result 

from 

snakes 

model 

(Maharjan 

et al., 

2019) 

227 267 48.9º 

4. Result of 

optimal 

transport 

with filter 

images 

(here) 

230.8 265 49.4º 

5. Result of 

optimal 

transport 

with 

unfiltered 

images 

(here) 

231.5 267 49.7º 

 

4 Conclusion 

The above section demonstrated that the present 

framework can estimate velocities and shock angles 

from experimental results and synthetic images from 

other algorithms. The velocity is obtained from a series 
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of images representing an object's motion with 

unnormalized optimal transport.  

The transport method provided better front tracking of 

unnormalized optimal transport results than the 

divergence method. Moreover, filtering the input to the 

unnormalized optimal transport had only minor impact 

on the results. 
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Abstract
Lignocellulosic biomass is a sustainable and renewable

source for both solids like biochar and biomethane by

anaerobic digestion (AD). Hot water extraction (HWE)

improves the total utilization of the biomass and

produces a hydrolysate rich in hemicellulosic sugars

with characteristics that needs to be understood. A study

of the AD process in batch reactors with synthetic

substrates composed of hemicellulosic sugars was

performed and modelled using the standard IWA

Anaerobic Digestion Model No. 1 (ADM1).

Simulations were also performed using three strategies:

1) varying the stoichiometry for monosaccharide

degradation, 2) varying the maximum uptake rate of the

monosaccharide degrading organisms and 3) including

a first order rate limiting step. The ADM1 model is a

good tool but gave initially moderate agreement with the

experimental results. The first two strategies did not

improve the simulations but it improved significantly

upon incorporating a rate limiting step, thereby

simulating possible effects based on types of

microorganisms present and diffusion limitations.

Keywords: anaerobic digestion, lignocellulosic

hydrolysate, hemicellulosic sugars, ADM1, first order

step

1 Introduction

Renewable materials can replace fossil materials as a

source for energy and to produce new and existing

products. This has shifted the focus to renewable

material sources. Lignocellulosic biomass, such as

woody biomass, agricultural and forest residues, energy

crops and grasses, is a large potential source of new

materials and renewable energy. Treatments such as hot

water extraction and steam explosion, commonly used

on lignocellulosic biomass to remove volatiles before

renewable solid material production, extract

hemicellulose from the lignocellulosic biomass.  The

hemicellulose shows promising results as a degradable

material in anaerobic digestion for biogas production,

whereas untreated lignocellulosic biomass has low

biodegradability (Hu and Ragauskas, 2012) due to the
main components cellulose (38-50 %), hemicellulose

(23-32 %) and lignin (10-25 %) being linked together

and packed closely. Through hydrolysis of 

hemicellulose during hot water treatment, easily 

degradable pentose (xylose and arabinose) and hexose 

sugars (glucose, mannose and galactose) are produced 

along with acetic acid (Amidon and Liu, 2009).  

   The concentration of sugars varies in lignocellulosic 

biomass. Softwoods, like spruce and pine, contain more 

mannose and glucose in comparison with the other 

sugars while hardwoods, like aspen, oak and willow, 

contain a higher amount of xylose (Palmqvist and Hahn-

Haagerdal, 2000).  

   The Anaerobic Digestion Model No.1 (ADM1) 

(Batstone et al., 2002a) has been applied for different 

AD systems and its performances studied for various 

substrates and reactor configurations (Gehring et al., 

2013). The ADM1 model is developed to handle sludge 

with complex materials consisting of fat, protein and 

carbohydrates. However, simulation of AD of 

individual hemicellulosic sugars found in 

lignocellulosic biomass in ADM1 is still rare and needs 

to be studied carefully to understand underlying 

mechanisms to increase the biodegradability. Processes 

related to carbohydrates are important for 

lignocellulosic biomass.  

   The aim of this paper is to evaluate ADM1 as a tool 

for simulating AD of sugars typically found in 

hydrolysates prepared by hot water extraction of 

lignocellulosic biomass. Kinetic parameters were 

estimated based on batch experiments for each of the 

sugars which were made synthetically. Moreover, 

simulations were performed with variations in the 

stoichiometry during VFA production from 

monosaccharides and the soluble sugar degrading 

kinetic values and compared with the experimental 

results. 

2 Materials and Methods 

Major hemicellulosic sugars present in hydrolysate of 

lignocellulosic substrates, but made synthetically here, 

are tested in anaerobic batch reactors and modelled in 

ADM1 individually. 
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2.1 Material Characterization   

2.1.1  Substrate  

Five different synthetic substrates were prepared from 

powder of one of the hemicellulosic sugars glucose, 

mannose, arabinose, galactose and xylose (Table 1). The 

D-form of all the sugars were used in the experiments. 

The D-form of the sugars are most common in nature, 

except for arabinose most commonly present in L-form 

(McMurry, 2014).  

Table 1. Sugars used to produce the synthetic substrates 

Sugar (Sigma-Aldrich) Mass percentage of sugar 

D-Glucose ≥ 99.5 % 

D-Mannose ≥ 99 % 

D-Xylose ≥ 99 % 

D-Arabinose ≥ 98 % 

D-Galactose ≥ 99 % 

   Each sample was prepared by diluting 1 gram of the 

respective sugar with 100 mL of distilled water to a 

sugar concentration of 10 g L-1. Macronutrients (Table 

2) and micronutrients (Table 3) were added to provide 

required nutrients with a COD: N: P ratio of 350:5:1 

(Baeta et al., 2013). NaOH was added to increase the pH 

to a range of 7-7.5. 

Table 2. Composition and concentration of 

macronutrients 

Macronutrients 

Type of chemical Concentration (g L-1) 

NH4Cl 44.48 

(NH4)H2PO4 5.3 

(NH4)2HPO4 1.78 

MgCl2
.6H2O 21.4 

CaCl2
.2H2O 7.56 

NaHCO3 100 

Table 3. Composition and concentration of 

micronutrients 

Micronutrients 

Type of chemical Concentration (g L-1) 

Yeast Extract 2.5 

FeCl3
.6H2O 0.2 

ZnCl2 5.2 

MnCl2
.4H2O 0.047 

(NH4)6Mo7O24
.4H2O 0.064 

AlKO8S2
.12H2O 0.01 

CoCl2
.6H2O 0.2 

NiCl2
.6H2O 0.52 

H3BO3 0.12 

CuCl2
.2H2O 0.32 

HCl 20 

2.1.2 Inoculum

The inoculum used was granular sludge (Table 4)

obtained from a mesophilic industrial internal

recirculation reactor treating paper mill effluent.

Table 4. Properties of granular sludge

Parameters Values

Density (kg m-3) 1.00 – 1.09

Diameter (mm) 0.6 – 2.7

Settling velocity (m h-1) 68 – 71

Total Solids (g L-1) 181

Volatile Solids (g L-1) 119

pH 7.46

2.2 Batch Reactors Set up

100 mL syringes were used as batch reactors in

accordance with Ostgaard et al. (2017). Five parallel 

batch reactors were prepared for each sugar and fed 

with 15 mL inoculum and 14.1 mL substrate to have a 

uniform organic load of 10 gCOD L-1. 3 blank parallel 
reactors containing only inoculum and distilled water 

were also prepared to correct for biogas generated 

from the inoculum. All the reactors were run at 35°C 

for 19 days.

2.3 Analytical Methods

Biogas production was measured manually in

accordance with Ostgaard et al. (2017), and gas

composition was measured when the volume was higher

than 5 mL by gas chromatography (SRI 8610-C) as

described by Bergland et al. (2015). Liquid phase 

COD (total and soluble), volatile fatty acids 

(VFAs), including acetate, propionate, butyrate, 

iso-butyrate, valerate, iso-valerate, iso-caprionate, 

caprionate and heptanate, pH and ammonium 

content (NH4
+) were sampled and measured as 

described in Bergland et al. (2015).

2.4 Modelling and Simulation Methods

Simulations of batch tests were performed using the

Anaerobic Digestion Model No. 1 (ADM1) in Aquasim.

The ADM1 was applied to model the processes with

stoichiometric coefficients, equilibrium coefficients,

dynamic states and algebraic variables as proposed by

Batstone et al. (2002b), for all biochemical and physio-

chemical processes.

   The following strategies were used to simulate batch

reactors with hemicellulosic sugars in ADM1:

• Using kinetic and stoichiometric parameters as

proposed by Batstone et al. (2002a).

• Varying the stoichiometry during VFA production

from monosaccharides, affecting the acetate

(fac,su), butyrate (fbu,su) and propionate (fpro,su)

obtained through monosaccharide degradation.

• Varying the maximum uptake rate of the

monosaccharide degrading organisms (km,su).
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• Adding the sugars as carbohydrates, thereby 

including a first order step.  

   In all the simulations, the reactor volume was set to 

29.1 mL and the temperature to 35°C in accordance with 

the batch experiments.  

2.4.1 Substrate characteristics 

 Substrate concentrations implemented (Table 5) were 

calculated based on the substrate characteristics. Since 

the substrates only contained sugars (sCOD), the 

amount of sugar was added as Ssu. In ADM1 the hexose 

glucose is used as a model monomer. Pentoses  have 

similar yields as the hexoses, but obtain one less CO2 or 

carboxylic acid (Batstone et al., 2002a). All the 

individual sugars were therefore included as Ssu without 

modifying the stoichiometry of the sugars, and the batch 

reactors were added equal amounts of sCOD. The 

parameters related to particulates (Xc, Xch and XI) were 

set to zero in the simulations.  

Table 5. Concentrations of hemicellulosic sugars in the 

substrates 

Parameters Description Values used in the 

simulations 

Ssu Monosaccharides 5.136 kgCOD m-3 

SI Soluble inerts 0.36 kgCOD m-3 

SIN Inorganic 

nitrogen 
0.0092 M  

   The Scat+ and San- were adjusted in the simulations to 

tune the initial pH to fit the experiments. These 

parameters were adjusted because they only affect the 

pH, but otherwise can be treated as inerts in the 

simulations (Batstone et al., 2002a). 

2.4.2 Stoichiometry of sugar degradation to VFA 

One important step in the anaerobic digestion of sugars 

is the acidogenesis of monosaccharides, and there are 

different acidogenic metabolic pathways in anaerobic 

digesters (Batstone et al., 2002a; Zhou et al., 2018). 

Which pathway that dominates, depends on the 

microorganisms, the substrate and the conditions in the 

reactor. The different pathways result in different ratios 

of the resulting VFAs. 

   In ADM1, reactions 1-3 describes the degradation of 

the glucose monomer to acetic acid, propionic acid and 

butyric acid.  

1. Acetate: C6H12O6 + 2 H2O → 2 CH3COOH + 2 CO2 + 

4 H2                                       (1)                                                                      

2. Acetate, propionate: 3 C6H12O6 →  4 CH3CH2COOH 

+ 2 CH3COOH + 2 CO2 + 2 H2O                           (2)  

3. Butyrate: C6H12O6 → CH3CH2CH2COOH + 2 CO2 + 

2 H2                     (3) 

 

   According to Batstone et al. (2002a) the first is the 
most common reaction in AD, followed by the second 

and third. This is graded in ADM1 by equations 4-7 

giving the yields of acetic acid (fac,su), butyric acid (fbu,su) 

and propionic acid (fpro,su). 

𝐴𝑐𝑒𝑡𝑎𝑡𝑒: 𝑓𝑎𝑐,𝑠𝑢 = 0.67 •  Ƞ1,𝑠𝑢 + 0.22 • Ƞ2,𝑠𝑢    (4) 

𝑃𝑟𝑜𝑝𝑖𝑜𝑛𝑎𝑡𝑒: 𝑓𝑝𝑟𝑜,𝑠𝑢 = 0.78 • Ƞ2,𝑠𝑢                     (5) 

𝐵𝑢𝑡𝑦𝑟𝑎𝑡𝑒: 𝑓𝑏𝑢,𝑠𝑢 = 0.83 • (1 − Ƞ2,𝑠𝑢 − Ƞ1,𝑠𝑢)   (6) 

Ƞ3,𝑠𝑢 = 1 − Ƞ2,𝑠𝑢 − Ƞ1,𝑠𝑢                                   (7) 

   Ƞ1,su , Ƞ2,su and Ƞ3,su are the fractions of sugars that 

degrades through the reactions 1-3. 

The Ƞ-values were varied in simulations to study the 

effect of changing the fractions of the different VFAs 

(Table 6). This was done to alternate the dominating 

acidogenic pathway. In these simulations, the fraction of 

acetic acid is decreased, the fraction of butyric acid is 

increased and the fraction of propionic acid is mostly 

kept constant but at a lower level than in the original 

model. All the other parameters were kept constant.   

Table 6. Yields of VFA used in the simulations 

Name of 

curve 

Ƞ1,su Ƞ2,su Ƞ3,su Yields of 

VFAs 

(original) 

ADM1 

0.495 0.345 0.16 fac,su = 0.41 

fpro,su = 0.27 

fbu,su = 0.13 

No_1 0.395 0.245 0.36 fac,su = 0.32 

fpro,su = 0.19 

fbu,su = 0.30 

No_2 0.295 0.245 0.46 fac,su = 0.25 

fpro,su = 0.19 

fbu,su = 0.38 

No_3 0.195 0.245 0.56 fac,su = 0.18 

fpro,su = 0.19 

fbu,su = 0.46 

No_4 0.095 0.245 0.66 fac,su = 0.12 

fpro,su = 0.19 

fbu,su = 0.55 

No_5 0.045 0.195 0.76 fac,su = 0.07 

fpro,su = 0.15 

fbu,su = 0.63 

2.4.3 Uptake rate of monosaccharides 

The uptake of monosaccharides is described by Monod 

kinetics (8). 

𝑢𝑝𝑡𝑎𝑘𝑒𝑠𝑢 = 𝑘𝑚𝑠𝑢 • 𝑋𝑠𝑢 •
𝑆𝑠𝑢

𝑆𝑠𝑢+ 𝐾𝑠𝑠𝑢
• 𝐼𝑝𝐻𝑏𝑎𝑐

• 𝐼𝑁𝐻𝑙𝑖𝑚𝑖𝑡
 (8)   

   where kmsu is the maximum uptake rate for 

monosaccharide degrading organisms, Ssu is the 

concentration of monosaccharides, Kssu is the half 

saturation constant for monosaccharide degradation, Xsu 

is the monosaccharide degrading organisms, IpHbac
is the 

inhibition caused by pH on acidogens and acetogens and 
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INHlimit
is the function to limit growth due to lack of 

inorganic nitrogen.  

   The parameter kmsu was evaluated in relation to the 

experiments performed with the hemicellulosic sugars. 

All the other parameters were kept constant throughout 

these simulations. The simulations were performed by 

changing the maximum uptake rate for the 

monosaccharide degrading organisms, kmsu. A starting-

value of 30 gCOD gCOD-1 d-1, proposed by Batstone et 

al. (2002a), was used for the degradation of sugar, and 

the value was varied in the range of 15-50 gCOD gCOD-

1 d-1.  

2.4.4 First order step 

ADM1 is structured in several main steps including 

disintegration, hydrolysis, acidogenesis, acetogenesis 

and methanogenesis. The rate limiting step for dissolved 

substrates is most often methanogenesis, while it is 

hydrolysis for particulate substrates. Including a first 

order step is done by adding the substrate as 

carbohydrates that need to undergo extracellular 

hydrolysis to form simple monosaccharides that can be 

taken up by the bacteria. In ADM1, hydrolysis of 

carbohydrates Xch is already implemented with a simple 

first order rate expression (9) producing 

monosaccharides, Ssu. 

𝜌 = 𝑘ℎ𝑦𝑑_𝑐ℎ ∙ 𝑋𝑐ℎ    (9) 

   where ρ is the hydrolysis rate of solid substrates (kg 

COD solid substrate m-3 d-1), Xch is the particulate 

carbohydrate concentration (kg COD solid substrate  m-

3) and khyd_ch is the kinetic parameter for hydrolysis   (d-

1). The hydrolysis constants, khyd_ch, (here not necessary 

representing hydrolysis), were estimated individually for 

each substrate using the parameter estimation function 

in Aquasim.   

3 Results and Discussion 

3.1 Experimental results  

The biogas production from the five hemicellulosic 

sugars (Figure 1) had some variance in both the biogas 

production rate and methane yield. The biogas 

production from glucose and mannose started within a 

few hours, whereas a short lag-phase was observed for 

xylose, galactose and arabinose. The biogas production 

rate from arabinose were noticeable slower compared to 

the other sugars. The methane yields calculated (Figure 

1) were in the range of 0.74-0.9 

(gCODCH4/gCODSubstrate), where glucose reached the 

highest yield and arabinose the lowest yield. 

 

 

 

 

 

 

Figure 1. Experimental results from batch tests with 

hemicellulosic sugars. Left: Accumulated biogas 

production, Right: Methane yields 

[gCODCH4/gCODSubstrate] 

3.2 Simulations  

The simulation results obtained with ADM1 in Aquasim 

were compared to the experimental results from the five 

hemicellulosic sugars. 

3.2.1 Variation of the monosaccharide degradation 

stoichiometry 

Changing the stoichiometry for monosaccharide 

degradation producing VFA had low impact within the 

variations tested.  

   At a load of 10 kgCOD m-3 used for the hemicellulosic 

sugars both in the experiments and the simulations, the 

VFA accumulation was low and the degradation of the 

VFAs fast, not influencing the biogas production rate or 

the pH (Figure 2). At higher load, this mechanism might 

be of higher importance due to possible VFA 

accumulation and the difference in the degradation rate 

of the VFAs (Batstone et al., 2002a).  

 

Figure 2. Simulation results with varying fractions of the 

VFAs (named ADM1 to No_5, Table 6). Left: 

Accumulated biogas production, Right: pH 

3.2.2 Variations of the monosaccharide degradation 

kinetics 

The simulation results indicate that the km-value has a 

clear impact on the initial biogas production (Figure 3). 

An increase in the km-value increases the uptake rate of 

monosaccharides, increase the concentration of VFAs 

and reduce the pH (Figure 3). Initially, the gas 

production is higher with the highest km-values because 

of the higher uptake rates of the organisms. The fit with 
experimental values, taking mannose as a model 

substrate, did not improve by changing the km-values 
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from 15 to 50. The total biogas produced reaches the 

same level independently of the km-value (rate).  

Figure 3. Simulation results with changes in the km-

value. Experimental values are from mannose. Left: 

Accumulated biogas production, Right: pH 

3.2.3 Simulations with addition of a first order step  

The simulations adding the sugars as monosaccharides, 

without the first order step, gave only moderate fit with 

the experimental results (Figure 4) due to fast 

degradation of sCOD, and the experimentally observed 

lag-phases were not seen in the simulations, with the 

largest difference for arabinose.                                           

   Including the concentration dependent first order rate 

expression clearly improved the fit between simulated 

and experimental biogas production (Figure 4). The 

largest improvements were obtained for the sugars with 

an observed lag-phase during the experiments 

(arabinose, galactose and xylose). Glucose, the model 

monomer used in ADM1, obtained the lowest 

improvement of the five sugars, but still improved 

noticeably.    

 

Figure 4. Simulated accumulated biogas production 

without a first order step (dashed line), with an added first 

order step (solid line) and experimental for a) Arabinose, 

b) Galactose, c) Xylose, d) Mannose and e) Glucose       

   The individual first order constants are estimated with 

parameter estimation in Aquasim (Table 7). The 

experimentally measured sCOD and the simulated 

substrate COD show the same trends in degradation, 

which indicates a resembling degradation rate (results 

not included here).  

Table 7. Estimated first order constants  

Sugar  Estimated first order 

constant  [d-1] 

Glucose 0.64 

Mannose 0.52 

Xylose 0.61 

Galactose 1 

Arabinose  0.27 

   It is not obvious from the sugar chemistry that the 

carbohydrates used as substrate here need to undergo 

hydrolysis to be taken up by the acid forming bacteria. 

However, the simulation results clearly suggest that 

including the hydrolysis step in ADM1 in the form of a 

concentration dependent first order rate expression 

improves the simulations. Due to the simplicity and 

universality of this step, there are different processes 

related to sugar degradation that should be considered in 

this perspective. The uptake and degradation processes 

by the different monosaccharides could be more 

complex than included in ADM1. In addition, the types 

of microorganisms present could be important. Certain 

microorganisms mainly digest hexoses, while others 

digest both hexoses and pentoses (Chandrakant and 

Bisaria, 1998; Larsson, 1999). The ratio between these 

and the adaption period can be important regarding the 

sugar degradation rate. Hence, knowledge of the 

available microorganisms is important to modify ADM1 

by distinguishing between the microorganisms as 

proposed by Ramirez et al. (2009).  

   Another consideration is the difference in degradation 

of sCOD in the reactors. Experimentally, the biogas 

production slows down as the sCOD in the batch reactor 

decreases. In the simulations, the biogas production 

continues at the same rate until the sugar is completely 

degraded. This difference might be caused by diffusion 

and lower accessibility of substrate for the 

microorganisms as the concentration of available 

substrate is lower. The simulations account for the 

decrease in substrate concentration with time, but the 

lower accessibility is not accounted for. 

   It is difficult to determine the exact process or the sum 

of processes that evidently makes it appropriate to 

include the first order rate expression. Of this reason, it 

is concluded that a step corresponding to the hydrolysis 

step in ADM1 could be included to model these 

reactions since it can be the rate limiting step. Further 

studies of the uptake and degradation kinetics of simple 

sugars are suggested to elucidate the underlying 

mechanisms.   

SIMS 61

DOI: 10.3384/ecp20176287 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

291



4 Conclusion

The ADM1 model is a good tool to predict the biogas

production from the hemicellulosic sugars during AD.

The simulation results show moderate to good

agreement with the experimental results depending on

some key parameters. Adjusting the maximum

substrate uptake rate of monosaccharides (kmsu) and

the stoichiometry during monosaccharide degradation

to the VFAs acetic acid, propionic acid and butyric

acid (by varying Ƞ1,su, Ƞ2,su and Ƞ3,su) had little influence

on simulation fits to experimental results. The first

order reaction step, usually accounting for hydrolysis,

improved the fit between simulations and experimental

biogas production from the hemicellulosic sugars,

including the observed lag-phases. It is argued that the

underlying mechanism, however, is not hydrolysis but

rather related to type of microorganism and diffusion

limitations.
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Abstract 
This study focuses on exctracting ethylene and 

propylene from other componenents in the pyrolysis gas 

mixture of plastic waste. Selective absorption of 

ethylene and propylene from the gas mixture by using a 

silver nitrate solution, was selected as a promising 

technology. A lab scale set-up was built and 

experimental tests were performed using a model gas 

mixture. Aspen HYSYSV10 was used to model and 

simulate the absorption process. The model was 

validated against experimental data. The validated 

model was further used to identify improvements for the 

separation process and increase the recovery of ethylene 

and propylene. The results from the simulated improved 

process show that the amount of ethylene and propylene 

in the product gas could be significantly increased. In 

the experimental study, only 25% of ethylene and 

propylene in the feed was captured, whereas the 

simulation of the improved process indicates that the 

recovery of the monomers could be almost quantitative 

(99%).  However, the product gas from the separation 

system contained an undesirable high amount of CO and 

CO2. These gases act as pollutants of the polyolefin 

reaction  and further studies are needed to obtain pure 

olefin gases. 

Keywords: Plastic waste, purification, ethylene, 

propylene, absorption, pollutants, Aspen Hysys, process 

simulation 

1 Introduction 

Global production of plastics has since 1940 become 

one of the fastest growing industries in the world. 

PlasticsEurope (PlasticsEurope, 2019) and the European 

Association of Plastics Recycling and Recovery 

Organizations (EPRO, 2018) reported that the global 

plastic production in 2017 was 348 million tons, out of 

which 64.4 million tons were produced in Europe. The 

largest plastic producers were China and Europe by 

producing 29.4% and 18.5% of the total respectively. 

(G. Gourmelon, 2015; A. Demirbas, 2004) The 

European commission has presented a plan to 

implement a circular economy with a key focus on 

plastics. The plan is set to ensure that all plastic 

packaging is reused or recycled by the year 2030. 

(Plastics Europe, 2019). According to EUs circular

Economy Package and directive (EU) 2018/850 adopted

by the European parliament and by the EU council in

2018,  Member States will be required to ensure that, as

of 2030, waste suitable for recycling or other recovery,

in particular contained in municipal waste, will not be

permitted to be disposed of to landfill. The re-processing

operation in mechanical recycling is not cost effective

since this process has high energy demand for sorting,

cleaning, transportation and processing (Panda et al.,

2010). Chemical recycling is the state of the art

feedstock recycling, also known as tertiary recycling.

The aim is to convert waste polymers into valuable

chemicals or original monomers. Cracking is one of the

main approaches to this method (Panda et al., 2010).

     The aim of this study is a) to carry out experimental

separation tests to obtain pure ethylene and propylene,

and b) to develop a process simulation model that can

be used to optimize the purification process. In order to

obtain the requested purity grade for polymerization of

ethylene and propylene, there are two options. The first

option is to focus on ethylene and propylene and try to

extract them from the other components in the pyrolysis

gas. The second option is to remove all impurities in the

pyrolysis gas one by one. The first option was chosen in

this study, and absorption is used to extract ethylene and

propylene from a gas mixture.

2 Purification process

Figure 1 illustrates the general steps of sustainable

polymer production from biomass or plastic waste.

Plastic waste or biomass is fed to the pyrolysis reactor.

The composition of the outlet gas from the reactor is

highly dependent on the composition of the plastic

waste. In the pyrolysis process, the components of the

plastics can be converted into solid (char), liquid

(pyrolysis oil) and gas (Dermibas, 2004). The product

gas is collected from the top of the pyrolysis reactor, and

in order to use the gas in the plastic production process,

a purification process is needed. The polymerization

reaction is sensitive to impurities, and all impurities

should be removed from the gas. Therefore, the

purification process has an essential role in the whole

process. The products from the polymerization process

are polyethylene (PE) and polypropylene (PP).
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Figure 1. Simplified overview of the plastic recycling

process.

Thermal pyrolysis is a well-known method for

managing and recycling plastic waste. The composition

of the product gases from the pyrolysis reactor can vary

due to differences in the composition of the plastic

wastes used as feed to the pyrolysis reactor. Hydrogen,

oxygen, light olefins (ethylene, propylene, butene),

aromatics (benzene, toluene, xylene), polycyclic

aromatic hydrocarbons (PAHs), carbon monoxide (CO),

carbon dioxide (CO2) are the main gaseous component

(Donaj et al., 2012; Xue et al., 2016).

     Several methods and technologies to be used for

purification of the pyrolysis gases are found in literature.

An absorption process based on the silver-olefin

complexation mechanism was chosen to extract

ethylene and propylene from the other gas components

(Ananthapadmanabhan and Goddard, 1988; Safarik and

Eldridge, 1998; Li, 2013). The advantages of the process

is that it can selectively extract the ethylene and

propylene from the pyrolysis gas as the silver ions bind

ethylene and propylene while they do not interact with

CO and CO2. CO and CO2 are considered as poisons for

the polymerization process, and it is crucial to minimize

the content of those components in the purified gas. A

disadvantage with the process is that the silver nitrate is

expensive, and it is very important that it can be

regenerated without significant degradation.

    Mortaheb et al developed a mathematical model and

studied the absorption of ethylene from an ethylene-

ethane gas mixture by using a silver nitrate solution in a

semi-continuous process. The model includes that

absorption is a function of temperature and

concentration of the absorbing solution. According to

the experimental results, an increase in temperature

decreases the amount of absorbed ethylene.

Furthermore, the amount of absorbed ethylene is

increased in solutions with higher concentrations of

silver nitrate. Figure 2 compares the total absorption

values from the model with experimental data for two

different silver nitrate molarities (Mortaheb et al., 2009).

 
Figure 2. Comparison of total absorption with estimated 

values by the model (Mortaheb et al, 2009).  

A mathematical model proposed by Ghasem et al 

presents the solubility of ethylene as a function of silver 

nitrate concentration, feed gas pressure and temperature. 

Ghasem et al studied the separation of ethylene from an 

ethylene/ethane gas mixture using a hollow fiber 

membrane. The model is valid at pressure up to 0.64 

MPa, silver nitrate concentrations from 1 to 6 M and 

temperatures from 278 to 308 K. Figure 3 shows the 

ethylene solubility in silver nitrate solution as a function 

of the feed gas pressure and the silver nitrate 

concentration. The solubility of ethylene increases with 

increasing pressure and with increasing concentration of 

the silver nitrate solution (Ghasem et al, 2017). 

 

Figure 3. Ethylene solubility in silver nitrate solution as a 

function of gas pressure and silver nitrate concentration 

(Ghasem et al, 2017).  

3 Material and methods  

3.1 Experimental set-up 

The experimental set-up is shown in Figure 4. The test 

rig consists of a reactor where the aqueous silver nitrate 

solution is filled. The reactor is connected to a high-

pressure vessel which is again connected to the main gas 

mixture capsule. The piping from the top of the reactor 

is connected to vent, to an aluminum gas collection bag 
and to a vacuum bomb. Each line has valves to control 

the flow. A digital temperature indicator and a pressure 
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indicator are connected to the reactor to monitor the 

temperature and pressure inside the reactor. Nitrogen is 

connected to the feeding line, and is used to purge the 

system. A gas chromatograph (GC), with helium as the 

carrier gas, was used for the analysis of the gas samples. 

 

Figure 4. Experimental set-up for extraction of ethylene 

and propylene.  

3.2 Simulation model 

The process simulation software Aspen HYSYSV10 is 

used to model and simulate the purification process. 

There are several thermodynamic models available in 

the Aspen HYSYSV10 library. In order to obtain 

accurate simulation results, it is crucial to choose the 

appropriate thermodynamic model. The three main 

thermodynamic groups of models are the equation of 

state (EOS), the activity coefficient models and some 

special models which are related to specific 

components. In this study an activity coefficient model 

was used. Activity coefficient models are applied for 

highly non-ideal polar systems, and are empirical 

models.  In these models, an equation of state is used for 

predicting the vapor fugacity coefficients and an activity 

coefficient model is used for the liquid phase (Aspen 

HYSYS Software, 2014). Different models were tested, 

and the Electrolyte Non‐Random Two‐Liquid (eNRTL) 

model was chosen for the simulations. The reason for 

choosing the eNRTL model, is that silver nitrate is a 

strong electrolyte (Keller et al, 1992). The eNRTL 

model covers a wide variety of aqueous and mixed‐

solvent electrolyte systems covering the whole 

concentration range from fused salts or pure solvents to 

saturated solutions (Chen and Song, 2004).   

     Figure 5 shows a set-up for the absorption process 

developed in Aspen HYSYS. The absorbent silver 

nitrate (Lean Solution) and the gas mixture (Feed Gas) 

are fed to the absorption tower (Absorber Tower-100) to 

extract ethylene and propylene from the gas mixture. 

The pressure in the absorber is the same as in the feed 

gas and the absorbent. The absorption is the first step in 

the ethylene and propylene separation.   

     The rich silver nitrate solution from the absorber 

contains the absorbed ethylene and propylene together 

with some impurities. The solution is fed to a distillation 

tower (Distillation Tower-102), where most of the 

impurities goes to the top of the tower and to vent. The 

absorbent including ethylene and propylene is taken out 

in the bottom, and fed to the next distillation tower 

(Distillation Tower-103), which operates at a lower 

pressure. In this tower ethylene and propylene are 

separated from the silver nitrate solution. The 

distillation tower (Distillation Tower-103) is operated 

under vacuum to capture as much as possible of the 

ethylene and propylene gases from the solution. The 

regenerated lean absorbent is taken out in the bottom of 

the distillation tower, and is recycled to the absorption 

tower.  In order to ensure that the temperature and 

pressure of the recycled absorbent is the same as in the 

absorption tower, the Set-functions are defined to adjust 

the pressure after the pump (Pump-100) and the 

temperature after the heat exchanger (Heat-Exchanger-

100). The recycle function (RCY-1) in the regeneration 

loop, is defined to update the estimated values in the 

lean absorbent stream. 

     Since the extraction of ethylene and propylene with 

silver nitrate follows the π-complexation mechanism 

and does not include chemical reactions, distillation 

columns are used for the separation of the components 

from the absorber. In order to develop a robust model to 

simulate the ethylene and propylene absorption, the 

model has to be validated against the experimental data.  

A one-stage absorber, as used in the experimental study, 

is therefore chosen for the development of the model.  

The validated model can further be improved by 

including multiple stages, in order to obtain the desired 

separation. A packed absorber is used in the simulations. 

The reason for choosing a packed absorber instead of the 

tray type, is to minimize the inventory of silver nitrate 

in the absorber (Keller et al, 1992). The pressure in the 

absorber is 1700 kPa. The diameter of the absorber is 

1.5 m and the packing height is 0.61 m.

Nitrogen 

Aluminum bag 

Vacuum bomb 

Gas capsule 

Reactor 

To vent 

High 

Pressure 

vessel 
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Figure 5. Simulation model for ethylene and propylene separation

4 Results 

4.1 Experimental results 

The solubility of ethylene and propylene in a silver 

nitrate solution is a function of gas pressure and silver 

nitrate concentration. Experiments were carried out 

using a 3M silver nitrate solution at ambient temperature 

and at initial pressure of 41 bar. The composition of the 

feed gas to the absorber is presented in Table 1.  

Table 1. Feed gas composition.  

Component name Mass fraction Mole fraction 

C2H4 0.2 0.2185 

C3H6 0.2 0.1456 

CO 0.05 0.0546 

CO2 0.05 0.0349 

N2 0.5 0.5463 

 

A series of experiments were carried out to study the 

absorption of ethylene and propylene in silver nitrate. 

Two of the experiments are presented in this paper. The 

pressures in the different tanks are presented in Table 2. 

The same pressures were used as input to the simulation 

model. One of the big challenges during the 

experiments, was to obtain exactly the same pressure in 

all the tests. In theory, the absorption of olefins increases 

with increasing pressure (Keller et al, 1992). In the  

 

 

experimental setup, it was very difficult to maintain a 

stable pressure during the absorption at pressures higher 

than 17 bar (final pressure R1). The pressure was 

therefore kept at 17 bar, but still some pressure 

variations between the  experiments were observed. 

Therefore, only two experiments (one with new silver 

nitrate solution and one with reused solution) are 

presented here. The results from these two experiments 

will further be used for validation of the process 

simulation model. The pressure in the vacuum bomb and 

the aluminum bag are critical for the results of the tests. 

Table 2. Operating pressures for the absorption process  

Pressure [bara] Exp. 1 

(New 

solution) 

Exp. 2 

(Reused 

solution) 

Initial pressure (R-01) 41.03  41.01 

Final pressure (R-01) 17.01 17.01 

Vacuum bomb  5.51 5.51 

Initial alum. bag  17.01 17.01 

Final alum. bag  1.05 1.05 

 

Table 3 presents the results of the experiments (Kannan, 

2019), and shows the recovery of the different gas 

components in the captured gas. Due to the limitations 

in the analysis set-up, nitrogen was injected into the 

vacuum bomb to enable feeding of the sample to the gas 

chromatograph.  

 

SIMS 61

DOI: 10.3384/ecp20176293 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

296



Table 3. Mole % recovery of each component in the 

captured gas.  

 CO2 CO N2 C2H4 C3H6 

Ex. 1 8.4 1.82 0.01 25.5 25.5 

Ex. 2 7.5 1.26 0.01 25.6 24.7 

 

Based on the results and the mass balance over the 

different units in the set-up, the mass flow rate for each 

stream was calculated (Kannan, 2019). The results from 

the experiments were used to design a cleaning process 

for an inlet gas flow rate of 10 kg/h. Table 4 presents the 

calculated mass flow rates for the different streams 

based on the two experiments.   

Table 4. Mass flow rates for the process streams.  

 Exp. 1 

[kg/h] 

Exp. 2 

[kg/h] 

Inlet silver nitrate 

solution [kg/h] 

189 203 

Inlet gas flow [kg/h] 10.0 10.0 

Escaped gas [kg/h] 7.70 7.70 

Vent gas [kg/h] 0.85 0.91 

Captured gas [kg/h] 1.40 1.40 

 

As can be seen from Table 4, a large part of the feed gas 

leaves the absorber as escaped gas, which suggests need 

for improvement of the experimental set-up.  

4.2 Simulation results 

The process simulation is validated against the 

experimental results, and the validated model is further 

improved to get a higher recovery of ethylene and 

propylene in the captured gas. 

4.2.1 Validation of model 

Table 5 shows the simulated and the experimental flow 

rates of the captured and escaped gas. The simulated 

flow rates of the captured gas are higher than the 

experimental results, whereas the escaped gas flow rates 

are higher in the experiments than in the simulations. 

This can be due to more ideal and stable operation 

conditions in the simulations.  

     Figure 6 shows a comparison of the simulated and 

experimental composition of the captured gas. Some 

deviations between the computational and experimental 

results are observed. The experimental mole fraction of 

ethyelene are significantly higher than the simulated 

mole fraction, whereas the experimental mole fractions 

for propylene, CO2 and CO are slightly lower than in the 

simulations. The reason may be variations in the feed of 

silver nitrate to the absorber. The deviations can also be 

explained by the tray efficiency, which had to be 

adjusted in the software in order to the obtain 

convergence. 

     In Table 6, the recovery of the different components 
in the captured gas is presented. The recovery of 

ethylene and propylene is significantly higher than in the 

experiments, which is beneficial for the extraction 

process. However, the process simulation also gives a 

significantly higher absorption of the unwanted 

components CO and CO2. 

     Table 5. Mass flow rates for the process streams.  

 Flow rate capured 

gas [kg/h] 

Flow rate escaped 

gas [kg/h] 

Exp. 1 1.4 7.7 

Exp. 2 1.4 7.7 

Sim. 1 1.8 5.8 

Sim. 2 1.7 5.8 

 

 

Figure 6. Comparison of simulated and experimental 

composition of captured gas. 

Table 6. Simulated mole % recovery of each component 

in the captured gas. 

 CO2 CO N2 C2H4 C3H6 

Sim. 1 19.9 3.32 0.01 33.9 42.0 

Sim. 2 22.0 3.92 0.01 34.2 41.2 

 

Figure 7 shows the comparison of the composition of 

the escaped gas. There are only small deviations 

between the experiments and the simulations. The 

escaped gas contains about 60 mole% nitrogen, but it 

also contains about 20% ethylene and 12% propylene in 

addition to the CO and CO2. This means that there is a 

large potential to recover more of the ethylene and 

propylene.  

 

 

Figure 7. Comparison of simulated and experimental 

composition of escaped gas. 

The simulated loss of each component through the 

escaped gas are presented in Table 7. The loss is defined 
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as the mole % of the components in the feed leaving the 

absorber in the outlet gas. As can be seen from the table, 

more than half of the ethylene and propylene are lost in 

the outlet gas stream from the absorber. 

Table 7. Simulated loss (in mole % of the feed) of the 

components through the escaped gas. 

 CO2 CO N2 C2H4 C3H6 

Sim. 1 50.7 60.8 63.4 52.8 52.2 

Sim. 2 50.6 60.7 63.2 52.9 52.3 

4.2.2 Improvement of the simulation model 

In order to absorb all the ethyelene and propylene using 

the silver nitrate solution in the absorber, it is necessary 

to change parameters that affect the escaped gas quantity 

and quality. It is important here to look at the number of 

trays and the tray efficiency in the absorber. The number 

of trays are therefore increased from 1 to 5, and the tray 

efficiency are increased from 0.5 to 0.7. The actual tray 

efficiency depends on the flow rate of the feed gas and 

the absorbent. By increasing both these parameters in 

the absorber, almost all ethylene and propylene are 

solved in the silver nitrate solution. Packed absorbers are 

most efficient and have been used both for the validation 

and the improvement of the model.  

     The separation in the first distillation tower (Tower-

102), depends very much on the pressure. By specifying 

the pressure in the first distillation tower to 750 kPa, a 

significant amount of N2 and a small amount of CO is 

leaving in the vent gas, and the bottom product of the 

tower consists mainly of the silver nitrate solution, 

ethyelene and propylene in addition to some CO and 

CO2. The second distillation tower (Tower-103) can be 

operated at the same pressure (61.3 kPa) as in the base 

case. The number of trays is kept at 3 in the first 

distillation tower and are increased from 1 to 2 in the 

second tower. The tray efficiency in both the distillation 

towers is 0.6, and the reflux ratio is set to 0.3. The 

simulation of the improved model was run with a mass 

flow rate of 234 kg/h for the lean silver nitrate solution. 

The improved model gave a mass flow rate of 2.54 kg/h 

for the outlet gas from the absorber, 2.2 kg/h for the vent 

gas from the second distillation tower and 5.27 kg/h for 

the captured gas. This is a significant improvement 

compared to the experimental results and the results 

from the base case simulations.  

     Figure 8 shows the gas composition in the captured 

gas. About 2 kg of ethylene and 2 kg/h of propylene are 

recovered, which means a recovery of nearly 100%.  

However, at the same time, the recovery of CO, CO2 and 

nitrogen has also increased, which is not beneficial. A 

further improvement of the process is therefore needed 

as CO and CO2 are considered as poisons for the 

polymerization process, and it is crucial to minimize the 

content of those components in the purified gas. One 

solution is to change the temperature and pressure both 

in the absorber and the distillation towers. Increasing the 

temperature in the absorber, may reduce the absorption 

of CO and CO2, but it will also reduce the recovery of 

ethylene and propylene. Reducing the pressure in the 

distillation towers will release more of captured CO, 

CO2 and N2 to the vent gas. The content of CO and CO2 

has to be reduced to very low values, and a recovery of 

ethyelene and propylene in the range of 50-70% may 

therefore be acceptable.  

 

 

Figure 8. Comparison of the composition in the captured 

gas.  

5 Conclusion 

In order to extract ethylene and propylene from the 

plastic waste pyrolysis process, absorption process 

using silver nitrate solution as absorbent was selected as 

a promising technic. A lab scale set-up was built and 

experimental tests were performed to study the 

suitability of silver nitrate solution for extracting the 

hydrocarbons from the pollutants.  

     Aspen HYSYSV10 with the property package 

Electrolyte NRTL was used to model and simulate the 

absorption process. The model was validated against 

experimental data. The results from the simulations 

agreed well with the experimental data in terms of the 

mole fractions and the flow rates of captured gas. The 

validated model was further used to improve the 

separation process and increase the recovery of ethylene 

and propylene. The results from the improved process 

show that the amount of ethylene and propylene in the 

product gas increased significantly. In the experimental 

study, only 25% of ethylene and propylene in the feed 

was captured, whereas the simulation of the improved 

process increased the recovery of the monomers to 99%. 

The product gas contains a relatively high amount of CO 

and CO2. The catalytic polymerization process will be 

poisoned or deactivated if CO and CO2 are present in the 

monomer feed gas, and it is crucial to reduce the 

concentration of these components below acceptable 

levels. The process simulation model has to be improved 

to obtain the low limits for CO2 and CO.  
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Abstract 
 

Condensation in raw biogas during compression is a 

problem because the CO2, water and H2S in the liquid 

phase is very corrosive.  Raw biogas typically contains 

60 mol-% methane, 40 mol-% CO2, is saturated with 

water and may contain contaminants as H2S.  In case of 

H2S, it is of interest whether it has influence on the dew 

point (condensation) temperature.  The aim of this work 

is to calculate the dew point under different conditions 

using different equilibrium models.  Phase envelopes 

showing the two-phase area are also calculated.  There 

is traditionally only one constant binary parameter for 

each component pair in standard models like Peng-

Robinson (PR) and Soave-Redlich-Kwong (SRK).  In 

the process simulation tools Aspen HYSYS and Aspen 

Plus, the binary parameter for water/CO2 and water/H2S 

can be made temperature dependent.  For dry mixtures 

of methane and CO2 with up to 1 mol-% H2S (a high 

value for biogas), the different models gave similar 

results.  When the H2S increased from 0 to 1 mol-%, the 

dew point temperature increased with typically 1.0 K.  

When water was included, the amount of calculated H2S 

dissolved in water varied considerably with the model 

and on the selected binary parameter for water/H2S.  For 

biogas simulation, it is recommended to select a binary 

parameter (fitted to -0.036 at 25 ºC for PR) that fits the 

experimental data for H2S solubility in water.    

 

Keywords: CO2, methane, water, biogas, phase 
envelope, Aspen HYSYS, Aspen Plus 

1 Introduction 

 

Condensation in biogas containing water and H2S 

during compression is a challenge because the CO2, 

water and H2S in the liquid phase is very corrosive.  Raw 

biogas typically contains 60 mol-% methane, 40 mol-% 

CO2, is saturated with water and may contain 

contaminants as H2S.  Under compression up to 300 bar, 

it is a question whether condensation (mostly water) will 

occur.  When the biogas contains H2S, it is of interest 

whether it has influence on the dew point temperature.  

It is also of interest how much H2S will condense in the 

liquid phase. 

This work is a continuation of the work from Øi and 

Hovland (2018) and Bråthen et al. (2019) which did not 

consider H2S. 

Traditionally, gas mixture properties of methane, 

CO2, H2S and water are calculated in a process 

simulation program with standard models like PR (Peng 

and Robinson, 1976) and SRK (Soave, 1972).  There is 

traditionally only one constant binary parameter for 

each component pair.  In the process simulation tools 

Aspen HYSYS and Aspen Plus, the binary parameter for 

water/CO2 and water/H2S can be made temperature 

dependent.  Other models are also available in Aspen 

HYSYS and Aspen Plus.  Properties of mixtures of the 

biogas components have been studied extensively in 

natural gas processing where the methane concentration 

is very high.  The same components have also been 

studied in the development of CO2 injection into 

different hydrocarbon reservoirs (Ziabakhsh-Ganji and 

Kooi, 2012).  There have been found few articles about 

process simulation of biogas (Tan et al., 2017; Pellegrini 

et al., 2015; Ahmad et al., 2018), but these are not 

considering H2S.  

When using fitted binary parameters (kij parameters) 

these models simulate the gas phase and the 

condensation point reasonably accurately (within a few 

degrees) at least below the critical point which is 46 bar 

for methane and 74 bar for CO2 (Øi and Hovland 2018;  

Bråthen et al., 2019).   

Studies of models for vapour/liquid equilibrium in 

the methane/CO2/water-system have been performed by 

Jarne (2004) Austegard et al. (2006), Privat and Jaubert 

(2014), Al Ghafri et al. (2014), Legoix et al. (2017) and  

Bråthen et al. (2019).  Only Privat and Jaubert (2014) 

included H2S in the study.  Austegard et al. (2006) 

concluded that a simple equation of state like SRK is 

satisfactory to describe the vapour phase, but more 

complex models are necessary to describe the liquid 

phase.  

Several authors have studied models for the system 

CO2/water (Spycher et al., 2003; Longhi, 2005; Aasen 

et al., 2017).  Bråthen et al. (2019) concluded that PR 

and SRK with a standard kij value were able to simulate 

this system satisfactory, at least for the vapour phase up 

to the critical point (40-70 bar). 

References for CH4/CO2/water including H2S are 
Søreide and Whitson (1992) and Li et al. (2014).  

Søreide and Whitson calculated kij values fitted to 
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measured vapour phase compositions and different 

values fitted to liquid phase compositions. 

There has been published work including H2S using 

more advanced thermodynamic models in e.g. 

predictive PR (Privat et al., 2008), SAFT-VR (Perez et 

al., 2017).  In this work, the emphasis is on the standard 

PR and SRK methods available in the process 

simulation programs Aspen HYSYS and Aspen Plus.    

The aim of this work is to calculate the dew point or 

condensation of biogas containing H2S under different 

conditions with varied temperature, pressure and gas 

composition and using different equilibrium models. 

 

2 Simulation Programs and Models  

 

Øi and Hovland (2018) and Bråthen et al. (2019) 

simulated dry biogas (CH4 and CO2) and mixtures also 

containing water using the process simulation programs 

Aspen HYSYS and Aspen Plus.  The equilibrium 

models SRK (Soave, 1972), PR (Peng and Robinson, 

1976) and also other models were used. 

The reason why the simple models PR and SRK are 

selected, is that the models and fitted binary parameters 

are usually available in different process simulation 

programs.  Other commercial process simulation 

programs are ProMax, ChemCad, and ProTreat. 

In Aspen HYSYS and Aspen Plus the PR and SRK 

models have only one adjustable parameter for each 

binary component pair, but for some components, and 

especially water/CO2 and water/H2S, this parameter 

may be temperature dependent. 

Equations for the SRK equation of state are shown 

in (1) to (8) from Aspen HYSYS Version 10.  Aspen 

HYSYS and Aspen Plus Version 10 were used in the 

simulations. More details are discussed in Bråthen et al. 

(2019). 

 

𝑝 =
𝑅𝑇

𝑣−𝑏
− 𝑎

𝑣(𝑣+𝑏)
                             (1) 

𝑏 = ∑ 𝑥𝑖𝑏𝑖                                                  
𝑁
𝑖=1 (2) 

 𝑏𝑖 =
0,08664𝑅𝑇𝐶

𝑝𝑐
                                               (3) 

𝑎 = ∑ ∑ 𝑥𝑖𝑥𝑗(𝑎𝑖𝑎𝑗)
0,5

(1 − 𝑘𝑖𝑗)   𝑁
𝑗=1   𝑁

𝑖=1 (4) 

                𝑎𝑖 = 𝑎𝑐𝑖𝛼𝑖                                                        (5) 

     𝑎𝑐𝑖 =
0,42748𝑅2𝑇𝑐

2

𝑝𝑐
                                            (6) 

𝛼𝑖 = [1 + 𝑚𝑖 (1 − 𝑇𝑟

1
2⁄

)]
2

                         (7) 

𝑚𝑖 = 0,48 + 1,574𝜔𝑖 − 0,176𝜔𝑖
2            (8) 

 

 

P, T, v and R are the pressure, temperature, molar 

volume and the universal gas constant. Tc is the critical 

temperature, ω is the acentric factor and Tr is the 

reduced temperature (the ratio between T and Tc).  The 

binary interaction parameter kij (= kji) is a constant for a 

binary component pair and xi is the mole fraction for 

component i.  In the PR equation, equation 1, 3, 6 and 8 

are replaced by equation 9, 10, 11 and 12.  

  

𝑝 =
𝑅𝑇

𝑣−𝑏
− 𝑎

𝑣(𝑣+𝑏)+𝑏(𝑣−𝑏)
                           (9) 

  𝑏𝑖 =
0,077796𝑅𝑇𝐶

𝑝𝑐
                                                        (10) 

                𝑎𝑐𝑖 =
0,457235𝑅2𝑇𝑐

2

𝑝𝑐
                                                    (11) 

 

𝑚𝑖 = 0,37464 + 1,54226𝜔𝑖 − 0,26992𝜔𝑖
2    (12) 

 

 

The binary parameter kij is normally a constant for 

each binary pair.  When utilizing the default kij values in 

Aspen HYSYS and Aspen Plus, the kij values are 

constant for all component pairs except for water/CO2 

and water/H2S where it is a temperature dependent 

function.  Different optimized values for the kij values 

can be found because the parameters may be optimized 

for different conditions, e.g., for accurate prediction of 

either the gas phase or the condensate phase.  For the 

calculation of dew points, it is reasonable to use binary 

interaction coefficients optimized for the gas phase 

(Bråthen et al., 2019).  

The PR and SRK versions used in Aspen Plus are 

equal to the Aspen HYSYS versions shown in (1) to 

(12), except that some of the numerical values are 

slightly different. Especially the coefficients in the mi 

expressions (8) and (12) are slightly different. 

The parameters in (1) to (12) may be slightly 

different in different process simulation programs.  The 

alfa (αi) parameter in equation (7) can be calculated 

differently.  In the PR-Twu and SRK-Twu models the αi 

parameter is calculated in a different way (Twu et al., 

1991). 

Some references to suggest a kij value for water/CO2 

close to 0.19 are Ziabakshsh-Ganji and Kooi (2012), Li 

et al. (2014) and Bråthen et al. (2019).  Some 

recommends different kij values dependent on emphasis 

on the vapour or liquid phase (Austegard et al., 2006). 

Some values for water/H2S from literature are 0.17 and 

-0.02 optimized for the liquid and vapour phase, 

respectively (Søreide and Whitson, 1992).  A value of 

0.105 has been fitted to the binary mixture of water and 

H2S (Li et al., 2014; Ziabakshsh-Ganji and Kooi, 2012). 
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3  Process Description and 

Simulation Specifications 

3.1 Process description of raw biogas 

compression  

 

Figure 1. A traditional raw biogas compression process 

 

The principle for a traditional raw biogas compression 

process is shown in Figure 1. 

The actual process is discussed in more detail in 

Hovland (2017), Øi and Hovland (2018) and Bråthen et 

al. (2019).  Hovland (2017) has suggested to compress 

the gas to a high pressure, typically above 100 bar, and 

transport it to a facility for upgrading to biomethane 

(almost pure methane).   

As mentioned in Øi and Hovland (2018) and Bråthen 

et al. (2019), condensation during compression is 

regarded to be a problem, and should be avoided.   

 

 

3.2 Simulation specifications 

 

In earlier work, process simulations have been 

performed for different conditions relevant for biogas 

production as in Øi and Hovland (2018) and Bråthen et 

al. (2019).  The models PR, SRK, TST, PR-Twu and 

SRK-Twu were used.  For all the conditions, 

calculations with the default parameters (especially the 

kij for water/CO2) were used.  Simulations with other kij 

values have also been performed.  Phase envelopes 

showing the dew and bubble point curve for a 

temperature and pressure range have been calculated.  In 

the dry gas cases, the HYSYS 2-phase option was 

selected for phase envelope calculations.  In the cases 

including water and H2S, the ComThermo 3-phase 

option was selected. 

As a verification, calculations with Aspen Plus and  

the Stryjek-Vera (1986) model were performed.  In 

Aspen Plus the Peng-Robinson and RKSoave models 

were selected.  The B and D cases are referring to Øi and 

Hovland (2018) and simulated in Bråthen et al. (2019). 

In earlier simulations (Case B) dry biogas with 40 

mol-% methane and 60 mol-% CO2 starts at 37 °C and 

1 bar, is cooled to 10 °C and is compressed to 64 bar.  In 

this work, 1 mol-% H2S is added, and the mol-% 

methane is reduced to 39. 

In earlier simulations (Case D), 59.9 kmol/h 

methane, 40 kmol/h CO2 and 0.1 kmol/h water is mixed 

at 37 ºC and 1 bar, cooled to 10 °C, and then compressed 

to 64 bar.  In this work, 1 mol-% H2S is added, and the 

mol-% methane is reduced to 58.9. 

 

 

4 Process Simulation, Results and 

Discussion 

4.1 Simulation of dry methane/CO2 mixture 

including H2S (Case B) 

 

An Aspen HYSYS flow-sheet model of the process for 

the base case simulation is presented in Figure 2. 

 

Figure 2. Aspen HYSYS flow-sheet for compression and 

cooling 

 

In earlier calculations without H2S, Case B was of 

interest because a 40 % methane and 60 % CO2 has a 

dew point close to 0 °C.  Earlier evaluations from Øi and 

Hovland (2018) and Bråthen et al. (2019) have shown 

that below 60 mol-% CO2, no condensation should 

appear if the temperature is kept above -3 °C. 

 

Table 1. Dew point at 64 bar, cricondenterm and 

cricondenbar for a mixture of 39 mol-% methane, 60 mol-

% CO2 and 1 mol-% H2S (Case B)  

Model TDEW TCRIC (ºC) PCRIC (bar) 

PR Hysys -4.4 -0.5 89.5 

SRK Hysys -4.3 -0.2 88.4 

TST Hysys -2,3 -1.3 82.6 

PR-Twu Hysys -5,3 -1.5 90.0 

SRK-Twu Hysys -4,8 -0,7 90.5 

PR Aspen Plus -4.3 -0.7 88.1 

SRK Aspen Plus -1.8 2.1 82.8 

 

The results in Table 1 are similar to the results from 

Øi and Hovland (2018) and Bråthen et al. (2019).  The 

results in Aspen HYSYS and Aspen Plus are not 

identical due to slightly different model parameters.  

The dew points are typically 1 K and for all the cases 

less than 3 K higher than the calculations for mixtures 

without H2S.  These deviations are slightly less than the 

deviation in calculated dew point between different 

models used. 
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Also when H2S is included, the calculated 

cricondenterms with different models have a maximum 

deviation of less than 2 K.  It is concluded that the results 

can be expected to be fairly accurate for all the models 

evaluated.  Even with 1 mol-% H2S, no condensation 

will appear above 0 °C in a dry biogas with more than 

40 mole-% CH4.  This was also the conclusion without 

H2S from Hovland (2017), Øi and Hovland (2018) and  

Bråthen et al. (2019). 

The phase envelope from Aspen HYSYS is shown in 

Figure 3.  The dew point curve is to the right.  The point 

with the highest temperature is the cricondenterm.  The 

point with the highest pressure is the cricondenbar.  In 

the critical point for the mixture, the compositions in 

both phases are equal. 

The phase envelope in Figure 3 is very close to the 

phase envelope in Bråthen et al. (2019) which was 

calculated without H2S.  This is the same comparison as 

the comparison of Table 1 which was also compared 

with simulations without H2S. Even in the region close 

to the critical point and at the maximum pressure, the 

deviation in temperature seems to be less than 2 K.   

These simulations indicate that the calculated dew 

points and phase envelopes for dry biogas including up 

to 1 mol-% H2S are reasonably accurate for all the 

models tested. 

 

 

Figure 3. Phase envelope, Peng-Robinson, CH4=0.39, 

CO2=0.6, H2S=0.01. PR with default kij values. 

 

4.2 Simulation of compression of a raw 

biogas including water and H2S, Case D 

The process (Case D) was simulated with water and H2S 

included.  The simulations are similar to the simulations 

in Bråthen et al. (2019) and in this work 1 mol-% H2S is 

added and the mole fraction of methane is reduced 

correspondingly.  The results are shown in Table 2. 

Table 2.  Dew point at 64 bar, cricondenterm and 

pressure at cricondenterm for a mixture of 58.9 mol% 

CH4, 40 mol% CO2, 1 mol% H2S, 0.1 mol% water, CaseD 

 

Model 

TDEW 

(ºC) 

TCRIC 

(°C) 

PCRIC 

(bar) 

XH2S 

PR 26.3 -21.1 83.9 0.00062 

SRK 26.7 -20.7 83.1 0.00058 

PR(kij=0.105) 26.4 -21.1 83.9 0.000067 

PR(kij=0.105) 

kH2O/CO2=0.19 
29.5 -21.1 83.9 0.000063 

PRSV 27.0 -22.0 83.5 0.000091 

TST+kij 28.6 -18.1 80.6 0.00062 

PRTwu+kij 28.4 -22.1 83.6 0.00061 

SRKTwu+kij 28.6 -21.5 84.2 0.00058 

 

 

In the work of Bråthen et al. (2019) other models 

were also used.  The deviation between the models were 

small.  The dew point temperatures in Table 2 were also 

calculated in Aspen Plus (Bråthen et al., 2019) in 

simulations without H2S with other models like PR and 

SRK.  The results were very close to the results using 

Aspen HYSYS. When using PR and SRK in Aspen Plus 

the results were identical in the two programs. There 

were deviations of up to 7 K between the dew point 

temperature dependent on kij values. 

The calculated cricondenterm values in Table 2 are 

very much lower than the values in Bråthen et al. (2019).  

This is probably because the values in this work were 

calculated without taking water into account. To 

evaluate the actual cricondenterm values, it is 

recommended to analyse the phase envelope in Figure 

4 with the similar phase envelope in Bråthen et al. 

(2019).  The dew point curves to the right in the figures 

are similar, and that is most relevant in this evaluation. 

  

 

4.3. Fitting of binary parameter for 

water/H2S based on literature data. 

 
In (Bråthen et al., 2019) the binary parameter (kij) for 

water/CO2 was varied to give a good fit to experimental 

dew point data for typical biogas compositions.  For 

mixtures with a methane/CO2 mole fraction ratio of 

50/50 and 70/30, an average value of 0.19 was 

calculated.  This was recommended (Bråthen et al., 

2019) to use for calculating dew points in biogas 

mixtures. 

When adding up to 1 mol-% H2S to a biogas mixture, 

the results in this work indicate that the dew point 

temperature is influenced to a low degree by varying the 

binary parameters (kij for water/H2S).  The solubility of 

H2S in water is however considerably influenced by the 

kij for water/H2S. 
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In Table 2, the models giving similar H2S solubility, 

gave a ratio of the partial pressure of H2S (= 0.64 bar) 

and mole fraction H2S between 1030 and 1100 bar.  This 

can be seen as a Henry’s constant, but at the pressure of 

64 bar, the gas is not ideal, so as a Henry’s constant, it 

is inaccurate.  In Chapoy et al. (2005) similar ratios at 

25 °C can be calculated to values between 540 and 550 

bar (approximately the H2S Henry’s constant) at total 

pressure between 5 and 7 bar in a water/H2S system.  

The Henrys constant at 25 °C from NIST (2020) is 560 

bar (0.10 mol/(kg.bar)).   

To compare calculated Henry’s constants with 

literature data, simulations with 1 mol-% H2S and 99 

mol-% water were performed.  At 25 ºC, the ratio was 

calculated to 670 bar with kij = -0.034 (default) and to 

6300 bar with kij = 0.106.  This indicates that the default 

kij give a Henry’s constant close to literature data at a 

low pressure.  Using a kij value of 0.106 which is cited 

in some literature sources (Chapoy et al., 2005; Li et al., 

2014) will give a wrong H2S solubility by an order of 

magnitude.   

 The kij for the water/H2S binary was adjusted to fit 

the Henry’s constant (547 bar) at 25 ºC and the result 

was –0.036.  When using the PR and SRK models in 

Aspen HYSYS and Aspen Plus, the default temperature 

dependent kij values give so reasonable results that it is 

not recommended to change the default kij values.   

 

4.4. Phase envelope calculations 

 
The phase envelope for PR, kij=0.19 for water/CO2 and 

default kij for water/H2S, is shown in Figure 4. 

Figure 4. Phase envelope for PR model, 58,9 mol% 

CH4, 40 mol% CO2, 1 mol% H2S, 0.1 mol% water: kij 
=0.19 for water/CO2, kij = default for water/H2S 

The phase envelope in Figure 4 can be compared to 

a similar phase envelope from Bråthen et al. (2019) 

without H2S included.  The dew point line to the right in 

the figure deviate with less than about 2 K for the whole 

pressure range, compared to the figure without H2S from 

2019. This gives the conclusion that the inclusion of H2S 

only slightly influence the dew point temperature 

calculations.  Figure 4 shows however that there are 

some additional curves to the left in the figure.  These 

are however at temperatures below 0 ºC.  In a raw biogas 

mixture, temperatures below 0 °C would give the risk of 

ice formation and hydrate formation.  The temperature 

range below 0 ºC is not evaluated in this work.   

In general, it is expected that the uncertainty in dew 

point calculations increases when the pressure increases 

and the mixture is close to the critical point which is 

about 70 bar (Øi and Hovland, 2018; Bråthen et al., 

2019).  The range with an uncertainty less than 4 K in 

calculated dew point with PR or SRK with one constant 

kij value (0.19) is for the range of temperatures 0-40 ºC, 

pressures up to 70 bar and CH4 concentration above 30 

mol-%.  This uncertainty is not significantly increased 

by a H2S content up to 1 mol-%. 

 

5  Conclusion 

Specified mixtures of raw biogas with and without water 

have been simulated at different temperatures and 

pressures.  The effect of adding up to 1 mol-% H2S to 

the mixtures have been evaluated.  Dew points have 

been calculated with different models and with different 

binary parameters.  For some conditions, phase 

envelopes have been calculated and different models 

have been compared.  

For mixtures of methane and CO2 with up to 1 mol-

% H2S (a high value for biogas), the different models 

gave similar results.  Under normal ambient 

temperatures (above 0 °C), a mixture with more than 40 

mol-% methane will not give any condensation.  When 

the H2S increased from 0 to 1 mol-%, the dew point 

temperature increased with typically 1.0 K.  A phase 

envelope for biogas with 1 mol-% H2S is only slightly 

different from an earlier calculated phase envelope for 

biogas without H2S. 

When raw biogas is cooled or compressed, water will 

condense first. Some H2S will dissolve in the water, and 

the amount of calculated H2S dissolved in water varied 

significantly with the model and on the selected binary 

parameter for water/H2S.  Using the Peng-Robinson 

model with binary coefficients fitted to H2S solubility 

either in the vapor or the liquid phase, gave results for 

the H2S solubility in water with a factor of 10 in 

difference.  For biogas simulation, it is recommended to 

select a binary parameter (fitted to -0.036 at 25 ºC for 

PR) that fits experimental data for H2S solubility in 

water. 
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Abstract
This study intends to develop a simple mathematical
model that contributes to the integration of Microbial
Electrosynthesis (MES) in AD to reduce CO2 to CH4.
Open-source modelling language Modelica was used to
build the model. The MES internal resistances are
important parameters for the model and an
Electrochemical Impedance Spectroscopy (EIS)
experiment was employed to estimate the resistances
and distinguish the contribution from each resistance
element. The model preliminary simulations show that
it is possible to determine the voltage required to keep
the potential difference across the cathode biofilm
within optimal conditions. The system is sensitive to
effects of biofilm development on electron transfer at
both electrodes, which implies effects on the electrons
from anode to cathode (i.e. electric current). The model
will be a useful tool for extrapolating experimental
results and to enhance our understanding of MES.

Keywords: microbial electrosynthesis, bio-methane,
CO2 reduction, Modelica

1 Introduction
Microbial electrosynthesis is a novel technology for
chemical synthesis of desired product through chemical
reaction catalysed by microorganisms and powered by
electric energy (Rabaey and Rozendal, 2010). MES
occurs in microbial electrolysis cell. The working
electrode (WE) of the microbial electrolysis cell is in
general the cathode at which the reduction half reaction
is controlled by the potential to achieve the desired
product.

Recently, MES for biogas upgrading (Nelabhotla and
Dinamarca, 2018) by CO2 (carbon dioxide) reduction to
CH4 (methane) has received attention. A typical biogas
reactor (anaerobic digester; AD) produces biogas
containing 50-70 % CH4 and 30-50 % CO2, implying
low calorific value (Angelidaki et al., 2018). Biogas
upgrading by MES should preferably use electricity
from renewable sources and may thereby also serve as a
way of storing renewable surplus electricity as CH4

(Geppert et al., 2016). Other valuable chemical products 
from CO2 may also be obtained by adjusting the MES 
cathode potential (Schievano et al., 2019). 

The conversion of CO2 to CH4 occurs at the cathode 
through direct electron transfer (Table 1, eq. (1)) or 
indirectly via production of intermediates. The 
conversion of CO2 to CH4 with intermediate production 
of hydrogen (H2) follows two steps: protons reduction 
to H2 (Table 1, eq. (2.1)) and then the produced H2 is 
used as electron donor for biological CO2 reduction to 
CH4 (Table 1, eq. (2.2)). CH4 production is also possible 
from acetate (CH3COO-) produced bio-
electrochemically via CO2 reduction. 

Table 1. Chemical reactions at cathode with standard 
potential (S.P.) [4] vs. Normal Hydrogen Electrode 
(NHE) 

Reactions at cathode S.P.[V]  

𝐶𝑂ଶ + 8𝐻ା + 8𝑒ି → 𝐶𝐻ସ + 2𝐻ଶ𝑂 -0.24  (1) 

8𝐻ା + 8𝑒ି →  4𝐻ଶ -0.41  (2.1) 

𝐶𝑂ଶ + 4𝐻ଶ →  𝐶𝐻ସ + 2𝐻ଶ𝑂  (2.2) 

The standard potential of CH4 production via direct 
electron transfer (- 0.24V vs. NHE) is lower than that of 
an indirect electron transfer (- 0.41V vs. NHE) 
(Table 1), implying that direct electron transfer is the 
more energy efficient path. The cathode potential also 
influences current (electron flow) and hence the CH4 
production rate (Geppert et al., 2016) and is the key 
parameter that determines mechanism of electron 
transfer. 

The protons (H+) and electrons (e) needed for the 
reduction reaction at the cathode are generated at the 
anode, such as by oxidizing water eq. (3) or easily 
degradable short-chain volatile fatty acid (VFA) such as 
acetate eq. (4). Oxidation of these components may 
have some downsides. Thus, other possible oxidation 
reactions, e.g., ammonium oxidation (Sivalingam et al., 
2020), may be relevant.  

2𝐻ଶ𝑂 → 4𝐻ା + 𝑂ଶ + 4𝑒ି  0.82 V vs. NHE (3) 
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𝐶𝐻ଷ𝐶𝑂𝑂ି𝐻ା + 2𝐻ଶ𝑂 → 2𝐶𝑂ଶ + 8𝐻ା + 8𝑒ି 

-0.28 V vs. NHE  (4) 
The minimum voltage required to bring about 

electrolysis can be estimated from the standard 
reduction potentials of desired reaction and is called 
thermodynamic cell voltage eq. (5). 

𝐸𝑐𝑒𝑙𝑙
0 = 𝐸𝑐𝑎𝑡ℎ

0 − 𝐸𝑎𝑛𝑜𝑑
0  (5) 

However, the applied cell voltage consists of not only 
the thermodynamically calculated cell voltage, but also 
internal energy losses or over-potentials. These internal 
losses originate from three sources; activation over-
potential (ηact, related to the rates of electrode reaction), 
concentration over-potential (ηconc, related to mass 
transfer limitations of chemical species transported to or 
from the electrode), ohmic over-potential (ηohm ,related 
to the resistance to the flow of ions in the electrolyte and 
to the flow of electrons through the electrode material) 
(Picioreanu et al., 2007). The activation and 
concentration over-potentials incur separately both at 
cathode and anode, see eq. (6). 

𝑉𝑐𝑒𝑙𝑙 = ൫𝐸𝑐𝑎𝑡ℎ
0 − 𝜂

𝐶,𝑎𝑐𝑡
− 𝜂

𝐶,𝑐𝑜𝑛
) − (𝐸

𝑎𝑛𝑜𝑑
0 − 𝜂

𝐴,𝑎𝑐𝑡
−

𝜂
𝐴,𝑐𝑜𝑛𝑐

൯ − 𝜂
𝑜ℎ𝑚

                                                         (6) 

1.1 Electrochemical Impedance 
Spectroscopy and Equivalent 
Electrical Circuit  

The electrochemical balance eq. (6) expressed as the 
potential drops at each electrode are influenced by the 
resistances to the bioelectrochemical reactions and 
electrochemical processes in MES. These resistances 
can be converted into an Equivalent Electrical Circuit 
(EEC) (Jiya et al., 2018). Figure 1 shows a typical EEC 
of an electrode, where C is the capacitance of the 
electrical double layer (between the electrode and the 
electrolyte solution), Rp represents charge transfer 
resistance originating from MES reactions (related to 
the activation energy of the electrodes) and R represents 
resistance by the electrolyte solution. The 
electrochemical impedance spectroscopy (EIS) has been 
used to characterize electrochemical system by means 
of EECs (Wagner, 2002). 

 

Figure 1: Classical equivalent circuit of a double layer 
capacitor showing its three basic characteristics: The 
internal resistance (R), its Capacitance (C), and self-
discharge resistance (Rp) (Jiya et al., 2018). 

EIS characterizes the response of an electrical circuit 
to alternative current (AC) or voltage. For a certain 
amplitude and frequency of applied AC signal, the 

circuit responds with a particular amplitude of
alternating current at the same frequency. This response
is quantified as impedance based on Ohm's law (E = I Z,
where E and I are AC voltage and current respectively
and Z is the impedance). The impedance depends on the
frequency of the applied signal (voltage) and the time
shift (or phase shift) between the input and output
signals.

This technique can be applied to electrochemical
cells (in this case MES). An AC signal is applied to the
cell and the corresponding response (the impedance)
depicts the resistance to charge flow. The charge flow
depends on the bio electrochemical reactions and
processes in the cell. The different frequencies of the
applied AC voltage can distinguish the different
processes that have different time scales. The lower
frequencies are corresponding to the slow processes
such as diffusion and slow electrochemical reactions.
The higher frequencies are corresponding to the faster
processes. At higher frequencies we can approximate
the impedance due to the flow of ions in the electrolyte
(i.e., the resistance of the electrolyte solution). Then the
impedance response is mainly due to the charge and
discharge of the double layer (capacitance).

The impedance data is generated in the form of a
spectrum typically on a plot called Nyquist plot. The
response impedance Z is composed of a real and
imaginary part. The “Nyquist Plot” represents the real
part on X-axis and the imaginary part on Y-axis. Bode
plot is also another important graph used in EIS analysis
where the absolute values of the frequency response
(i.e., impedance) and the phase-shift are plotted vs the
applied frequency.

The EEC associated with the corresponding spectrum
can be constructed with the amplitude of the circuit
elements using computer aided tools.

1.2 Aims
This study intends to develop a simple mathematical
model that contributes to the integration of MES in AD
to reduce CO2 to CH4. The experimental work on this is
so far limited and will require large efforts to test wide
variety of operational conditions, while mathematical
modelling can extrapolate on such results and enhance
our understanding of MES. In this case, our aim is to
develop a simple model to understand the variation in
resistances in a MES system as the biofilm grow and in
its fully-grown operation. An EIS experiment is
employed to estimate the resistances of the electrolyte
solution and the charge transfer and distinguish the
contribution from each to the MES internal resistance.
The Open-source Modelling language Modelica
(Modelica Association, 2017) is used to build the
simple model. Typical applications of the models as
such also include design of power management systems
from lab.- to full-scale reactor setups, and the biofilm
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resistance values are important to understand the kinetic 
behaviours of bio-electrochemical reactions.  

2 Materials and methods  

2.1 MES reactor and operation  
The present MES experiments were performed in a 
100 mL Borosilicate glass bottle with a 3-ports Teflon 
screw cap. The reactor was operated in a semi-
continuous mode. A carbon nanotube composite (made 
in-house, area ~1 cm2) was used as the cathode. A 
Graphite rod (L: 152 mm × D: 6.15 mm; Alfa Aesar, 
Thermo Fisher GmbH, Karlsruhe, Germany) was used 
as the anode. An Ag/AgCl electrode (+0.209 V vs. SHE; 
3 M NaCl, QVMF2052, ProSense, BB Oosterhout, The 
Netherlands) was used as the reference electrode. The 
electrodes were connected with titanium wire. The 
voltage between cathode and reference was kept 
constant at -0.42 V vs SHE by Potentiostat (Interface 
1000B, Gamry instruments, Pennsylvania, USA) with 
the intention of synthesising CH4.  

The reactor was operated at 35°C and 10 days HRT 
with a fully growth biofilm condition. A synthetic feed 
prepared according to Kenarsari et al. (2020) at a flow 
rate of 10 mL/day was used. Anaerobic digester sludge 
from the local municipal wastewater treatment plant 
(Knarrdalstrand, Porsgrunn, Norway) was used as the 
inoculum. 

2.2 EIS experiment  
The current EIS experiment results were generated by 
running EIS in a cell with a fully-grown biofilm cathode. 
This experiment work was type of “lesson-learned” and 
our first attempt was to estimate the impedance 
associated with the cathode (i.e., WE). We relied on the 
EIS instrument capacity available in our lab at the time 
of the study (We intent to improve the capacity and 
expand our knowledge targeting a pilot scale MES). The 
EIS experiment was performed by using a potentiostat 
(Interface 1000B, Gamry instruments, Pennsylvania, 
USA). The initial frequency was set to 20 kHz, which is 
the maximum limit of interface 1000B and stepped 
down to 0.2 Hz through 10 points/decade ratio. The 
impedance data is generated in the form of a spectrum 
on Nyquist plot and the Bode plot. The two plots were 
used to estimate the electrolyte solution resistance. On 
the Nyquist plot, the intercept of the spectrum with the 
X-axis (real part of the impedance) in the high-
frequency range gives the electrolyte resistance. The 
impedance in the high frequency range and zero phase-
shift was confirmed using Bode plot.  

2.3 Model development  
The equivalent electrical circuit as given in Figure 1 can 
be further simplified depending on the application. 

Though the biofilm can be represented as an impedance 
consisting mainly of both resistance and capacitance, in 
a MES application we will be purely dealing with direct 
current flows. This means that the capacitance does not 
have any significant influence on the electrical 
behaviour of the reactor. Furthermore, we assumed that 
the resistance of the anode (connected to the counter-
electrode, (CE) of the potentiostat) side is negligible 
compared to the resistance of the solution and biofilm 
(for this stage of model development). The electrolyte 
solution itself can be represented by a resistance that 
also does not change over time since the ionic strength 
of the solution will stay almost the same. 

Figure 2 shows the developed model consisting of an 
ideal regulated potentiostat voltage source, including 
sub-models for the development of electrode biofilms 
and solution properties. The model was build using the 
open-source Modelling language Modelica (Modelica 
Association, 2017).  

 
 

 
 

Figure 2: Graphical presentation of potentiostat controlled 
MES for CO2 reduction to CH4 model implemented in 
Modelica. 

3 Result and discussion  
Based on our EIS experiment, we could estimate the 
electrolyte solution resistance at the cathode side as 
60  by observing the Nyquist plot and the Bode plot. 
Our estimation is based on the frequency response of the 
highest frequency we could reach with our EIS 
instrument capacity and the frequency response at zero 
phase shift. The highest frequency was 20 kHz.  
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Figure 3: Simulation results for biofilm growth over time in seconds (in reality the growth happened over 21 days). 

3.1 Simulation result  
The model presented in Figure 2 is used to verify if the 
voltage level between anode and cathode does not 
exceed a certain set value (above which undesirable 
oxidation reactions can occur at the anode or CE) whilst 
still keeping the voltage across the biofilm at the optimal 
value of V_biofilm = -0.42 V at the cathode (WE) for 
CH4 production.  

The resistance between anode and solution is 
neglected for this stage of model development. The 
resistance of the solution (R_solution) itself has been 
experimentally determined to be = 60. Also, from 
measurements obtained from MES experiments, we 
could find that at the beginning of the biofilm growth 
(i.e., abiotic condition), the current flow was 13 µA and 
after the growth period of 21 days the current went up to 
150 µA. Those measurement were taken whilst the 
potential across the biofilm was always kept at a 
constant, (i.e. V_biofilm= -0.42 V). 

According to Ohm’s law this translates to a biofilm 
resistance of about R_biofilm = 32 k at the beginning 
of the growth period and 3 k once the biofilm was 
fully established. 

These values were then used in the simulation model 
in order to determine how high the voltage potential 
between anode and cathode will get when the voltage 
drop across the biofilm is kept constant whilst the 
resistance of the biofilm itself is getting smaller as it is 
growing. 

Figure 3 is showing the simulation results for a 
change of resistance of the biofilm over time. The 

maximum voltage drop in this case does not exceed 
V_biofilm ≤ 0.43 V. So, the model simulations show 
that it is possible to determine the voltage required to 
keep the potential difference across the cathode biofilm 
within optimal conditions. The system is sensitive to 
effects of biofilm development on electron transfer at 
both electrodes, which implies effects on the electric 
current flow in the cell. This is useful for experimental 
design. 

4 Conclusions and future 
development 
 A functional mathematical model for the 

integration of MES in AD to reduce CO2 to CH4 
is developed in Modelica. It is useful in 
extrapolating experimental results and to 
enhance our understanding of MES.  

 The cathode resistance was reduced by a factor 
ten when biofilm was established, compared to 
the clean electrode. This implies an efficient 
electron transfer and utilization in the cathode 
where biofilm develops to reduce CO2 to CH4 

 The simulations show that it is possible to 
determine the voltage required to keep the 
potential difference across the cathode biofilm 
within optimal conditions (e.g. V_biofilm ≤ 
0.43 V for CO2 to CH4 reduction). 

4.1 Further development  
We expect to modify this model to better understand 
impedance variation in the MES system from the abiotic 
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condition (without biofilm), to the fully-grown biofilm 
operation (i.e., steady state). Hence, the model can 
predict the cell voltage (across the WE and CE), whilst 
keeping the optimum potential at the biocathode (or a 
WE) at different stage of MES operation. EIS 
experiments will also be carried out accordingly. 
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Abstract 

Injection of supercritical carbon dioxide (CO2) for 

enhanced oil recovery (EOR), plays a vital role to 

minimize the impact of CO2 emissions. CO2-EOR refers 

to the oil recovery technique where supercritical CO2 is 

injected in the reservoir to stimulate oil production from 

depleted oil fields. CO2-EOR can be used in 

combination with CO2 storage to mitigate the emissions 

levels to the atmosphere. The objective of this paper is 

to perform a computational study of CO2-EOR and 

storage at the Johan Sverdrup field. The study includes 

simulations of oil production using the commercial 

software Rocx in combination with OLGA. Production 

with inflow control devices (ICD) and autonomous 

inflow control valves (AICV) shows that AICVs have 

an oil-to-water ratio of 0.92 compared to 0.39 for ICDs. 

CO2-EOR in combination with well completion with 

AICVs, shows improved oil recovery, low water 

production, and low CO2 reproduction. The simulations 

and calculations performed in this paper indicate that the 

Johan Sverdrup field is highly capable for CO2-EOR and 

storage.  

Keywords:    Increased oil recovery, Johan Sverdrup 

field, CO2 EOR, Inflow control devices, OLGA/Rocx 

simulation  

1 Introduction 

The oil industry uses several different technologies to 

increase the oil recovery from new and existing 

reservoirs. Enhanced Oil Recovery (EOR) can be used 

in new, existing, and also closed wells to increase the oil 

production. A possible method for EOR is injection of 

CO2 as a supercritical fluid. Supercritical CO2 has a 

significantly higher density than CO2 gas, whereas the 

viscosity is about the same for the two phases. The 

positive side effect of injecting CO2 in reservoirs is the 

storage possibilities.  

     Figure 1 shows the expected remaining resources in 

some of the most significant fields on the Norwegian 

continental shelf (NCS). According to the Resource 

report published by the Norwegian Petroleum 

Directorate in 2019, the number of recoverable 
resources as of 31st December 2018, was estimated to be 

15.6 billion standard cubic meters (Sm3) of oil 

equivalent (o.e.), including all the resources previously 

produced (Norwegian Petroleum Directorate, 2019). 

The Johan Sverdrup field started up during the autumn 

2019 and is considered as the most prominent field 

development for the past 20 years. 

 

 

 

Figure 1. Distribution of oil resources and oil reserves in 

the 10 largest oil fields on the Norwegian shelf. 

The improvements developed concerning horizontal 

wells in the last decades have made it possible to use 

long and multilateral wells. Long horizontal and 

multilateral wells are used to obtain maximum reservoir 

contact, which results in better production efficiency. 

Horizontal wells have a frictional pressure drop from the 

toe to the heel. The heel is located where the well bends 

from vertical to horizontal, and the toe is the endpoint of 

the horizontal well. As can be seen in Figure 2, the 

pressure difference between the reservoir and the well is 

significantly higher in the heel (ΔPh) compared to the 

toe (ΔPt). This is called the heel-to-toe effect. The 

pressure difference between reservoir and well is called 

drawdown, and indicates the driving force for 

production.  
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Figure 2. Frictional pressure drop and pressure difference

(Birchenko et al., 2010)

The motivation for combining CO2-EOR and storage

could open possibilities for long term storage capacity

in the future. Increased yield by CO2-EOR and storage

could appear as appealing to customers from an

economic standpoint. Storing CO2 would help towards

Norway's goals of becoming a low carbon society by

2050.

2 Inflow control

This section includes the description of two different

types of inflow control devices.

2.1 Inflow control devices

Different types of inflow control devices are installed as

a part of the well completion to help optimizing the

production by adjusting the flow rate along the wellbore.

The purpose of these devices is to delay the

breakthrough of either gas or water. Delaying the

breakthrough is typically done by reducing the annular

velocity across each section, such as the heel of a

horizontal well. Multiple ICDs are installed with

different diameters in each zone in the well. The

diameter is smallest near the heel since the drawdown in

this area is significantly higher than in the toe section.

By installing ICDs with small diameter in the heel

section, the flow is reduced and becomes equal to the

flow in the toe section. Thus, an even inflow is achieved

from all parts of the well, and early breakthrough of

water or gas in the heel is avoided. Figure 3 shows how

the implementation of ICDs will even out the

breakthrough of gas and water, thus increasing

production from each well.

     The principle of the nozzle ICD is based on the

following equations (Aakre, 2017):
 

            ∆𝑃 =
𝜌𝑣2

2𝐶2
=

𝜌𝑄̇2

2𝐴𝑉𝑎𝑙𝑣𝑒
2 𝐶2

=
8𝜌𝑄̇2

𝜋2𝐷𝑉𝑎𝑙𝑣𝑒
4 𝐶2

                (1) 

                     𝐶 =
𝐶𝐷

√(1−𝛽4)
=

1

√𝐾
                                (2) 

                             𝛽 =
𝐷2

𝐷1
                                        (3) 

ΔP is the pressure drop through the nozzle ICD, ρ is 

the average fluid density, v is fluid velocity through 

the nozzle, 𝐐̇ is the fluid flow rate through the nozzle, 

A is the cross-sectional area of the nozzle, C is the 

flow coefficient, CD is the discharge rate coefficient, 

K is the pressure drop coefficient, and D is the 

diameter of the nozzle. These equations show that the 

nozzle ICD is independent of the fluid viscosity. 

 

Figure 3. Illustration of water and gas breakthrough

without and with ICDs (Halliburton, 2010).

2.2 Autonomous inflow control valves

The autonomous inflow control valve (AICV) can

distinguish between fluids based on fluid viscosity and

density. The principal operating feature of the AICV is

to open for high viscosity fluids and close for low

viscosity fluids. This mechanism is controlled by a

minor pilot flow that flows parallel to the main flow, and

this is shown in Figure 4. The mechanism is described

in detail in (Aakre, 2017; Aakre et al., 2013; Kais et

al., 2016; Aakre et al., 2018).

 

Figure 4. The principle of the AICV (Aakre, 2017). 

When the difference in pressure (P1-P2) is high, as in the 

case of oil, the valve stays in the open position. If the 

pressure difference is low, as in the case of water or gas, 

the valve will return to the closed position. A closed 

valve allows for zoning out different sections along the 

wellbore, thus increasing the recovery of the desired 

fluid. During production, the AICV is designed to have 

approximately 99% of the flow rate in the main flow, 

and when the valve is closed, the minor pilot flow 

represents the total flow rate through the valve (Aakre, 

2017). 

The pressure difference can be expressed based on 

the laminar and turbulent flow elements: 

 

SIMS 61

DOI: 10.3384/ecp20176311 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

312



∆𝑃𝑙𝑎𝑚𝑖𝑛𝑎𝑟 = 𝑓 ∙
𝐿𝜌𝑣2

2𝐷
=

64

𝑅𝑒
∙
𝐿𝜌𝑣2

2𝐷
=

32𝜇𝑣𝐿

𝐷2                  (4) 

 

where f is the laminar friction factor (64/Re), ρ is the 

fluid density, v is the fluid velocity, µ is the fluid 

viscosity, D is the diameter of the laminar flow element, 

and L is the length of the laminar flow element. 

 

∆𝑃𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 = 𝑘 ∙
𝜌𝑣2

2
                                                (5) 

where k is a geometric constant. 

3 Material and methods 

3.1 Simulation tools 

To predict the production of oil and water from a 

reservoir, simulations have been done in OLGA-Rocx. 

The OLGA-Rocx module is a dynamic reservoir model 

designed to model flow rates and pressures near the 

wellbore. OLGA simulates flow rates and pressures 

based on the reservoir model defined in Rocx. The 

simulations are performed over a specified period, and 

changes are registered over time. 

In this study, the conditions from the Johan Sverdrup 

field in the North Sea were used as a basis for the 

simulations. As shown in Figure 5, the Johan Sverdrup 

field is located approximately 150 km west of 

Stavanger, Norway. Most of the data collected for these 

simulations are made public by Equinor. However, 

some values had to be approximated, such as the ratio 

between horizontal and vertical permeability and the 

relative permeability. 

 

 

Figure 5. Geographical location of the Johan Sverdrup 

field (Equinor, ASA, 2020) 

3.1.1 Rocx 

The geometry of the reservoir was modeled in Rocx, and 

is presented in Figure 6. The reservoir is a homogenous 

sandstone reservoir. The geometry for the simulated 
reservoir is 1312.5 m in length, 100 m in width and, 40 

m in height. 21 grid blocks are defined in the x-direction, 

23 grid blocks in the y-direction, and 10 in the z-

direction. The well is located 20 m from the bottom, 

which is indicated by the black circle. The simulated 

reservoir represents the production area for one well in 

a large reservoir. 

 

Figure 6. Grid resolution in a reservoir section designed 

in Rocx. Black dot is the well. 

Since the reservoir is homogenous, the porosity and 

permeability are constant at 0.28 and 5000 mD 

respectively in the entire reservoir. In these simulations, 

a ratio between vertical and horizontal permeability of 

0.1 is used. The temperature is maintained constant at 

83 °C, the water drive pressure is constant at 195 bar, 

and the wellbore pressure is set to 192 bar in the heel 

section. The reservoir and fluid properties are presented 

in Table 1. 

Table 1. Reservoir and fluid properties. 

Properties  

Oil viscosity 3 cP 

Oil density 810 kg/m3 

Reservoir pressure 195 bar 

Reservoir temperature 83 °C 

Oil specific gravity 0.81 

Wellbore pressure (heel) 192 bar 

Permeability (x-y-z direction) 5000-5000-500 mD 

Porosity 0.28 

3.1.2 OLGA 

The OLGA simulator is governed by conservation of 

mass equations for gas, liquid and liquid droplets, 

conservation of momentum equations for the liquid 

phase and the liquid droplets at the walls, and 

conservation of energy mixture equation with phases 

having the same temperature (Schlumberger Software, 

2020). 

The OLGA module uses the model developed in 

Rocx by importing data through the near-well source. 

To achieve an accurate representation of a wellbore, 
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with valves, packers, annulus, and production pipe,

OLGA requires a "Flowpath" and "Pipeline" (Sund et

al., 2017) as shown in Figure 7. For an 

accurate representation of the wellbore, two separate 

production pipes need to be defined to account for the 

annulus and production pipe. "Flowpath" is defined as 

the production pipe, and "Pipeline" is defined as the 

annulus. The entire well is divided into 42 equal 

sections. As shown in the figure, the connection to 

Rocx occurs through the sources. These sources 

indicate inflow from the reservoir to the annulus. 

The inflow control (ICD or AICV), together with the 

leaks, indicate the flow from the annulus into the pipe. 

The packers are simulated as closed valves, and their 

purpose is to isolate different production zones in the 

well. The packers divide the production pipe into 21 

zones.

 

Figure 7. Excerpt of near-well simulation in OLGA. 

3.1.3 Simulation set-up for ICD and AICV  

Two cases, Case 1 and Case 2, were modelled and 

simulated. The ICD case (Case 1) was modeled with 

fully open valves, and in the AICV case (Case 2) the 

valves were modelled to be adjusted between open and 

closed based on the nearby fluid properties. In Figure 8, 

the valve is called VALVE-2 and is either an ICD or an 

AICV. 

 

Figure 8. Set-up for one pipe section in OLGA. 

There are no options to choose an autonomous inflow 

control valve in OLGA. The function of an AICV is 

therefore modeled using a transmitter and a PID 

regulator. The PID regulator was given a set-point of 

water cut (WC), and the valve opening was based on the 

actual WC. Figure 9 shows the outlet of the production 

pipe (Flowpath) with a choke and a PID regulator, which 
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Figure 7. Excerpt of near-well simulation in OLGA. 

3.1.3 Simulation set-up for ICD and AICV  

Two cases, Case 1 and Case 2, were modelled and 

simulated. The ICD case (Case 1) was modeled with

fully open valves, and in the AICV case (Case 2) the 

valves were modelled to be adjusted between open and 

closed based on the nearby fluid properties. In Figure 

the valve is called VALVE-2 and is either an ICD or an 

AICV. 

 

Figure 8. Set-up for one pipe section in OLGA. 

There are no options to choose an autonomous inflow 

control valve in OLGA. The function of an AICV is 

therefore modeled using a transmitter and a PID 

regulator. The PID regulator was given a set-point of 

water cut (WC), and the valve opening was based on the 

actual WC. Figure 9 shows the outlet of the production 

pipe (Flowpath) with a choke and a PID regulator, which 

regulates with regards to the total flow rate. This system 

is implemented to account for the maximum capacity of 

an oil refinery and has a set point at 100 m3/h. 

 

Figure 9. Sketch of the well outlet including a choke with 

a PID regulator. 

3.1.4 Oil production with CO2 EOR 

Case 3, enhanced oil recovery using CO2 in combination 

with AICV, is prepared for simulations. Case 3 was 

simulated with CO2 already injected in the water phase. 

To avoid CO2 short-circuiting between injectors and 

producers, AICVs were installed along the pipeline. 

AICVs close off the zones with early breakthrough of 

CO2 and water, and ensure that CO2 will be evenly 

distributed in the reservoir. The initial oil saturation in 

the reservoir for Case 1 and 2 is 100%, whereas the oil 

saturation for Case 3 is 50%.   

The relative permeability changes when CO2 is 

injected to a reservoir, and the oil is getting more mobile 

due to oil swelling, reduced viscosity and decrease of 

the interfacial tension. The relative permeability curves 

are adjusted and implemented in Rocx. Figure 10 shows 

the relative permeability curves for oil and water with 

and without CO2.  

 

Figure 10. Relative permeability curves for oil and water; 

with and without CO2 injection. 

The residual oil saturation is reduced from 0.3 to 0.1 

when CO2 is injected to the reservoir. The irreversible 

water saturation is set to 0.2 in all the cases. 

3.2 CO2 storage 

Before injecting supercritical CO2 (scCO2) into a 

reservoir or an aquifer, the storage capacity has to be 

evaluated. The storage capacity can be calculated  based 



on the model developed by Szulczewski and Juanes 

(Szulczewski and Juanes, 2009): 

 

 𝐶𝑠 = [
2𝑀Γ2(1−𝑆𝑤𝑐)

Γ2+(2−Γ)(1−𝑀+𝑀Γ)
] 𝜌𝑠𝑐𝐶𝑂2𝜙𝐻𝑊𝐿𝑡𝑜𝑡𝑎𝑙           (6) 

 

where 𝐶𝑠 is the storage capacity, 𝑀 is the mobility ratio, 

Γ is the trapping coefficient, 𝑆𝑤𝑐 is the connate water 

saturation, 𝜌𝑠𝑐𝐶𝑂2 is the density for scCO2, 𝜙 is the 

porosity, 𝐻 is the thickness of the sandstone, 𝑊 is the 

length of the injection array, and 𝐿𝑡𝑜𝑡𝑎𝑙 is the total length 

of the simulated reservoir. The bracketed term in 

Equation (6) is the storage efficiency and relates the 

total pore volume to the volume of trapped CO2. The 

mobility ratio is defined as: 

 

                       𝑀 =
1 𝜇𝑤⁄

𝐾𝑟𝐶𝑂2
∗ 𝜇𝐶𝑂2⁄

                                (7) 

 

where 𝜇𝑤 is the viscosity of brine, 𝜇𝐶𝑂2 is the viscosity 

of scCO2, and 𝐾𝑟𝐶𝑂2
∗  is the endpoint relative 

permeability to scCO2. The viscosities used for brine 

and scCO2 are 0.5 and 0.043 cP, respectively. The 

trapping coefficient is defined as: 

 

                         Γ =
𝑆𝑟𝐶𝑂2
1−𝑆𝑤𝑐

                                       (8) 

 

where 𝑆𝑟𝐶𝑂2 is the residual saturation of CO2. The 

Szulczewski and Juanes model also includes an equation 

for the CO2 footprint, which is used to calculate how far 

the CO2 plume migrates away from the injection array 

when it is completely trapped. 

 

           𝐿𝑚𝑎𝑥 = [
(2−Γ)(1−𝑀(1−Γ))

(2−Γ)(1−𝑀(1−Γ))+Γ2
] 𝐿𝑡𝑜𝑡𝑎𝑙            (9) 

 

Figure 11 illustrates the CO2 footprint.  

 

Figure 11. Injection and trapped CO2 footprint 

(Szulczewski and Juanes, 2009) 

The dark blue footprint is injection footprint and is 

measured as 𝐿𝑖𝑛𝑗, the light blue footprint is the trapped 

footprint and is measured as  𝐿𝑚𝑎𝑥. The total plume after 

it is trapped is 𝐿𝑡𝑜𝑡𝑎𝑙. 
     As this is a simple model, it includes several 
assumptions. The reservoir is assumed to be horizontal, 

homogenous and isotropic, and the injected plume 

migrates with the aquifer flow. The fluid properties, 

such as viscosity and density, are assumed to be 

constant. (Szulczewski and Juanes, 2009)  

4 Results 

4.1 Oil production with ICD and AICV 

A simulation model is developed based on the available 

information from the Johan Sverdrup field in the North 

Sea. The oil is classified as light oil, because of its high 

mobility with rather low viscosity and density. Two 

initial cases were simulated, one with ICDs and one with 

AICVs. The reservoir has an underlying aquifer, and the 

AICVs are used to close for water from this aquifer. 

Figure 12 presents the accumulated water production 

from the two cases. After about 200 days of production, 

the set point for the water cut is reached, and the AICVs 

start to close, to reduce the water production. The ICDs 

are passive devices, and do not have the ability to close 

for water. After 600 days, the accumulated water is 2.6 

times higher for Case 1 compared to Case 2. 

 

 

Figure 12. Water production versus time for Case 1 and 

Case 2. 

The oil production from the two cases is compared in 

Figure 13. During the first 200 days, the oil and water 

production is equal for Case 1 and Case 2. This is 

because the AICVs in fully open position have the same 

inflow area as the ICDs. However, after the initial 200 

days, when the AICVs have started to close, the oil 

production in Case 1 is higher than in Case 2. After 600 

days of production, the accumulated oil for Case 1 is 

about 10% higher than for Case 2. 

 

 

Figure 13. Oil production versus time for Case 1 and 

Case 2. 
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4.2 Enhanced oil  recovery by injecting CO2 

Case 3, with CO2 injection, can be considered as a 

continuation of Case 2.  The initial oil saturation is 

determined to be 50%, which is the average oil 

saturation in Case 2 after 600 days. The simulation is 

performed assuming that CO2 is already injected and 

well distributed in the reservoir. As the simulation with 

CO2 was initiated with higher water saturation and lower 

oil saturation, it is expected that the flow control valves 

would begin throttling down sooner than the case with 

higher initial oil saturations. From Figure 14, it is can be 

seen how the AICVs close with time. The closure of the 

AICVs is determined by the water cut, and after about 

300-400 days, it seems like all the AICVs are closed. In 

closed position, the AICVs, in this case, are producing 

from about 5% of the fully open valve area. After 600 

days, the oil production can still be maintained as long 

as it provides a financial gain. After 600 days, the 

accumulated oil and water production is about 92000 m3 

and 189000m3 respectively, and the average water cut is 

about 67%.   

 

 

Figure 14. AICV position versus time. 

4.3 Comparison of the results 

Petroleum companies want a high oil/water ratio for 

their production chain. Water produced together with 

the oil results in problems for the oil industry, both 

economically and environmentally. The water cannot be 

pumped directly back to the sea, but requires cleaning to 

comply with national and international environmental 

policies. Thus, an effort to reduce water production but 

keep the oil production as high as possible is crucial. 

Autonomous inflow control devices, such as AICV, are 

developed to meet this challenge. Figure 15 shows a 

typical oil production case with ICD (Case 1), and an 

improved oil production case with the implementation 

of AICV (Case 2). Wells with ICD completion delay the 

water breakthrough in the same way as AICV completed 

wells, but as soon as the breakthrough occurs, the ICDs 

are not capable of choking the flow, and significant 

amounts of water are produced together with the oil. 

After water breakthrough, the AICVs are closed one by 

one. In a homogeneous reservoir, the drawdown, and 
thereby the production rate is highest in the heel section, 

and the earliest water breakthrough will occur in this 

section. When zones with water breakthrough  are 

closed off, oil can still be produced from the other zones. 

Therefore, the AICV case are producing almost the 

same quantity of oil as the ICD case, but significantly 

less water.  

 

 

Figure 15. Comparison of accumulated oil and water. 

The figure also shows the water and oil produced from 

the CO2 injection case (Case 3). CO2 EOR is mainly 

used in mature oil fields to increase the oil recovery. 

Case 3 is therefore run with an oil saturation of 50%. 

CO2-injection changes the oil properties, and makes the 

oil more mobile. It is therefore possible to increase the 

oil recovery. When CO2 injection is combined with 

AICV completion, the oil recovery can be increased 

without producing large amounts of water. CO2-EOR is 

used to extract more oil from the reservoir when normal 

production is finished. The oil/water ratios for Case 1, 

Case 2 and Case 3 are 0.39, 0.92 and 0.49 respectively.   

4.4 CO2 storage capacity, Johan Sverdrup 

The storage capacity model is used to give an intuitive 

picture of how much CO2 can be stored in the Johan 

Sverdrup field. The area of the Johan Sverdrup field is 

about 200 km, and the reservoir thickness is set to 40 m. 

This gives a total volume of 8∙109 m3. The storage 

capacity and the CO2 plume together with the properties 

of supercritical CO2 are presented in Table 2. The 

storage capacity for CO2 in the Johan Sverdrup field is 

found to be 49 megaton. 

Table 2. CO2 storage capacity and plume dimensions. 

Parameter Value 

𝜙 0.28 

𝑆𝑤𝑐 0.3 

𝑆𝑟𝐶𝑂2 0.4 

𝑘𝑟𝐶𝑂2
∗  0.6 

𝜇𝑠𝑐𝐶𝑂2  0.000043 Pa∙s 

𝜌𝑠𝑐𝐶𝑂2  562 kg/m3 

Results  

𝐶𝑠 4.9∙107 ton 

𝐿𝑚𝑎𝑥 ≈20 km 

𝐿𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 ≈5 km 

Efficiency factor 3.9% 

SIMS 61

DOI: 10.3384/ecp20176311 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

316



 

Figure 16 presents the distribution of CO2
 in the 

reservoir and underlying aquifer.  The red dot visualize 

the injection points, the light blue footprints is the 

trapped footprint, and the dark blue footprints is the 

injection footprint. It is assumed that the injected CO2 

migrates north of the injection point.  

 

 

Figure 16. Hydrogeological footprint of CO2 at Johan 

Sverdrup. 

The information on the aquifer in the Johan Sverdrup 

reservoir is scarce. The visualized migration of the CO2 

plume from the injection point is therefore a 

hypothetical scenario, where the CO2 follows the 

aquifer flow. The assumption made is that the plume 

migrates to the north of the injection point. 

5 Conclusion 

The objective of this paper is to study the CO2 injection 

at the Johan Sverdrup field. The study included near-

well simulations of oil production and CO2 injection 

using the simulation tool OLGA in combination with 

Rocx. Three different cases were simulated for an 

intermediate-wet reservoir with high permeability, low 

oil viscosity, and low oil density. Production with 

inflow control devices (ICD) and autonomous inflow 

control valves (AICV) shows that AICVs have an 

average oil-to-water ratio of 0.92 compared to 0.39 for 

ICDs. CO2-EOR in combination with AICVs, shows 

improved oil recovery, low water production, and low 

CO2 reproduction. CO2 injection into the Johan 

Sverdrup field increases oil recovery by approximately 

33%.  Oil produced from Case 1 (ICD), Case 2 (AICV), 

and Case 3 (CO2 and AICV) is 395 000 m3, 361 000 m3, 

and 92 000 m3, respectively. CO2 EOR and storage are 

heavily dependent on the petrophysical properties of the 

reservoir. The CO2 storage capacity for the Johan 

Sverdrup field is calculated to be 49 megatons, with an 

efficiency factor of 3.9%. The storage capacity is 

considered as very promising for the Johan Sverdrup 

reservoir. 
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Abstract 

 

The industrial deployment of amine-based CO2 

capture technology requires large investments as 

well as extensive energy supply for desorption. 

Therefore, the need for efficient cost and economic 

analysis aimed at CO2 capture investment and 

operating costs is imperative. Aspen HYSYS 

simulations of an 85% CO2 absorption and 

desorption process for flue gas from cement 

industry, followed by cost estimation have been 

performed. This is to study the cost implications of 

different plants options. Each plant option has a 

different lean/rich heat exchanger type. Cost 

optimisation of the different heat exchangers is also 

done in this work. Three different shell and tube and 

two plate and frame heat exchangers have been 

examined. The minimum CO2 capture cost of 

€57.9/ton CO2 is obtained for a capture plant option 

having a gasketed-plate heat exchanger with ∆𝑇min 

of 5 ℃  as the lean/rich heat exchanger. The use of 

plate and frame heat exchangers will result in 

considerable CO2 capture cost reduction.  

Key words: simulation, CO2, CCS, heat exchanger, 

shell and tube, Aspen HYSYS, plate heat exchanger 

1 Introduction 

There has been increased public concern for 

mitigation of global warming, which is largely 

caused by emissions of carbon dioxide (CO2). 

Carbon capture and storage (CCS) is generally 

recognised as an urgent mitigation measure (Rubin 

et al., 2013). The amine-based post-combustion 

CO2 capture technology is the most matured and 

promising technology option (Nwaoha, 2018). 

However, its industrial deployment requires large 

investments as well as enormous energy supply for 

desorption (Lim et al., 2013; Aromada and Øi, 

2017). Therefore, the need for efficient cost and 

economic analysis aimed at reduced CO2 capture 

investment and operating costs is imperative. 

The lean/rich heat exchanger is one of the most 

expensive equipment in an amine-based CO2 

capture plant, and it has a considerable cost 

implication on the investment (Ali et al., 2019). 

In preliminary cost estimation of heat 

exchangers, the important design parameter is the 

heat transfer area needed. That is evaluated from the 

heat duty (heat transfer from hot to cold stream), 

overall heat transfer coefficient, and the log-mean 

temperature difference (LMTD) (van der Spek et 

al., 2019). However, the required heat duty depends 

on the minimum approach temperature (∆𝑇min).  

In post-combustion solvent-based CO2 capture, 

studies on cost optimisation of the lean/rich MEA 

heat exchanger have been based on ∆𝑇min of the 

shell and tube heat exchanger (STHX) types 

(Kallevik, 2010; Øi et al., 2014; Aromada and Øi, 

2017; Ali et al., 2019). None of such studies has 

been found for the plate and frame heat exchanger 

(PHE). Thus, this study is conducted on cost 

optimisation of the PHE based on ∆𝑇𝑚𝑖𝑛. This is 

carried out by performing process simulations of 

CO2 absorption and desorption process. Cost 

estimation and optimisation to find the most cost 

effective and technically suitable type of heat 

exchanger for the lean/rich heat exchanger is then 

carried out.  

 

1.1 Process Description and Scope 

The process comprises a flue gas fan for 

transporting the flue gas through the direct contact 

cooler (DCC) where the temperature is reduced. 

The DCC pump and DCC cooler help in circulation 

and cooling of the water respectively. The main 

capture process consists of an absorber, a desorber 

with a reboiler at the bottom and a condenser, 

lean/rich heat exchanger, pumps and a cooler. 

Figure 1 shows the flowsheet of the standard capture 

process. 
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Figure 1. . Flowsheet of the standard process 

2 Simulation, Specifications and 

Assumptions 

2.1 Specifications for Simulation 

Table 1 presents the specifications used for the base 

case simulations. The flue gas data are from a 

cement industry and are taken from (Onarheim et 

al., 2015; Ali et al., 2019).  

2.2 Process Simulation  

Aspen HYSYS Version 10 is used for the 

simulations with the same calculation approach as 

in (Øi, 2007; Aromada and Øi, 2015). The 

difference is that in version 10, the acid gas 

 

 

 

 

 

 

 

 

 

 

Figure 2. Aspen HYSYS flowsheet 

property package replaces the Amine property 

package in previous versions.  

 
Table 1. Specifications for simulation (Onarheim et 

al., 2015; Ali et al., 2019) 

Specifications 

Flue gas  

Temperature [℃] 80 

Pressure [kPa] 121 

CO2 mole-fraction 0.2520 

H2O mole-fraction 0.0910 

N2 mole-fraction 0.5865 

O2 mole-fraction 0.0705 

Molar flow rate  [kmol/h] 11472 

Flue gas from from DCC to absorber 

Temperature  [℃] 40 

Pressure  [kPa] 121 

Lean MEA 

Temperature  40 

Pressure  [kPa] 121 

Molar flow rate [kmol/h] 96850 

Mass fraction of MEA [%] 29 

Mass fraction of CO2 [%] 5.30 

Absorber  
No. of absorber stages 15 

Absorber Murphree efficiency [%]    11- 21 

∆𝑇𝑚𝑖𝑛 , lean/rich heat exchanger  [℃] 10 

Desorber 

Number of stages 10 

Desorber Murphree efficiency [%] 100 

Pressure [kPa] 200 

Reboiler temperature  [℃] 120 

Reflux ratio in the desorber 0.3 

Temperature into desorber  [℃] 104.6 
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The absorption column as well as the desorption 

columns are both simulated as equilibrium stages 

with stage efficiencies. The absorber is simulated 

with 15 packing stages, while it is 10 packing stages 

for the desorber. Murphree efficiencies for CO2 are 

specified in the simulation. For more details on 

Murphree efficiency, see (Øi, 2007). Equilibrium 

stages of 1 m height each for both columns are 

assumed. Murphree efficiencies of 11 – 21% were 

specified from bottom to the top of the absorption 

column (Ali et al., 2019). A constant Murphree 

efficiency of 100% is specified for all the stages of 

the desorption column. The Modified HYSIM 

Inside-Out algorithm was selected in the columns 

because it helps to improve convergence (Aromada 

and Øi, 2015).  

Adiabatic efficiency of 75% was specified for all 

the pumps and the flue gas fan. The Aspen HYSYS 

simulation process flow diagram (PFD) is given in 

Figure 2. 

3 Methods  

3.1 Scope of the Cost Estimates 

The equipment included in this cost analysis are for 

cooling the flue gas before it enters the absorption 

column, and for the absorption and desorption 

process as can be seen in Figure 1 and Figure 2. The 

study does not include equipment for pre-treatment 

unit of the flue gas and water-wash section. The 

equipment for CO2 compression are not considered 

because the focus is on the lean/rich heat exchanger 

The total investment cost in this study is limited 

to the sum of the installed costs of the equipment 

considered. The cost of acquiring the site (land), 

preparing the site and for service buildings are not 

included. 

The operating and maintenance costs (OPEX) 

include the cost of electricity, steam, cooling and 

process water, solvent (MEA), salaries of 6 

operators and 1 engineer, and annual maintenance 

cost set at 4 % of the installed cost of the equipment 

as given in Table 2. 

 
Table 2. Operating cost data 

  Unit Value/unit* Reference 

Steam €/kWh 0.032 
Husebye et al. 

(2012) 

Electricity €/kWh 0.132 Ali et al. (2019) 

Water €/m3 0.022 Ali et al. (2019) 

MEA €/m3 2 069 Ali et al. (2019) 

Maintenance € 
4% of 

CAPEX 
Ali et al. (2019) 

Operator  € 85 350 (x6) Ali et al. (2019) 

Engineer € 166 400 Ali et al. (2019) 

*The costs have been escalated to January 2020 

Costs for CO2 transport and storage, pre-

production costs, insurance, taxes, first fill cost and 

administrative costs are not included in the OPEX. 

3.2 Equipment Dimensioning and 

Assumptions 

Dimensioning of equipment in this study follows 

the approach used in Ali et al. (2019) based on mass 

conservation and energy balances of the system. 

Table 3 summarises the dimensioning factors and 

assumptions used in this work. 

Table 3. Equipment dimensioning factors and 

assumptions 

Equipment 
Sizing 

factors 
Basis/Assumptions 

DCC Unit 

Tangent-

to-

tangent 

height 

(TT), 

Packing 

height, 

internal 

and 

external 

diameters 

(all in 

[m]) 

Velocity using Souders-

Brown equation with a k-

factor of 0.15 m/s (Yu, 

2014, pp. 97). TT =15 m, 1 

m packing height/stage (4 

stages) 

Absorber 

Superficial velocity of 2 

m/s, TT=40 m, 1 m packing 

height/stage (15 stages) 

Desorber 

Superficial velocity of 2 

m/s, TT=22 m, 1 m packing 

height/stage (10 stages) 

Lean/rich 

heat 

exchanger 
Heat 

transfer 

area, A 

[m2] 

U = 0.5 kW/m2.K (Ali et al., 

2019) 

Reboiler 
U = 0.8 kW/m2.K (Ali et al., 

2019)  

Condenser 
U = 1.0 kW/m2.K (Ali et al., 

2019) 

Coolers 
U = 0.8 kW/m2.K (Ali et al., 

2019)  

Pumps 
Flow rate 

[l/s] 
Centrifugal 

Flue gas 

fans 

Flow rate 

[m3/h] 
Centrifugal 

 

3.3 Cost Estimation and Assumptions 

The Enhanced Detailed Factor (EDF) method is 

used for estimation of all the equipment costs and 

overall plant investment cost. Readers are referred 

to Ali et al. (2019) for the details and application of 

the EDF method.  

The purchased costs of the equipment are 

obtained from Aspen In-plant Cost Estimator 

Version 11 with a cost year of 2018 (January). The 

costs are then escalated to January 2020 using the 

SSB (Norwegian Statistisk sentralbyrå, webpage) 
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industrial cost index (2018 = 106; 2020 = 111.3). 

The currency conversion rate for Euro to NOK is 

10.13, taken from (NorgesBank, 2020 webpage) on 

January 25, 2020. Conversion to NOK is necessary 

to use the enhanced factors developed by Nils 

Eldrup (Ali et al., 2019). The default location is 

Rotterdam in Netherlands. 

All equipment is assumed to be made from 

stainless steel (SS316), except the Flue gas fan, 

which is from carbon steel (CS). Material factor to 

convert costs in SS316 to CS is 1.75 and 1.30 for 

seamless and welded equipment respectively.  

A brownfield, and an Nth-of-a-kind (NOAK) 

project are assumed. 25 years of project, of which 2 

years are for plant construction, and 7.5% interest 

rate is also assumed (Ali et al., 2019).  

 

4 Results and Discussion 

4.1 Simulation Results 

Table 4 presents the process simulation results for 

the base case and sensitivity analysis of ∆𝑇min. 

Lower ∆𝑇min give lower reboiler heat and lower 

lean MEA cooler duty (more heat has been 

transferred from the lean stream to the rich stream). 

Therefore, less steam and less cooling water are 

required in the reboiler and lean MEA cooler 

respectively.  

Table 4. Simulation results 

∆Tmin 
Reboiler 

heat 

Typical 

results  

Lean MEA 

cooler duty 

[ ℃] [GJ/ton CO2] [kW] 

5 3.83   66 389 

10 4.08 3.3 - 5.0 81 333 

15 4.27 (Nwaoha 

et al.,2018) 

89 333 

20 4.67 117 778 

 

4.2 Base Case Plant Investment Cost  

The base case in this study has a U-tube shell and 

tube heat exchanger. The total investment cost 

(CAPEX) which is the sum of the installed costs of 

all the equipment is €97.5 million. The cost 

estimation results obtained show the same trends 

with similar studies by Ali et al. (2018) and Ali et 

al. (2019). The lean/rich heat exchanger contributes 

most to the total investment cost compared to other 

equipment as in Figure 3. 

The heat exchanger accounts for 41% of the total 

capital cost (Figure 4). Ali et al. (2019) also 

calculated the lean/rich heat exchanger to have the 

highest installed cost for the same scope as in this 
study. It accounts for 37% of the CO2 capture plant. 

They obtained their cost data from Aspen In-plant 

Cost Estimator V10 with a cost data year of 2016. 

Aspen In-plant Cost Estimator V11 with a cost data 

year 2018 is used in this study. In addition, the cost 

in this study are escalated from 2018 to 2020. This 

explain the 3% difference from a similar process. In 

the work of Nwaoha et al. (2018), for a process with 

an absorber packing height and diameter of 21.95 m 

and 10.07 m respectively, the lean/rich heat 

exchanger has the second highest cost for both 

MEA and AMP-PZ-MEA systems. The absorber in 

their case has the highest cost. The diameter is 

almost twice and the packing height is 

approximately 7 m higher than in this work. The 

study was for a 90% CO2 capture process from a 

cement plant flue gas with 0.115 mole of CO2. In 

this study, capture efficiency is 85% and the CO2 

molar composition is 0.252. 

 
Figure 3. Equipment installed costs of the base case 

85% CO2 capture plant  

4.3 Operation and Maintenance Costs  

The annual operation and maintenance (O&M) cost 

for the base case is €44.5 million. Only the steam 

consumption costs €31.7 million and annual 

maintenance cost is €3.9 million.  

 

4.4 Annualised CAPEX, Total Annual 

Cost and Capture Cost 

Annualised capital cost is obtained from the 

following relation: 

𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑠𝑒𝑑 𝐶𝐴𝑃𝐸𝑋 =
𝐶𝐴𝑃𝐸𝑋

𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑠𝑒𝑑 𝑓𝑎𝑐𝑡𝑜𝑟
        (1) 

The annualised factor is calculated as follows: 
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𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑠𝑒𝑑 𝑓𝑎𝑐𝑡𝑜𝑟 =  ∑ [
1

(1+𝑟)𝑛]23
𝑖=1          (2) 

Where n represents operational years and r is 

discount/interest rate. The annualised CAPEX for 

the base case is evaluated to be €9 million (CO2 

compression equipment not included). Thus, the 

total annual cost, which is the sum of the annualised 

CAPEX and the yearly OPEX, is €53.6 million. 

Figures 4 presents the annual cost distribution. The 

CO2 capture cost is estimated from: 

𝐶𝑂2 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 𝑐𝑜𝑠𝑡 =
𝑇𝑜𝑡𝑎𝑙 𝑎𝑛𝑛𝑢𝑎𝑙 𝑐𝑜𝑠𝑡

𝑀𝑎𝑠𝑠 𝑜𝑓 𝐶𝑂2 𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑
     (3) 

The CO2 capture cost for the base case is 61.9 

€/ton CO2 (2020). In the literature, it is between 

€50/ton CO2 – 128/ton CO2 (Ali et al., 2019). (Ali 

et al., 2019) calculated this cost for a similar process 

but with the compression section to be €62.5/ton 

CO2 for a cost year of 2016. For a full process that 

include compression, Nwaoha et al. (2018) 

calculated this cost for 90% CO2 capture from a 

cement plant flue gas with CO2 compression to be 

US$93.2/ton CO2 (i.e., €74.5/ton CO2). According 

to Irlam (2017), for a first-of-a-kind (FOAK) CSS 

complete technology, the CO2 avoided cost for the 

cement industry is US$188 (€164.4) and US$130 

(€113.7) per ton CO2 for Germany and Poland 

respectively. FOAK technologies usually cost 

between 15 – 55% more than NOAK (Boldon & 

Sabharwall, 2014).  

 

 
Figure 4. Cost distribution of the base case total 

annual cost 

(Carbon Capture & Storage Association, 2011-

2020) states that the capture cost range is €60/ton 

CO2 – €90/ton CO2 for the power industry. They 

projected that it will reduce considerably to €35 – 

50/ton CO2 in the beginning of 2020. Based on 
Figure 4, this reduction will have to come from 

reducing mainly the cost of steam. This can be 

achieved using available waste heat to generate 

steam or very cheap steam for desorption (Ali et al., 

2018). Electricity cost is low in this study compared 

to Nwaoha et al. (2018) and Ali et al. (2019). This 

is because CO2 compression is not considered in 

this work. The compressors require much more 

electrical energy compared to pumps and 

fan/blower. 

 

4.5 CAPEX Based on Different Heat 

Exchangers 

Figure 5 presents the total installed cost of CO2 

capture plant options of using the different types of 

heat exchangers. The compact heat exchangers offer 

considerable lower total investment cost compared 

to the conventional shell and tube heat exchangers. 

Using the gasketed-plate heat exchanger (G-PHE) 

will give the lowest plant investment cost. The 

purchase cost of the welded-plate heat exchanger 

(W-PHE) was assumed to be 30 % more expensive 

than the G-PHE based on information from Peters 

et al. (2004). 

The reference case, which has U-tube shell and 

tube heat exchanger (UT-STHX) has investment 

cost of €97.5 million. The case with fixed tube sheet 

heat exchanger (FTS-STHX) has a CAPEX of 

€102.4 million. The installed cost of the plant with 

G-PHE is €72.6 million. The plant option with 

floating-head shell and tube heat exchanger (FH-

STHX) gives the highest installed cost of €103.8 

million. 

 

 
 
Figure 5. Total plant installed costs for different heat 

exchangers  

4.6 Optimisation: Minimum Approach 

Temperature 

Cost optimisation of the lean/rich heat exchanger in 

this study is done by finding the cost optimum 

minimum approach temperature (∆𝑇𝑚𝑖𝑛).   

The plants with G-PHE and welded-plate heat 

exchanger (W-PHE) have their minimum CAPEX 
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at 15℃, while it is 20℃ for the 4 STHXs. As the 

∆𝑇𝑚𝑖𝑛 increases, the heat transfer area is reduced, 

thereby reducing the CAPEX since the lean/rich 

heat exchanger with STHXs account for 41 – 45 % 

of the CAPEX in this study. The slight increase of 

CAPEX from 15 – 20℃ as can be observed in 

Figure 6 for the PHEs is caused by increase in the 

cost of other equipment like the lean MEA cooler 

and the reboiler. This will also result in higher 

OPEX, especially from higher steam consumption 

as can be seen in Table 3 and Figure 7. More cooling 

water is also needed. However, increase in OPEX is 

slight from 5 – 15℃  for the STHXs but becomes 

significantly steep from 15 – 20℃. That is the same 

for the PHEs except that the OPEX is considerably 

lower at 5℃ compared to 10℃.  

In order to find the optimum design ∆𝑇𝑚𝑖𝑛 we 

evaluated the CO2 capture cost at the different 

∆𝑇𝑚𝑖𝑛 for the different heat exchanger options. 

Figure 8 presents the results.  

The STHXs and W-PHE have their optimum 

CO2 capture costs at 15℃. While the G-PHE 

optimum cost is at 5℃, which is due to its relative 

lower cost per heat transfer area and lower 

maintenance cost. Cost savings of €1.6/tCO2, 

€1.1/tCO2 and €1.0/tCO2 are achieved by the cost 

optimum cases with U-tube, fixed tube-sheets and 

floating-head shell and tube heat exchangers when 

compared with the base case. The cost optimum 

cases with gasketed and welded plate heat 

exchangers have a cost savings of €4.0/tCO2 and 

€3.4/tCO2 respectively. 

 

 
Figure 6. CAPEX of the different heat exchangers at 

different ∆𝑇𝑚𝑖𝑛  

All the studies of optimum ∆𝑇𝑚𝑖𝑛 we found of 

solvent-based CO2 capture used STHXs (Kallevik, 
2010; Øi et al. (2014), Li et al., 2016; Aromada & 

Øi, 2017; Nwaoha et al., 2018; Ali et al., 2019). 

None of such studies was found for other types of 

heat exchangers like PHE. This is because in the 

chemical industry, about 60% of heat exchangers in 

use are STHX (Peters et al., 2004). They are more 

robust, they can be applied in all types of processes, 

they can withstand higher pressures, higher 

temperatures and thermal stresses, and higher 

pressure difference between the hot and cold 

streams. 

Additional advantage of the STHX is that they 

have well-established design codes, standards and 

specifications, especially by TEMA (Tubular 

Exchanger Manufacturers Association) and 

American Society for Mechanical Engineers 

(ASME). The PHEs do not have such established or 

accepted design standards. Therefore, higher design 

uncertainties are expected for the PHEs.  

 

 
Figure 7. OPEX of the different heat exchangers at 

different ∆𝑇𝑚𝑖𝑛  

 

 
Figure 8. Cost optimum ∆𝑇𝑚𝑖𝑛  of the different heat 

exchangers 

Nonetheless, the plate and frame heat 

exchangers are increasingly being considered for 
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application in the process industry (Peters et al., 

2004). This is because capital-intensive processes 

need heat exchangers that can achieve higher 

thermal efficiencies and simultaneously reducing 

equipment/investment costs (Peters et al., 2004). 

The PHEs also occupy less space and have less 

weight for the same heat transfer area as STHX. 

4.7 Maintenance  

Maintenance of the G-PHE is easier and far less 

expensive. The plates are removable and can easily 

be cleaned mechanically. Thus, it is the most 

ecological option (Marcano, 2015). The parts can 

easily be replaced relatively inexpensively.  

The plates of the W-PHE are welded and thus 

are not removable. Consequently, cleaning can only 

be done by chemical means. The only advantage 

over G-PHE is that W-PHE can withstand higher 

pressures and temperatures. This advantage is not 

relevant in CO2 solvent-based absorption and 

desorption systems since the pressures and 

temperatures are relatively low  

FTS-STHX and FH-STHX are cleaned both 

mechanically (inside the tubes) and chemically 

(outside surfaces of tube). The UT-STHX normally 

requires only chemical cleaning because of the U-

tube shape of the tubes.  

Therefore, the G-PHE which require less space 

is the most ecologically friendly option, and it is the 

easiest and the cheapest to maintain among the heat 

exchangers investigated.  

4.8 Maintenance and Operating Cost 

Discussion 

Figure 7 presents the OPEX calculated in this study. 

At ∆𝑇𝑚𝑖𝑛 of 5 – 10℃, the calculated annual OPEX 

of the PHEs is considerably less than that of any of 

the STHXs, even though the difference in this study 

is only based on maintenance cost. The gap gets 

closer at 15℃ and and very close at 20℃. This is 

because the purchase and installed costs of the 

STHXs reduce drastically at ∆𝑇𝑚𝑖𝑛 15 and 20℃. 

4.9 Comparison with Previous Studies 

In this section, comparison of this study is done with 

some previous studies. All the previous studies used 

the STHX. 

(Øi et al., 2014) calculated the cost optimum 

∆𝑇𝑚𝑖𝑛 of a plant with 16 absorber packing stages, 

and 20 years period with discount rate of 10.5% to 

be 12°C. 

(Aromada and Øi, 2017) estimated it to be 13°C 

for a system with 15 absorber packing stages with 

discount rate of 7% for 20 operational years, based 

on negative-NPV method. When the years of plant 

operation were reduced to 15 years, cost optimum  

∆𝑇𝑚𝑖𝑛 became 14°C.   

(Kallevik, 2010), also applied negative NPV for 

20 years calculation period, with 7% discount rate, 

estimated the cost optimum ∆𝑇𝑚𝑖𝑛 to fall within 10 

– 14°C, for a 85% CO2 capture with 15 absorber 

packing stages.  

Most recent is (Ali et al., 2019), for a calculation 

period of 24 years and interest rate of 7.5%, 

evaluated the cost optimum ∆𝑇𝑚𝑖𝑛 to be 10°C.  

These results suggest that the cost optimum 

∆𝑇𝑚𝑖𝑛 for the STHXs is within 10 – 16°C, which are 

in agreement with this study. The little differences 

obtained from the different studies occur due to the 

different sources of cost data and economic 

assumptions like interest rates and operational 

years.  

Several technical studies have also shown that 

operating at 5℃ ∆𝑇𝑚𝑖𝑛 will help in reduction of the 

reboiler heat in CO2 capture processes. However, 

the capital cost of achieving this makes it not to be 

the cost optimum design parameter for the well-

established STHX. This study suggests that ∆𝑇𝑚𝑖𝑛 

of 5℃ or between 5 – 10℃  can be energy optimum 

and cost optimum design if G-PHE is used.  

5 Conclusion 

Simulations of 85% CO2 absorption and desorption 

process aimed at cost optimisation of the lean/rich 

heat exchanger has been performed using Aspen 

HYSYS Version 10. This was followed by cost 

estimation and optimisation of the lean/rich heat 

exchanger by finding the type of heat exchanger and 

the design optimum ∆𝑇𝑚𝑖𝑛 among 5, 10, 15 and 

20℃ ∆𝑇𝑚𝑖𝑛. Considerable savings in capital and 

operating costs can be achieved by selecting the 

plate and frame heat exchanger instead of the 

conventional shell and tube types, in a CO2 

absorption and desorption plant design. The PHEs 

require only 30, 15, 9, and 6 number of units for the 

cases of 5, 10, 15 and 20℃ ∆𝑇𝑚𝑖𝑛 respectively, 

compared to 44, 23, 13, 9 number of units 

respectively for the STHXs. The G-PHE gives the 

lowest total annual cost in all the ∆𝑇𝑚𝑖𝑛. G-PHE 

with 5℃ ∆𝑇𝑚𝑖𝑛  is calculated to be the energy 

optimum and the cost optimum design for the 

lean/rich heat exchanger.  

 

Abbreviations 
PHE:   Plate and frame heat exchanger 

G-PHE:   Gasketed-plate or plate and frame heat exchanger 

W-PHE:   Welded- plate heat exchanger 
STHX:   Shell and tube heat exchanger 

UT-STHX:  U-tube shell and tube heat exchanger 

FTS-STHX: Fixed-tube sheet Shell and tube heat exchanger 
FH-STHX:  Floating head shell and tube heat exchanger 
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Abstract

A standard method to remove CO2 is by absorption in

monoethanol amine (MEA) followed by desorption.  A

traditional aim has been to find the process parameters

which give the lowest combined investment and

operating cost.  The aim in this work is to calculate cost

optimum process parameters and evaluate whether it is

possible to perform automated cost estimation and

optimization.  Aspen HYSYS simulations of a standard

amine based process for CO2 capture from a cement
plant have been performed. The capital cost of CO2

capture was estimated based on equipment cost from

Aspen In-plant cost estimator and a detailed factor

method. Operating cost included electricity, heat

consumption and maintenance.  Optimum temperature

difference in the main heat exchanger was calculated to

13 °C after one simulation for each temperature.  The

lowest calculated cost was achieved with 12 stages

(meter packing height) based on one simulation for each

stage number. With improved robustness of the

simulations, it should be possible to optimize the

temperature difference in one automated calculation.  To

optimize the height of the absorption colum
n

automatically, a way to update the number of stages

during the simulations has to be found.

Keywords: carbon capture, Aspen HYSYS, simulation
,

 
cost estimation

1 Introduction
 

The cement industry accounts for more than 5 % of the 

total anthropogenic emissions of CO2 in the world today 

(Norcem, 2019). There are several possible options to 

reduce emissions in the cement industry, one of them is 

CCUS (carbon capture, utilization and storage).  

Absorption using amine solutions is considered the most 

favorable method for capture of CO2 from exhaust gas. 

  This work is based on the project work from 

Haukås et al. (2019) at the University of South-Eastern 

Norway (USN).  It is a continuation of previous work at 

Telemark University College (TUC) and USN.  This 

work has involved process simulation, equipment 

dimensioning, cost estimation and cost optimization of 

CO2 capture. The simulation tool Aspen HYSYS has 

been used in most of the work, with the application of 

the amine package and constant stage (Murphree) 

efficiencies in the absorber and desorber. 

1.1 Aim 
 

The general aim of this project is to develop further 

models in Aspen HYSYS for calculation, equipment 

dimensioning, cost estimation and optimization of CO2 

capture by atmospheric exhaust gas absorption into an 

amine solution. The intention is to streamline the cost 

estimation and optimization procedure by utilizing the 

spreadsheet function in Aspen HYSYS. One specific 

aim is to calculate cost optimum process parameters and 

evaluate whether it is possible to perform automated 

cost estimation and optimization. 
  

1.2 Literature 
 

The combination of process simulation and cost 

estimation is an important tool to evaluate different CO2 

capture technologies (Rao and Rubin, 2002; Øi, 2012; 

Ali, 2019).   

This work is a continuation of previous work of 

students at TUC and USN. In particular, the work is 

based on the master project from 2015 (Park et al., 

2015), as well as the master thesis (Kallevik, 2010). 

The project from 2015 involved process simulation, 

dimensioning and cost estimation of CO2 capture from a 

cement plant with the use of Aspen HYSYS. MEA was 

the sorbent, and the amine package in Aspen HYSYS 

was applied. Capture rate, energy demand per kg CO2 

captured, and capture cost per ton CO2 were calculated. 

The base case had a CO2 removal efficiency of 90 %. 

The Aspen HYSYS simulation performed in 2015 did 

not have any adjust operations incorporated.  

In the master’s thesis by Kallevik (2010), a 

simulation and cost estimation of a carbon capture 

process was developed in Aspen HYSYS in an attempt 

to cost optimize the process. By varying the removal 

efficiency and changing process parameters, such as 

minimum temperature difference in the main heat 

exchanger, an optimum solution for the minimum 

temperature difference was found. 

The thesis by Kallevik used the amine package for his 

simulations in Aspen HYSYS. In addition, an adjust 

operation was implemented in the flowsheet in order to 

get an automated model to specify the minimum 

approach temperature in the heat exchanger.  
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1.3 Process description  

Figure 1 shows a standard process for CO2 absorption 

into an amine-based solvent.  It comprises an absorption 

column, a stripping column including a reboiler and 

condenser, circulating pumps and heat exchangers.  The 

process is described in more detail in Kallevik (2010) 

and Øi (2012). 

 

 

Figure 1. Process flow diagram of a standard amine-

based CO2 capture process 

 

2 Methodology 

The process simulation tool Aspen HYSYS version 10 

was used for all the simulations performed in this report.  

The amine package (which is now the recommended 

equilibrium model by Aspen HYSYS) and constant 

Murphree efficiencies were specified in the absorber 

and desorber. 

2.1 Specifications and simulation of standard 

CO2 capture process 

The specifications in Table 1 correspond to 90 % CO2 

removal efficiency and a minimum approach 

temperature of 10 °C in the lean/rich heat exchanger.  

This is the base case alternative. 

The calculation sequence is similar to earlier works 

(Aromada and Øi, 2015).  Even though Aspen HYSYS 

is an equation based program, the calculation strategy is 

based on a sequential modular approach (Kisala et al., 

1987; Ishii and Otto, 2008).   First the absorption column 

is calculated from the inlet gas and the lean amine 

(which is first guessed).  The rich amine from the bottom 

of the absorption column passes through the pump and 

the rich/lean heat exchanger.  The temperature after the 

heat exchanger is specified.  The heated rich amine is 

entering the desorption column which calculates the 

CO2 product and the hot lean amine. The hot lean amine 

is pumped to a higher pressure in a pump, passes 

through the lean/rich heat exchanger and is further 

cooled in the lean cooler. Then this lean amine is 

checked in a recycle block.  It is checked whether the 

flow and composition in the recycled lean amine is 

sufficiently close to the earlier guessed lean amine 

stream, which may be changed by iteration. 

Two adjust operations were implemented in the 

flowsheet in order to get an automated simulation 

model. One is adjusting the minimum approach 

temperature in the lean/rich heat exchanger and another 

adjusting the removal efficiency based on the lean amine 

mass flow. The process flowsheet is shown in Figure 2.  

 

Table 1. Aspen model parameters and specifications for 

the base case alternative  

Parameter  

Inlet flue gas temperature [oC] 40.0 

Inlet flue gas pressure [kPa] 110.0 

Inlet flue gas flow rate [kmol/h] 8974 

CO2 content in inlet gas [mole %] 17.8 

Water content in inlet gas [mole %] 19.5 

Lean amine temperature [oC] 45.0 

Lean amine pressure [kPa] 101.0 

Lean amine rate [kg/h] 1.103·106 

MEA content in lean amine [mass %] 28.71 

CO2 content in lean amine [mass %] 5.16 

Number of stages in absorber [-] 10 

Murphree efficiency in absorber [m-1] 0.15 

Rich amine pump pressure [kPa] 220.0 

Rich amine temp. out of HEX [oC] 102.8 

Number of stages in desorber [-] 6 

Murphree efficiency in desorber [m-1] 1.0 

Reflux ratio in stripper [-] 0.3 

Reboiler temperature [oC] 120.0 

Lean amine pump pressure [kPa] 200.0 

 

2.2 Parameter variations 
 

Three different parameters were varied in order to study 

the effects on the cost estimate: 

1. Minimum approach temperature in lean/rich 

heat exchanger  

2. CO2 removal efficiency  

3. Number of stages in the absorber  

10 stages, removal efficiency of 90 % and a 10 °C 

minimum approach temperature correspond to the base 

case simulation. In the additional cases, all the base case 

parameters were constant except the parameter to be 

optimized. 

 

2.3 Process convergence and tolerances 
 

To converge a column model in a simulation software 

tool, e.g. Aspen HYSYS, all equations describing 

equilibrium, gas and liquid flow must be solved for each 

calculation stage.  Aspen HYSYS has a default set of 
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criterias for converging of column models, and also 

preset calculation parameters.  References for flow-

sheet convergence and stage-to-stage column 

convergence are Kisala et al. (1987), Ishii and Otto 

(2008) and Holoboff (2020).  

In order to achieve convergence, there are different 

calculation models available in Aspen HYSYS. In the 

columns, the best convergence is achieved by using the 

Modified Hysim Inside-Out algorithm with adaptive 

damping in absorber and desorber (Øi, 2012). 

Aspen HYSYS is an equation-based simulation 

software, which means that it has the ability to calculate 

in-streams based on out-streams. However, the 

calculation strategy in this work is sequential. In the case 

of recycle streams, one must include recycle blocks to 

solve the flowsheet in Aspen HYSYS. This block 

compares the in-stream to the block with the out-stream 

from the block with the previous iteration.  

The goal of tolerance testing is to reach a specified 

target value with an accuracy up to a certain number of 

decimals. An investigation of the column and flowsheet 

convergence in the base case simulation was performed 

by decreasing the tolerances of the adjust operations. 

The secant method in Aspen HYSYS was applied for all 

alternatives.  

In order to reach the target value of minimum 

approach temperature equal to 10 °C, the temperature of 

rich amine out of the heat exchanger was varied with the 

adjust operation. Each new trial had a more restrictive 

tolerance than the previous.  

The varied parameter in the testing of the removal 

efficiency is the mass flow of the lean amine into the 

absorber. The target value is a cleaning efficiency of 

90.00 % that is calculated from the molar flow of CO2 

in the cleaned gas out of the absorber.  

The tolerance of the recycle operation was also 

decreased. In the recycle operation the tolerance of 

various parameters like temperature, pressure, flow, 

composition and individual components can be 

modified independently.  

2.4 Dimensioning and cost estimation 

calculations 

The following procedure was implemented for the cost 

estimation: 

1. Simulation of the CO2 capture process in Aspen 

HYSYS with the base case specifications in 

Table 1.  

2. Dimensioning of the equipment based on the 

simulation result 

3. Calculation of equipment cost for each unit 

using Aspen In-Plant cost estimator  

4. Calculation of installation cost based on a 

detailed factor table.  The factor was kept 

constant under parameter variation   

5. Correction of currency and index 

6. Estimation of annual operational costs based on 

energy requirement from the simulation result  

7. Calculation of net present value based on a 

given discount rate and project lifetime 

8. Calculation of CO2 capture cost for comparison 

between the different case simulations 

 

2.4.1 Scope analysis 

The cost analysis is limited to the equipment listed in the 

flow-sheet in Figure 1 excluding the flue gas cooler.  No 

pre-treatment like inlet gas purification or cooling is 

considered, and no treatment after stripping like 

compression, transport or storage of CO2 is considered.   

The cost estimate is limited to installed cost of listed 

equipment. It does not include e.g. land procurement, 

preparation, service buildings or owners cost.  

 
2.4.2 Dimensioning of equipment 

For the absorber and desorber internals, a structured 

packing was chosen because it yields a low pressure 

drop, high efficiency and high capacity (Øi, 2012). To 

determine the packing height, a constant stage 

(Murphree) efficiency corresponding to 1 meter of 

packing was assumed. Murphree efficiencies of 0.15 

and 1.0 were specified for the absorber and the desorber 

in Table 1.  

Centrifugal pumps with 75 % adiabatic efficiency 

were used in the process simulation. The pump duties 

that are calculated by Aspen HYSYS does not take the 

lifting height into consideration, only the pressure 

difference across the pump. Since the pumps are not the 

most expensive equipment in a CO2 capture plant, an 

approximate additional duty compensating for the 

lifting height was included.  

The absorption column diameter was calculated 

based on a gas velocity of 2.5 m/s and the desorption 

column is based on a gas velocity of 1 m/s as in Park and 

Øi (2017).  The packing height of the absorption and 

desorption column is 1 meter per stage with a specified 

stage efficiency.  The total height of the absorption 

column and desorption column is specified to be 40 m 

and 16 m respectively. The extra height is due to 

distributors, water wash packing, demister, gas inlet, 

outlet and sump.  

Overall heat transfer coefficient values have been 

specified for lean/rich heat exchanger 550 W/(m2K), 

lean amine cooler 800 W/(m2K), reboiler 2500 W/(m2K) 

and condenser 2000 W/(m2K).  These values are higher 

than in Øi (2012) and Park and Øi (2017) which are 

regarded as conservative. 

 

2.4.3 Capital cost estimation methods 

Table 2 specifies general assumptions made for the cost 

comparison. 
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Figure 2. Aspen HYSYS flow-sheet of the base case simulation 

 

The equipment costs are taken from the Aspen In-

plant Cost Estimator (v.10), which gives the cost in Euro 

(€) for Year 2016 (1st Quarter). A generic location that 

has good infrastructure and easy access to a workforce 

and materials, e.g. Rotterdam, is assumed. Stainless 

steel (SS316) with a material factor of 1.75 was assumed 

for all equipment units.   

In the detailed factor method, each equipment cost (in 

carbon steel) was multiplied with its individual 

installation factor to get equipment installed cost, as in 

earlier works (Øi, 2012; Park and Øi, 2017). The total 

capital cost was then calculated by adding all the 

individual equipment installed costs. The detailed 

installation factor is a function of the site, equipment 

type, materials, size of equipment and includes direct 

costs for erection, instruments, civil, piping, electrical, 

insulation, steel and concrete, engineering cost, 

administration cost, commissioning and contingency. 

The updated installation factors for year 2016 (Eldrup, 

2016) were used.  

Table 2. Cost calculation specifications 

Parameter  Value 

Plant lifetime 20 years 

Discount rate  7.5 % 

Maintenance cost 5 % of installed cost 

Electricity price 0.5 NOK/kWh 

Steam price 0.13 NOK/kWh 

Annual operational time 8000 hours 

Location Rotterdam 

Currency exchange rate 2016 
9.209 (European 

Central Bank, 2019)  

Cost index 2016 
103.6 (Statistics 

Norway, 2019) 

Cost index September 2019  111.1  

This cost estimate is expected to have an accuracy of 

±40%. 

 
2.4.4 Operating cost calculation 

The sum of all the costs for running the project is 

calculated to be the total OPEX per year. This project 

includes OPEX estimations for the use of electricity and 

steam to run the CO2 capture process. Electricity cost 

was specified to be 0.5 NOK/kWh (approximately 0.05 

Euro/kWh). The steam cost was specified to be 25 % of 

the electricity cost, 0.125 NOK/kWh. Running uptime 

for the project was assumed to be 8000 hours. 

2.4.5 Aspen HYSYS spreadsheet calculations. 

The spreadsheet unit in Aspen HYSYS was used to 

calculate the detailed cost estimation of CAPEX, OPEX 

and NPV (net present value). The NPV was calculated 

as the sum of CAPEX and OPEX for a calculation 

period of 20 year, and with discount factor 7.5 % as 

specified in Table 2.   

For the different alternatives (especially when 

varying the parameters to be optimized) the spreadsheet 

calculated the NPV for each set of alternative parameter 

values. 

For the case of optimizing the temperature difference 

in the main heat exchanger, the calculation could be 

made effectively by using a Case Study option in Aspen 

HYSYS, so that the calculations could be performed 

automatically for each pre-selected parameter value. 

For the case of optimizing the number of absorber 

stages, each calculation was performed independently 

by specifying the number of stages in each calculation.  
The optimum number of stages can then be found as the 

number giving the lowest NPV.   
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3 Results and Discussion 

3.1 Simulations and convergence 

The calculation sequence including the recycle block 

and the adjust operations were developed as a result of 

a combination of earlier work and trial and error.  The 

recycle block did not converge without adjusting the 

makeup water (and makeup amine). This was done 

manually or it was calculated by a material balance.  An 

improved procedure for the calculation of the water (and 

amine) makeup can probably increase the convergence 

efficiency. 

The DeltaTmin adjust block was efficient to find the 

specified minimum temperature approach in the main 

heat exchanger.  When the tolerance was reduced, more 

iterations (than the specified) was often necessary to 

achieve convergence.  The Lean amine flow adjust 

block was the most difficult to converge.  This can be 

explained by that the recycle block had to be solved for 

each iteration. The recycle block was difficult to 

converge by itself, and the variation of the amine flow 

to obtain the specified CO2 removal grade made the 

convergence more difficult.  When the tolerance was 

reduced, the number of iterations both in the recycle 

block and in the adjustment operation increased.     

3.2 General optimization results 

The results given in Figure 3, Figure 4 and Figure 5 are 

similar to results in an earlier report (Park et al. 2015) 

with similar conditions.  The optimum parameter values 

are also close to values from earlier work (Kallevik, 

2010; Øi, 2012; Aromada and Øi, 2017). Some test 

calculations indicate that the change in equilibrium 

model in Aspen HYSYS to the acid gas package, does 

not change the results much. 

3.3 Optimum number of stages 

Figure 3 shows the energy consumption (in MJ/kg CO2 

captured) and negative NPV (in mill. NOK) for the 

number of stages 8, 10 and 12.   

 

 

Figure 3. Energy consumption and negative net present 

value for the number of stages case simulations. 

The figure shows that the energy consumption 

decreases significantly when the number of stages 

increases.  It also shows that the NPV becomes less 

negative as the number of stages increases.  The 

decrease from 10 to 12 stages is only 3 %.  This indicates 

that the optimum is slightly higher than 12.  To optimize 

the number of stages, it is necessary to start a new 

calculation for every specified number of stages.  

3.4 Optimum minimum T approach 

Figure 4 shows the energy consumption (in MJ/kg CO2 

captured) and negative NPV (in mill. NOK) for the 

minimum temperature approach in the main amine heat 

exchanger equal to 5, 10, 13 and 15.  The figure shows 

that the energy consumption increases significantly 

when the minimum temperature difference increases.  It 

also shows that the NPV is very little dependent on the 

minimum temperature approach.  When the conditions 

are changed slightly, the optimum temperature approach 

changes between approximately 10 - 15 ºC.  This is 

similar to results from other work. To optimize the 

minimum temperature, the most efficient way found, is 

to perform a Case Study in Aspen HYSYS.  Then the 

optimum value can be found as the one with minimum 

(negative) NPV. In principle, the optimization could be 

performed by adding a minimization procedure in the 

Aspen HYSYS spreadsheet, and return a next minimum 

temperature approach to the Aspen HYSYS program.  

 

 

Figure 4. Energy consumption and negative net present 

value for the minimum approach temperature case. 

3.5 85 or 90 % CO2 removal 

Figure 5 shows the specific capture cost (in NOK/ton 

CO2 captured) for 85 % and 90 % removal. The cost is 

distributed on CAPEX, electricity and steam. The figure 

shows that the steam cost is dominating.  85 % removal 

gives the minimum specific capture cost.  It is however 

a strategic choice whether 85 or 90 % should be selected 

because it is not obvious whether a high removal CO2 or 

a low specific CO2 capture cost should be chosen. 

Compared to more detailed cost estimates on CO2 

capture cost, the calculated cost is probably 

underestimated (Park et al., 2015).  In principle, such an 

optimization could be performed using a minimization 

procedure in the Aspen HYSYS spreadsheet.   
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Figure 5. Specific capture cost [NOK/ton CO2] for 85% 

and 90 % CO2 capture. 

4 Conclusion 

 

Aspen HYSYS simulations of a standard amine based 

process for CO2 capture using an equilibrium based 

model have been performed in Aspen HYSYS version 

10.0 using flue gas data from a cement plant. 

The capital cost of CO2 capture was estimated using 

equipment cost data from Aspen In-plant and then using 

a detailed factor method. The cost analysis was limited 

to the absorption and circulation system, and CO2 

compression or liquefaction was not included. 

Operating cost was estimated from calculated electricity 

and heat consumption, and maintenance cost was based 

on estimated capital cost.  Parameters varied were the 

minimum temperature difference in the main heat 

exchanger, the number of absorption stages and % CO2 

removed in the process.  

Optimum temperature difference in the main heat 

exchanger was calculated to 10-15 °C, dependent on the 

specifications.  This was found after one simulation for 

each temperature.  Optimum column height was 

calculated with 12 stages (equivalent to 12 meter of 

structured packing) based on one simulation for each 

stage number. Compared to more detailed cost estimates 

on CO2 capture cost, the calculated cost of 180-190 

NOK (18-19 Euro) is probably underestimated.  The 

scope of the cost calculation is limited to the absorption 

and circulation system which is most important for 

parameter optimization. 

To obtain really automated calculations it is 

recommended to improve the robustness of the 

simulations. This may be achieved by making the 

material balances more accurate. It should in principle 

be possible to optimize e.g. the temperature difference 

in only one automated calculation.  To optimize the 

height (number of stages) in the absorption column 

automatically, a way to update the number of stages 

during the simulations has to be found. 
   

References

H. Ali. Techno-economic analysis of CO2 capture concepts.

PhD Thesis, University of South-Eastern Norway, 2019.

S. A. Aromada and L. E. Øi. Simulation of Improved

Absorption Configurations for CO2 Capture. In Linköping

Electronic Conference Proceedings SIMS 56, pages 21-

29, 2015. doi:http://dx.doi.org/10.3384/ecp1511921

S. A. Aromoda and L. E. Øi. Energy and Economic Analysis

of Improved Absorption Configurations for CO2 Capture.

Energy Procedia, 114:1342-1351, 2017.

N. H. Eldrup. Installation factor sheet - Project Management

and Cost Engineering. Master's Course.  University

College of Southeast Norway, Porsgrunn, 2016.

European Central Bank. ECB euro referance exchange rate:

Norwegian krone (NOK). Available 3.11.2019:

https://www.ecb.europa.eu/stats/policy_and_exchange_ra

tes/euro_reference_exchange_rates/html/eurofxref-graph-

nok.en.html]

A. L. Haukås, J. Helvig, I. Hæstad, and A. M. Lande.

Automatization of Process Simulation and Cost

Estimation of CO2 capture in Aspen HYSYS. Master’s

Project, University of South-Eastern Norway, Porsgrunn,

2019.

J. Holoboff. Improving flowsheet convergence in HYSYS.

Available online (30.11.2019):

http://processecology.com/articles/improving-flowsheet-

convergence-in-hysys

Y.  Ishii and F. D. Otto. Novented process plowsheeting Part 

I: A basic algorithm for inter-linked, multicolumn 

separation processes. Computers and Chemical 

Engineering, 32:1842-1860, 2008.
O. B. Kallevik. Cost estimation of CO2 removal in HYSYS.

Master’s Thesis, Telemark University College, Porsgrunn,

2010.

T. P. Kisala, R. A. Trevino-Lozano, J.F. Boston, and H. I. 

Britt. Sequential modular and simultaneous modular 

strategies for process flowsheet optimization. 

Computers and Chemical Engineering, 11(6):567-579, 

1987.

Norcem. Sementproduksjon og CO2. Available 16.9.19:

https://www.norcem.no/no/sementproduksjon-co2

K. G. Park, S. Hartantyo, A. Nazari, T. Huang, and B. Rai.

Process simulation and cost estimation of CO2 capture

from cement plant using Aspen HYSYS. Master’s Project,

Telemark University College, Porsgrunn, 2015.

K. Park and L. E. Øi. Optimization of gas velocity and

pressure drop in CO2 absorption column. In Linköping

Electronic Conference Proceedings SIMS 58, pages 292-

297, 2017. doi: 10.3384/ecp17138292

A. B. Rao and E. S. Rubin. Technical, Economic and

Environmental Assessment of Amine-based CO2 Capture

Technology for Power Plant Greenhouse Gas Control.

Environmental Science and Technology, 36:4467-4475,

2002. doi: 10.1021/es0158861

Statistics Norway. Konsumprisindexen. Available 3.11.2019:

https://www.ssb.no/priser-og-prisindekser/statistikker/kpi

L. E. Øi. Aspen HYSYS simulation of CO2 removal by amine

absorption in a gas based power plant. In Proceedings The

48th Scandinavian Conference on Simulation and

Modelling (SIMS 2007), Göteborg, Sweden, 2007.

L. E. Øi. Removal of CO2 from exhaust gas. PhD Thesis,

Telemark University College, Porsgrunn.   (TUC 3: 2012)

38.98 41.87
7.99 7.50

113.27 121.70

0

50

100

150

200

85 90

Sp
ec

if
ic

 c
ap

tu
re

 c
o

st
 

[N
O

K
2

0
1

9
/t

co
2

]

CO2 removal efficiency [%]

CAPEX Electricity Steam

SIMS 61

DOI: 10.3384/ecp20176326 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

331

https://www.ecb.europa.eu/stats/policy_and_exchange_rates/euro_reference_exchange_rates/html/eurofxref-graph-nok.en.html
https://www.ecb.europa.eu/stats/policy_and_exchange_rates/euro_reference_exchange_rates/html/eurofxref-graph-nok.en.html
https://www.ecb.europa.eu/stats/policy_and_exchange_rates/euro_reference_exchange_rates/html/eurofxref-graph-nok.en.html
http://processecology.com/articles/improving-flowsheet-convergence-in-hysys
http://processecology.com/articles/improving-flowsheet-convergence-in-hysys
https://www.norcem.no/no/sementproduksjon-co2
http://dx.doi.org/10.3384/ecp17138292
https://www.ssb.no/priser-og-prisindekser/statistikker/kpi


 

Simulation of CO2 Absorption at TCM Mongstad  

for Performance Data Fitting and Prediction 
 

Lars Erik Øi1,*  Sofie Fagerheim1,2  

 
1Department of and Process, Energy and Environmental Technology, University of South-Eastern Norway 

2Multiconsult, N-8001 Bodø 

 
lars.oi@usn.no 

 

 

Abstract 
 

The main purpose of this work has been to fit simulated 

models to performance data from Test Centre Mongstad 

(TCM), and evaluate whether fitted parameters for one 

scenario (a set of experimental data at specified 

conditions) give reasonable predictions at other 

conditions.  Five scenarios from the amine based CO2 

absorption process at TCM have been simulated in a 

rate-based model in Aspen Plus and an equilibrium 

based model in Aspen HYSYS and Aspen Plus.  It was 

evaluated whether a fitted interfacial area (for the rate-

based model) or an EM-profile (Murphree efficiency on 

each of 24 stages for the equilibrium based model) gave 

a good prediction of CO2 removal rate and temperature 

profile for other conditions.  An indication of the 

predictive performance of the rate-based model is that 

the interfacial area fitted to the different scenarios had 

to be varied between 0.29 and 1.0 to obtain the 

experimental CO2 removal efficiency.  Using a specific 

EM-profile was able to predict both the CO2 removal and 

the temperature profile for all the scenarios reasonably 

well.  An EM-factor multiplying all the EM values in an 

EM-profile from another scenario was fitted to values 

between 0.60 and 1.02 for all the scenarios. 

 

Keywords: CO2, amine, absorption, simulation 

 

1 Introduction 

 

The CO2 Technology Centre Mongstad (TCM) close to 

Bergen is the world’s largest test facility for CO2 capture 

technology. For testing of CO2 absorption into amine 

based solvents, there is an absorption column with a 

rectangular cross section equivalent to a packing 

diameter of 3 meter, and a packing height up to 24 

meter.  There have been performed performance tests of 

CO2 absorption from flue gas into 30 wt-% monoethanol 

amine (MEA) in 2013 (Thimsen et al., 2014; Hamborg 

et al., 2014) and in 2015 (Gjernes et al., 2017; Faramarzi 

et al., 2017).  Figure 1 shows the principle of the amine 

based CO2 absorption and also the desorption facility at 

TCM.  In this work, especially the total CO2 capture rate 

(in % of incoming CO2) in the absorption section and 

the temperature profile from top to bottom of the 

absorption section are the evaluated parameters. 

The first aim of this work is to compare results from 

simulations with performance data for CO2 absorption 

into 30 wt-% MEA at TCM using different simulation 

tools.  The second aim, which is specific for this work, 

is to test whether fitted parameters for one scenario (a 

set of experimental data at specified conditions) give 

reasonable predictions at other conditions.  The work is 

based on the Master Thesis of Sofie Fagerheim (2019) 

and on earlier work at the University of South-Eastern 

Norway. 

 

Figure 1. Simplified process diagram of the amine based CO2 capture plant at TCM (Thimsen et al., 2014) 

SIMS 61

DOI: 10.3384/ecp20176332 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

332

mailto:lars.oi@usn.no


 

In earlier work (Sætre, 2016; Røsvik, 2018; Øi et al., 

2018) the equilibrium models (in Aspen Plus and Aspen 

HYSYS) were fitted to one specific scenario by 

adjusting the Murphree efficiency (EM) for each stage, 

and the rate-based model (in Aspen Plus) was fitted to 

another scenario by adjusting the interfacial area factor.  

In literature there is very little research on predicting 

CO2 absorption with models fitted for other conditions.   

In this work, 5 sets of experimental data (scenarios) 

from the amine based CO2 capture process at TCM have 

been compared with simulations of different 

equilibrium based models and a rate-based model.  The 

EM-profile was then adjusted with an EM-factor in the 

other scenarios to achieve a good fit to the temperature 

profile. 

2 Process simulation tools and CO2 

absorption models 

 

There are several process simulation tools available for 

CO2 absorption processes.  The key content in these 

programs are models for vapour/liquid equilibrium 

calculations and efficient flow-sheet solvers.  Some of 

the programs (especially the programs with rate-based 

tools) also include models for chemical, heat transfer 

and mass transfer kinetics.  Commercially available 

programs are Aspen Plus, Aspen HYSYS, ProTreat, 

ProMax and ChemCad.  Some companies have internal 

programs, SINTEF use the program CO2SIM. 

 There are different equilibrium models used for the 

MEA/water/CO2 system describing the relations 

between the vapour and liquid phase at equilibrium.  

Aspen Plus has an Electrolyte-NRTL equilibrium model 

which is based on Austgen et al. (1989).  The new 

version of Aspen HYSYS has a new acid gas model.  

This work is mainly based on the earlier models in 

Aspen HYSYS which is based on the amine package 

with the Kent-Eisenberg (1976) and the Li-Mather 

(1994) equilibrium models.    

Aspen Plus has included rate-based models.  For CO2 

absorption, there are several models available for heat 

transfer, mass transfer and kinetics which can be 

included in a rate-based simulation.  A specific rate-

based example file for CO2 removal using MEA is 

available with the Aspen Plus program. The parameters 

in this file are mostly based on the work of Zhang et al. 

(2009) who fitted Aspen Plus simulations to 

experimental runs at a CO2 absorption pilot plant.  

Different rate-based models have been developed for 

TCM in the Master Thesis works of Larsen (2014), 

Desvignes (2015) and Sætre (2016). The gCCS program 

has been used for dynamic simulations at TCM (Bui et 

al., 2020).  

Equilibrium based absorption models are based on 

the assumption of equilibrium at each stage.  The model 

can be extended by using a Murphree efficiency (the 

ratio of the change in mole fraction from a stage to the 

next divided by the change assuming equilibrium).  An 

advantage using Murphree efficiencies compared to 

rate-based simulations is that it is simpler and fewer 

parameters have to be specified.  In the Master Thesis 

work of Zhu (2015), Sætre (2016) and Røsvik (2018), a 

Murphree efficiency for each stage (meter of packing) 

was estimated for one set (scenario) of TCM data 

(Hamborg et al., 2014). Zhu (2015) fitted a constant 

Murphree efficiency to 0.09 in Aspen HYSYS for all 

stages to obtain the experimental CO2 capture rate.  

Using different fitted Murphree efficiencies for each 

stage, good agreement between the measured and 

simulated temperature profile was also obtained. 

There are a few comparisons between different 

simulation tools for CO2 absorption in literature.  Luo et 

al. (2009) tested Aspen RadFrac, ProTreat, ProMax, 

Aspen RateSep, CHEMASIM from BASF and CO2SIM 

from SINTEF/NTNU by comparing with pilot plant 

data.  The result was that all models were capable of 

fitting the CO2 capture rate, but the temperature and 

concentration profiles were not well predicted.  When 

comparing Aspen HYSYS and Aspen Plus, Øi (2012) 

claimed that there were small differences between the 

tested equilibrium models, and that a rate-based and 

equilibrium based model with estimated Murphree 

efficiencies gave similar results.  In the work by Øi et al. 

(2018), different models were compared for 4 scenarios 

from TCM. The results showed that equilibrium and 

rate-based models perform equally well in both fitting 

performance data and in predicting performance at 

changed conditions. 

 

3 Data, Methods and Specifications  

3.1 Performance Data from TCM  

 

Performance data for this work have been taken from 5 

sets of conditions (scenarios) at TCM. They are from 

campaigns in 2013 and 2015 for approximately 30 wt-

% MEA in water. 24 meter of packing height (the 

maximum available) was used in these scenarios.   

The data (mainly conditions of the inlet gas stream 

and the inlet amine stream to the absorption section) for 

the 5 scenarios are listed in Table 1 to Table 5. Table 1 

to 4 are for the same conditions as in Øi et al. (2018).  

The data are from scenarios documented in Hamborg et 

al. (2014), Gjernes et al. (2017) and Faramarzi et al. 

(2017), but some of the data are converted to make them 

suitable for input to simulation programs. 

The 5 scenarios which have been selected in this 

work are named H14 and 6w from 2013 (Hamborg et 

al., 2014), 2B5 and Goal1 from 2015 (Gjernes et al., 

2017) and F17 from 2015 (Faramarzi et al., 2017).  The 

names have been used internally at TCM, except the 
H14 and F17 scenarios. The 5 scenarios were run with 

amine concentrations close to 30 wt-% MEA in water. 
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Table 1 Scenario H14 experimental input data for process 

simulations. 

Input data to the simulations 

Amine inlet   Flue gas inlet   
Flow rate [kg/h]  54900 Flow [kmol/h]  2022 

Temperature [°C]  36.5 Temperature [°C]  25.0 

MEA [mol%]  10.94 CO2 [mol%]  3.7 

H2O [mol%]  86.54 H2O [mol%]  2.95 

CO2 [mol%]  2.52 O2 [mol%]  13.6 

Pressure [bara]  1.0313 N2 [mol%]  79.75 

    Pressure [bara]  1.063 

 
Table 2 Scenario 6w experimental input data for process 

simulations. 

Input data to the simulations 

Amine inlet   Flue gas inlet   
Flow rate [kg/h]  54915 Flow [kmol/h]  2005 

Temperature [°C]  36.9 Temperature [°C]  25 

MEA [mol%]  11.13 CO2 [mol%]  3.57 

H2O [mol%]  86.37 H2O [mol%]  3.0 

CO2 [mol%]  2.5 O2 [mol%]  13.6 

Pressure [bara]  1.0313 N2 [mol%]  79.83 

    Pressure [bara]  1.063 

 
Table 3 Scenario 2B5 experimental input data for process 

simulations. 

Input data to the simulations 

Amine inlet   Flue gas inlet   
Flow rate [kg/h]  49485 Flow [kmol/h]  2022 

Temperature [°C]  36.8 Temperature [°C]  28.2 

MEA [mol%]  11.67 CO2 [mol%]  3.57 

H2O [mol%]  85.65 H2O [mol%]  3.7 

CO2 [mol%]  2.68 O2 [mol%]  14.6 

Pressure [bara]  1.0313 N2 [mol%]  78.08 

    Pressure [bara]  1.063 

 

Table 4 Scenario Goal1 experimental input data for 

process simulations. 

Input data to the simulations 

Amine inlet   Flue gas inlet   
Flow rate [kg/h]  44391 Flow [kmol/h]  2017 

Temperature [°C]  28.6 Temperature [°C]  25 

MEA [mol%]  12.04 CO2 [mol%]  3.62 

H2O [mol%]  85.19 H2O [mol%]  3.1 

CO2 [mol%]  2.77 O2 [mol%]  14.3 

Pressure [bara]  1.0313 N2 [mol%]  79 

    Pressure [bara]  1.063 

 
Table 5 Scenario F17 experimental input data for process 

simulations. 

Input data to the simulations 

Amine inlet   Flue gas inlet   
Flow rate [kg/h]  57434 Flow [kmol/h]  2558 

Temperature [°C]  37.0 Temperature [°C]  29.8 

MEA [mol%]  11.44 CO2 [mol%]  3.70 

H2O [mol%]  86.27 H2O [mol%]  3.70 

CO2 [mol%]  2.29 O2 [mol%]  14.60 

Pressure [bara]  1.0313 N2 [mol%]  78.00 

    Pressure [bara]  1.0100 

 

The results from the performance data scenarios to be 

compared with simulations, are the total CO2 capture 

rate and the temperature profile measured for every 

meter of the packing.  The temperature was measured at 

different locations for each meter of packing, and the 

different locations were named A, B, C and D.   
 

For the H14 and F17 scenario, a mean value for each 

meter of packing was specified in the temperature 

profile (Hamborg, 2014; Faramarzi 2017). 

 

3.2 Specifications for the Equilibrium 

Based Simulation Tools 
 

When using Aspen HYSYS, the Amine Package with 

the Kent-Eisenberg model was used with non-ideal 

vapor phase.  The Acid Gas model, which is the 

recommended equilibrium model in the last Aspen 

HYSYS version was used as a check.  When using 

Aspen Plus, the Electrolyte-NRTL (Non-Random-Two-

Liquid) model was used.  The figures in this work show 

only results from Aspen Plus.      

In the Master Thesis work of Zhu (2015), Sætre 

(2016) and Røsvik (2018) a Murphree efficiency for 

each of the 24 stages (meter of packing) was estimated 

for the TCM data set (Hamborg et al., 2014).  Different 

approaches for fitting the EM profile to the temperature 

profile was a constant EM for every stage (Zhu, 2015) 

and a linear Murphree efficiency profile (Øi, 2012). A 

high Murphree efficiency at the top stages and then 

gradually reduced to a constant equal to 0.01 (close to 

0) for the bottom stages fitted the temperature profile 

very well for the H14 scenario (Zhu, 2015; Sætre, 2017; 

Røsvik, 2018).  Fagerheim (2019) fitted two other EM 

profiles, SF1 and SF2 to the performance data. The SF1 

and SF2 profiles has EM = 0.01 on the 5 lowest stages 

compared to the Zhu profile which has EM = 0.01 on the 

10 lowest stages.  These profiles were specified in both 

the Aspen HYSYS and Aspen Plus simulation tool.  The 

different EM profiles used in this work are presented in 

Table 6. 

 

 
Table 6 Murphree efficienciy profiles used in this work 
 

Murphree efficienciy profiles in the packed column from top to bottom 

EM 0,1 Zhu Lin SF1 SF2 

1 0.1 0.2300 0.17 0,2450 0,2400 

2 0.1 0.2192 0.17 0,2425 0,2350 

3 0.1 0.2085 0.17 0,2400 0,2300 

4 0.1 0.1977 0.17 0,2375 0,2250 

5 0.1 0.1869 0.17 0,2350 0,2200 

6 0.1 0.1800 0.16 0,2325 0,2150 

7 0.1 0.1762 0.15 0,2300 0,2300 

8 0.1 0.1546 0.14 0,2000 0,2000 

9 0.1 0.1438 0.13 0,1700 0,1700 

10 0.1 0.1331 0.12 0,1400 0,1400 

11 0.1 0.1223 0.11 0,1100 0,1100 

12 0.1 0.1115 0.10 0,0800 0,0800 

13 0.1 0.1007 0.09 0,0500 0,0550 

14 0.1 0.0900 0.08 0,0475 0,0525 

15 0.1 0.0100 0.07 0,0450 0,0500 

16 0.1 0.0100 0.06 0,0425 0,0475 

17 0.1 0.0100 0.05 0,0400 0,0450 

18 0.1 0.0100 0.04 0,0375 0,0425 

19 0.1 0.0100 0.03 0,0350 0,0400 

20 0.1 0.0100 0.02 0,0001 0,0001 

21 0.1 0.0100 0.01 0,0001 0,0001 

22 0.1 0.0100 0.01 0,0001 0,0001 

23 0.1 0.0100 0.01 0,0001 0,0001 

24 0.1 0.0100 0.01 0,0001 0,0001 
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3.3 Specifications for the Rate-Based Tool 
 

The specifications in the rate-based Aspen Plus 

simulation tool at TCM have been developed during 

several years and different versions have been used 

(Larsen, 2014; Desvignes, 2015; Sætre 2016).  In this 

work, the same parameters as in Øi et al. (2018) were 

used.  Most of these specifications are based on the work 

by Zhang et al. (2009) where Aspen Plus rate-based 

simulations were fitted to pilot scale experiments of CO2 

absorption at the University of Texas.  Detailed 

documentation of the rate-based model can be found in 

the Aspen Plus program documentation. 

   

4 Results and discussion 

4.1 General Results 
 

The results shown for each model in the scenario figures 

are the capture rate and the temperature profile.  The 

model parameters (in the case of the rate-based model 

the interfacial area factor) are adjusted to achieve the 

specified capture rate.  In the case of using an EM profile, 

all the EM values were multiplied with an EM-factor 

which is the only parameter.   In some cases it was not 

possible to obtain the specified capture rate. In that case 

the parameter was adjusted to come as close as possible 

to the specified capture rate.  The emphasis in this work 

is on comparison of the temperature profiles. 

   

4.2 Scenario H14 
 

Comparisons between measured and simulated 

temperature profiles are shown in Figure 2.  In the 

figure, the number after each model is the EM-factor 

(adjusted to achieve the capture rate given in the 

parenthesis).  The broad solid line is representing the 

experimental data as an average of 4 measured 

temperatures at each stage.  The non-smooth form of the 

experimental line indicates that there is some 

uncertainty in the measurements.  

 

  

Figure 2. Comparison of plant data scenario H14 and 

simulated temperature profiles (Fagerheim, 2019). 

The model with constant EM overpredicts the 

temperature to a large degree in the lower part of the 

column.  The rate-based model (with interfacial area 

1.0) underpredicts the temperature.  The model with a 

linear EM profile gives a reasonable temperature profile.  

The adjusted EM profiles give the best fit.  This is as 

expected because all the EM values (24 parameters) are 

actually fitted to this scenario.  In the work of Øi et al. 

(2018), the rate-based model gave a temperature profile 

closer to the experimental line for the H14 scenario 

using Aspen HYSYS.  In that case, an interfacial area of 

0.55 was used, but this does not achieve the capture rate 

in the Aspen Plus simulations.  Even with an interfacial 

area factor of 1.0, the Aspen Plus simulations only 

achieved a capture rate slightly below the experimental 

value of 90 %.  The slight difference between the results 

using Aspen HYSYS and Aspen Plus, is probably due 

to different vapour/liquid equilibrium models.    

 

4.3 Scenario 6w 
 

Comparisons between measured and simulated 

temperature profiles are shown in Figure 3.  The 

experimental temperatures are shown in the figure, and 

the broad solid line shows the average.  It is clear that 

the uncertainty in the experimental temperatures are not 

negligible.  

 

Figure 3. Comparison of plant data scenario 6w and 

simulated temperature profiles (Fagerheim, 2019). 

 

In this scenario all the models except the constant EM 

model give reasonable temperature profiles.  In this 

case, the rate-based model overpredicts the temperature 

in the lower part of the column.  The interfacial area had 

to be adjusted to 0.29 to achieve the experimental 

capture rate.  The models with EM profiles fitted to the 

H14 scenario, had to be adjusted with factors from 0.60 

to 0.72 to obtain the experimental capture rate.    

 

4.4 Scenario 2B5 
 

Comparisons between measured and simulated 

temperature profiles are shown in Figure 4.  The figure 

shows a higher uncertainty in the experimental 

temperatures than the other scenarios.  
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Figure 4. Comparison of plant data scenario 2B5 and 

simulated temperature profiles (Fagerheim, 2019). 

 
As in the H14 scenario, the model with constant EM 

overpredicts the temperature in the lower part of the 

column and the rate-based model underpredicts the 

temperature.  The interfacial area in the rate-based 

model had to be adjusted to 1.0 to (almost) achieve the 

experimental capture rate. 

  The EM profile models give a good fit with an 

adjustment factor between 0.89 and 1.01.  The 

uncertainty in the data is too large to conclude which 

model is closest to the experimental data. 

   

 

4.5 Scenario Goal1  
 
Comparisons between measured and simulated 

temperature profiles are shown in Figure 5.  In this 

scenario all the models overpredicts the temperature in 

the middle of the column.  The rate-based model and the 

linear model overpredicts the temperature with about 10 

K.  The EM profile models overpredicts the temperature 

with less than about 3 K.  The interfacial area was 

adjusted to 0.51, while the other models were adjusted 

with factors between 0.90 and 1.02. 

  

 

 

Figure 5. Comparison of plant data scenario Goal1 and 

simulated temperature profiles (Fagerheim, 2019). 

 

 

4.6  Scenario F17  
 

Comparisons between measured and simulated 

temperature profiles are shown in Figure 6.  The broad 

solid line is representing the experimental data.  The 

experimental line which is smoother than in the earlier 

scenarios indicates that the experimental uncertainty is 

lower in the F17 scenario.  There is however an outlier 

in the experimental temperature on stage 14 in all the 

scenarios. The linear model is closest to the 

experimental data for this scenario.  The rate-based 

model overpredicts the temperature slightly in the 

middle part of the column.   

 

 

Figure 6. Comparison of plant data scenario F17 and 

simulated temperature profiles (Fagerheim, 2019). 

 
The EM models underpredicts the temperature with up to 

3 K in the lower part of the column.  The interfacial area 

was adjusted to 0.51, while the other models were 

adjusted with factors between 0.72 and 0.86. 

 

 

4.7  General discussion  
 

Only the results using the Electrolyte-NRTL model in 

Aspen Plus were shown in the figures in this work.  

Earlier work has shown that different equilibrium 

models give similar results (Sætre, 2016; Øi et al., 

2018), and this has also been confirmed in simulations 

in Fagerheim (2019).  

Some references (Zhang et al., 2009; Larsen, 2014; 

Desvignes, 2015) have compared also the concentration 

profiles when comparing performance data and 

simulation tools.  This may give additional information 

for analysis. 

 Only performance data with 24 meter of packing was 

used in this and earlier work.  The low Murphree 

efficiency on the lowest stages indicate that the number 

of stages in the column is too high.  Equilibrium based 

and rate-based models could also be fitted to 

performance data for lower packing heights which are 

available for e.g. 18 meter packing height (Gjernes, 
2017). 
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This work indicates that equilibrium based models 

give better predictions at other conditions.  This is 

probably not a general conclusion.  Equilibrium based 

models are very empirical and are probably only useful 

when the conditions do not change much.  Some have 

claimed (Zhang et al., 2009) that rate-based models are 

superior to equilibrium based models.  There are several 

factors and parameters in the rate-based models which 

are not well known, typically specifications for fluid 

flow, heat transfer and mass transfer mechanisms in 

structured packings.  When the knowledge of these 

factors becomes better known, the rate-based models 

can probably be made more predictive. 

 

5 Conclusions 

Five different scenarios from the CO2 capture process at 

TCM have been simulated in a rate-based model in 

Aspen Plus and in an equilibrium-based model in Aspen 

HYSYS and Aspen Plus.  In the rate-based model, the 

performance data was fitted by changing only the 

interfacial area factor to obtain the experimental CO2 

removal efficiency.  The simulated temperature profile 

from top to bottom of the absorption column was then 

only qualitatively correct compared to the measured 

temperature profile.  In the equilibrium based model, a 

Murphree efficiency (EM) was specified for each of 24 

stages (meter of packing) to fit both the CO2 removal 

efficiency and the temperature profile for one scenario.  

In this work different EM-profiles (different EM values 

on each stage) were examined to fit the temperature 

profile for a given scenario.  The EM-profiles were then 

used to fit performance data for other scenarios by 

adjusting only an EM-factor which multiplies all the EM 

values in an EM-profile. 

It was evaluated whether a fitted interfacial area (for 

the rate-based model) or a fitted EM-profile (for the 

equilibrium based model) for one scenario gave a good 

prediction for other scenarios.  The rate-based model 

fitted for a certain scenario was not able to predict 

performance well for all other scenarios.  An indication 

of this was that the interfacial area in the different 

scenarios had to be varied between 0.29 and 1.0 to 

obtain the measured CO2 removal efficiency. Using a  

EM-profile fitted for a specific scenario was able to 

predict performance better for all the scenarios.  By 

multiplying the specified EM-profile with an EM-factor 

(only one parameter), the fit at a new scenario was 

reasonably accurate.  The fitted EM-factor for each 

scenario had to be varied between 0.60 and 1.02 to 

obtain the measured CO2 removal for all the scenarios. 

The performance (CO2 removal efficiency and 

temperature profile) was reasonably fitted and simulated 

for each scenario by all the models.  None of the models 

are however expected to predict accurate performance 

for conditions far from the fitted scenario without any 

additional adjustment. 
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Abstract
A Monte Carlo simulation is useful to determine the

probability of completing a project within budget and on

time at various stages of the project. This paper

discusses a research study to determine and compare the

distribution for total project duration using ten different

probability distributions for fourteen activities of a

project. Triangular distributions were used as reference

and parameter values for each activity duration were

assumed. Parameter values of nine other distributions

were calculated from the mean and standard deviations

for the triangular distribution. The study indicated that

P90 and P95 values of the output distributions, using

different input distributions, differed by up to 4,8%. It

was also found that there is a positive correlation

between the mean skewness of the fourteen activities

and the P90 and P95 values. The skewness of the output

distribution showed a strong positive correlation with

the mean skewness of the input distributions.

Keywords:  risk, simulation, duration, projects

1 Introduction

1.1 Background

Monte Carlo simulation is mentioned in the Project

Management Body of Knowledge (PMBoK) guide

(PMI, 2014) as one of the quantitative risk analysis

tools. A detailed discussion of cost and schedule risk

analysis and simulation is provided by Cooper et al.

(2014). A schedule risk simulation is typically done

before project implementation and can be updated with

actual activity duration values to replace the input

distributions as the project is executed. The probability

of finishing the project by the due date can thus be

captured at various stages or phases of the project and

plotted on a timeline to determine the trend.

Two notable projects in which schedule simulation

was used extensively are the Øresund bridge project in

Denmark and Sweden (Christensen and Rydberg, 2001),

and the Gotthard base tunnel in Switzerland (Ehrbar et

al., 2016). In the former the bridge and tunnel was
completed 5 months ahead of schedule and in the latter

the 57km tunnel underneath the Alps was completed a 

year earlier than initially planned. 

It is unusual for a person to perform the same activity 

in exactly the same time when repeated, therefore, 

probability distributions are used to describe this 

uncertainty in duration. Various distributions have been 

proposed to model the uncertainty in the duration of 

project activities, e.g. the betapert, triangular, normal 

and lognormal distributions (Raydugin, 2013; Munier, 

2014). The normal distribution is symmetric, the 

lognormal distribution is right skewed and the betapert 

and triangular distributions can be left skewed, 

symmetric, or right skewed.  

If all the activity durations of a project are modelled 

with the normal distribution, one would expect the total 

project duration to be symmetric as well. This is the case 

if all activities are performed in series. If some activities 

are performed in parallel, the output distribution could 

be skewed even if all input distributions are symmetric. 

If all the activities are modelled with a right skewed 

distribution one would expect the distribution for the 

total project duration to also be right skewed. The 

skewness of the input distributions would therefore 

determine the skewness of the output distribution. 

Schedule simulation is mostly used to determine the 

90% (P90) or 95% (P95) certainty duration of the 

project and the skewness of the output distribution 

affects the value of the P90 and P95 values. The choice 

of input distribution is therefore important to obtain a 

good approximation of the P90 and P95 values. 

1.2 Objectives of Study 

The main objective of this study was to determine the 

effect of the skewness of input distributions of a project 

network on the skewness of the output distribution 

provided by a Monte Carlo simulation in Excel. A 

further objective was to investigate the differences in the 

skewness of the output distributions for ten different 

input distributions that have different skewness values 

for fourteen project activities. A project network with 14 

activities in series and parallel was selected as a case 

study for this research project. 
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2 Literature

2.1 Schedule Risk

Several high-profile projects have suffered delays and

eventual slippage. A notable example of severe slippage

is the construction of the Sydney Opera House that took

10 years longer to finish (Steyn et al., 2016). 

Another classical example is the Central Artery/Tunnel 

project in Boston, USA. The project duration was 

planned for about 10 years but eventually took 17 

years to complete (National Research Council, 2003).

Managing the schedule for a project is of great

importance, especially for mega projects and very long

projects. Slippage in a large or long transport project

will inevitably lead to cost overruns and loss of revenue

since toll fees cannot be collected (Love et al. 2014).

Vanhoucke (2015) mentioned the importance of

schedule risk analysis in projects and said a sound

baseline schedule is critical for successful execution of

the subsequent phases of the project. Nicholas and Steyn

(2017) said “project scheduling is an integral part of

project planning”.

Uncertainty in the total duration of a project is

influenced by two factors. The first is uncertainty in the

duration of individual activities and tasks to be

performed. This type of uncertainty is treated by means

of suitable probability distributions. The second

uncertainty is due to the occurrence of random events

that impact the duration of an activity. This type of

uncertainty can be incorporated in a simulation by

means of a probability of occurrence and estimates for

the consequence should the event occur. Discrete

distributions like the binomial distribution is useful for

incorporating random events in a schedule simulation

(Damnjanovic and Reinschmidt, 2020).

2.2 Probability Distributions

Various probability distributions are available to model

activity duration in projects as well as operational and

maintenance tasks in an enterprise. Only distributions

that have two parameters were selected for this study,

except the triangular distribution which has three

parameters. Some information on four popular

probability distributions are given below.

The triangular distribution is a versatile continuous

distribution that is appropriate for cost and schedule

simulations (Scherer et al., 2003). The parameters 

are easy to estimate but one drawback is the fact that 

the maximum duration of an activity is capped. Even if 

very skewed values are selected for the 

triangular distribution, the inverse of the cumulative 

distribution function cannot produce a higher 

value than the maximum or upper bound value.

The lognormal distribution is quite popular for cost

and schedule risk simulation and was used extensively

by Bowden et al. (2001). It is a right-skewed distribution

that is often used to model the duration of activities that

are performed by novice artisans or technicians that 

perform complex tasks.  

The normal distribution is probably the most popular 

continuous distribution used in risk simulation. It is 

symmetric and the parameters are quite easy to estimate, 

especially if similar activities have been performed in 

the project organization in the past.  

The Fréchet distribution, also known as the inverse 

Weibull distribution, is an interesting distribution that is 

regarded as an extreme value distribution that is often 

applied to modeling extreme events. It is a “fat-tailed” 

distribution that can be useful to describe the uncertainty 

in the duration of new activities that have not been done 

before in a project organization. 

Data on most of the probability distributions used in 

this study, i.e. formulae for the mean value, standard 

deviation, skewness, excess kurtosis, and the inverse 

variant, are provided by Evans et al. (2000). 

2.3 Activity Duration 

Many project network modelers use symmetric 

distributions to express uncertainty in activity duration, 

e.g. the normal distribution or logistic distribution. 

However, the distribution of activity durations in 

projects are often not symmetric but rather skewed to the 

right (positive skewness). According to Martens (2017), 

most activity distributions in projects are right skewed. 

This view is shared by Shankar (2011). 

With many different distributions available to 

describe the uncertainty of activity duration, the 

question could be posed whether certain distributions 

are more suited for certain project situations. Various 

factors could influence this decision, e.g. ease of use, 

availability of inverse variants within add-in software, 

ease of estimating the parameters of the distribution, 

symmetry or not, positive inverse variants, and 

availability of an explicit formula to calculate the 

inverse variant if not available in add-in software. 

Ferson et al. (1998) said “the results of probabilistic 

risk analyses are known to be sensitive to the choice of 

distributions used as inputs, an effect which is 

undoubtedly even stronger for the tail probabilities”. 

The authors argue that, in the absence of information 

regarding the uncertainty of an input value, the uniform 

distribution with minimum and maximum bounds is the 

best approach. 

Hajdu and Bokoro (2014) compared the results of 

simulations using the uniform, triangular and beta 

distributions as input. They found that the difference in 

the project duration for the three distributions was less 

than the effect on the duration due to a 10% variation in 

the values of the three-point estimates for the triangular 

distribution.  

Sherer et al. (2003) approximated the normal 

distribution with a symmetric triangular distribution and 

approximated the lognormal distribution with a non-

symmetric triangular distribution. The authors found 
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that the symmetric triangular distribution provides a 

good approximation for the normal distribution in the 

range of the mean ± 2,44σ. 

Wood (2002) compared the output cumulative 

distributions of a 12-activity project with two paths 

using the triangular, uniform, normal and lognormal 

distributions as input. He found that P90 values using 

different input distributions varied by as much as 10%. 

Visser (2016) performed simulations for two project 

networks and compared the results for the triangular, 

normal, lognormal and betapert distributions. The P80 

and P90 values of the output distribution with 20000 

trials were compared. The study found no significant 

difference in the output for these four input 

distributions. 

3 Methodology 

A theoretical project network with 14 activities in series 

and parallel was chosen to study the effect of skewness 

of input distributions on the skewness of the total project 

duration. Project managers seem to agree that project 

activity durations mostly have right skewed 

distributions (Damnjanovic and Reinschmidt, 2020). 

The parameters of the triangular distributions for all 

activities were therefore chosen to provide positive 

skewness, i.e. right skewed distributions. 

The mean and standard deviation values for the input 

distributions were used to determine the parameters of 

nine other distributions. Only distributions with two 

parameters were considered for this study. The betapert 

distribution that is popular in schedule simulation was 

excluded. 

A model that considers the logic of the project 

network was developed in Excel. The schedule 

simulation was performed with 100000 trials using the 

SimVoi add-in for Excel (Treeplan, 2020). One output 

of the simulation was a chart of the cumulative 

distribution for the total project duration. The duration 

values at increments of 5% probability were also 

provided by the add-in. The project network that was 

used for this study is shown in Figure 1.  

 

Figure 1. Project network used for simulation study 

 

In this network there are six ‘paths’ that need to be 

executed in parallel to finish the total project. Values for 

the three parameters of the triangular distribution, i.e. a 

(lower bound), m (most likely) and b (upper bound), 

were chosen such that any of the six paths could be the 

critical path for the project. The mean value for each 

path of the network is shown in Table 1. 

Table 1. Mean values of six paths in project network 

Path 
Lower 

bound 

Most 

likely 

Upper 

bound 
Mean 

1-4-9-13 27 35 62 41,33 

1-5-9-13 25 32 57 38,00 

2-6-10-14 26 33 58 39,00 

2-6-11-14 28 35 59 40,67 

3-7-12 28 35 54 39,00 

3-8-12 29 35 53 39,00 

 

The three parameter values for the triangular 

distribution, mean value (), standard deviation () and 

the skewness (Skew) are shown in Table 2. The units for 

these parameters would typically be days or weeks if it 

is a long project, but it could represent any other time 

measurement. 

Table 2. Input values for 14 activities 

Act. a m b   Skew 

1 4 6 12 7,333 1,699 0,422 

2 5 7 14 8,666 1,929 0,454 

3 9 11 16 12,000 1,472 0,376 

4 7 9 16 10,666 1,929 0,454 

5 5 6 11 7,333 1,312 0,505 

6 7 8 14 9,666 1,546 0,522 

7 9 12 18 13,000 1,871 0,305 

8 10 12 17 13,000 1,472 0,376 

9 9 12 18 13,000 1,871 0,305 

10 6 8 14 9,333 1,700 0,422 

11 8 10 15 11,000 1,472 0,376 

12 10 12 20 14,000 2,160 0,476 

13 7 8 16 10,333 2,014 0,540 

14 8 10 16 11,333 1,700 0,422 

Mean Values 10,762 1,725 0,426 

 

The mean and standard deviation values for each of 

the activities were used to calculate the parameters of 

the other probability distributions. Formulae for the 

mean and standard deviation of these nine distributions 

were mostly obtained from Evans et al. (2000) and the 

NIST e-Handbook of Statistical Methods (2012). 
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4 Results 

4.1 Descriptive Statistics 

Using the SimVoi add-in for Excel, the simulation 

provided the following values in Table 3 for the project 

duration distribution. The add-in provides inverse 

functions for most of the distributions and formulas 

were used for those not available. The truncated inverse 

function for the normal distribution was used to prevent 

negative duration values. 

Table 3. Descriptive statistics for output distribution 

Distribution   Skew P90 P95 

Fisk 43,719 3,03 +0,90 47,61 49,17 

Frechet 43,771 3,49 +1,30 48,22 50,17 

Gamma 43,723 2,76 +0,45 47,35 48,58 

Gumbel 43,774 3,11 +0,74 47,87 49,43 

Logistic 43,671 2,68 +0,49 47,15 48,38 

Lognormal 43,742 2,84 +0,51 47,46 48,80 

Normal 43,694 2,62 +0,33 47,13 48,22 

Pareto 43,737 3,88 +1,77 48,59 50,89 

Triangular 43,760 2,77 +0,32 47,41 48,56 

Weibull 43,625 2,44 +0,20 46,80 47,80 

 

The probability distributions in Table 3 are arranged 

alphabetically. The add-in provides the values for the 

mean value of the distribution (), the standard 

deviation (), skewness (Skew), P90, and P95. Other 

percentiles in increments of 5% are also provided. All 

the distributions produced a positive skewness for the 

output distribution. Even though all activities had a 

negative skewness for the Weibull distribution, the 

output distribution had a positive skewness. 

4.2 Skewness of Total Project Duration 

The skewness of the total project duration is illustrated 

graphically in Figure 2.  

 

Figure 2. P90 and P95 values for ten input distributions 

4.3 P90 and P95 Values 

In some situations, a project manager might want to 

estimate the total duration with a 90% or 95% certainty 

(often when the project is nearing completion). The P90 

and P95 values for the project duration using different 

input distributions are shown in Figure 3. 

 

Figure 3. P90 and P95 values for 10 input distributions 

The P95 values differed from 47,80 for the Weibull 

to 50,89 for the Pareto distribution. The value for the 

Weibull is 1,57% less than the value obtained for the 

triangular distribution while the value for the Pareto is 

4,80% higher than that of the triangular. The Pareto is 

somewhat unpractical to describe the uncertainty in 

duration but the Fréchet distribution is well-known as a 

‘fat-tailed’ distribution and is used in many engineering 

and scientific applications. The P95 value for the 

Fréchet distribution is 3,3% higher than the value of the 

triangular distribution. The P90 values for symmetric 

and slightly skewed distributions, i.e. the lognormal, 

gamma, logistic and normal distributions, did not differ 

significantly. 

4.4 Effect of Skewness on P90 and P95 

The effect of skewness of the input distributions of the 

activities was investigated. The mean skewness of all 

the activities was determined for all the distributions 

investigated and the relationship with the P90 and P95 

values is shown in Figure 4. 

It is evident from Figure 4 that there is a strong 

positive correlation between the skewness of the input 

distributions and the project duration as indicated by the 

P90 and P95 values. A correlation value of 0,94 was 

obtained for the relationship between the mean 

skewness of the input distributions and P90. A 

correlation value of 0,99 was obtained for the 

relationship between the mean skewness of the input 
distributions and P95. A least squares curve fit could 

provide an empirical formula for this relationship. This 
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will enable one to predict what the P90 and P95 values 

for the project duration will be for some other 

distribution if the mean skewness for that distribution 

can be calculated. 

 

Figure 4. P90 and P95 values of project duration vs. the 

mean skewness of input distributions 

4.5 Effect of Input Distribution Skewness 

The relationship between the skewness of the output 

distribution for the project duration and the mean 

skewness of the 14 activities was also determined and 

the result is shown in Figure 5. 

 

Figure 5. Relationship between mean skewness of input 

distributions and output distribution skewness 

From Figure 5, it is seen that a strong positive 

correlation exists between the output distribution 

skewness and the mean skewness of the input 

distribution for the 14 activities in the network. A 

correlation value of 0,975 was found for this 

relationship. Within the range of -0,5 - +3,5 skewness 

this relationship is close to linear. A straight-line, least 

squares fit had a regression coefficient of 0,95. 

5 Conclusion 

The output of a Monte Carlo simulation of a network of 

activities provides a distribution of the total project 

duration. The skewness of the output distribution is 

positively correlated with the mean skewness of the 

input distributions. Even if the mean skewness of the 

input distributions is zero, e.g. for the normal and 

logistic distribution, the output distribution could be 

skew. In this study, the skewness of the output 

distribution is caused by the multiple paths of the project 

network.  

The sum of the mean values of each path is very 

similar. The data in Table 3 indicates that any of the six 

paths are possible for one trial of the simulation. This 

means the critical path varies between the six paths and 

this causes the skewness of the output distribution, even 

if the input distributions are all symmetric. It is 

interesting to note that even for the Weibull distribution, 

with all activities having a negative skewness, the output 

distribution has a positive skewness. 

The P90 and P95 values of the output distribution are 

positively correlated with the mean skewness of the 

input distributions. The correlation values were 0,94 and 

0,99 respectively for P90 and P95. 

The skewness of the output distribution is strongly 

correlated with the mean skewness of the activity 

distributions. The correlation value for this relationship 

was 0,975 in the range of -0,5 - +3,5. A straight line fit 

of the data had a regression coefficient of 95%. 

The results of this study indicate that the choice of 

input distribution for cost or schedule simulation should 

be carefully considered by the risk panel. Total project 

duration could be underestimated if symmetric or near-

symmetric input distributions are selected. 

6 Recommendations 

In practical applications of Monte Carlo simulation, e.g. 

in projects, operations or business simulation, a risk 

panel would decide on which distribution should be 

used to model the uncertainty in the duration of the 

activities. Different distributions could be selected for 

the activities. The next step is to allocate values for the 

parameters of the distribution that was chosen. The 

parameters of the triangular or normal distributions are 

fairly easy to estimate since the scale or location 

parameters point directly to actual duration. Shankar 

(2011) commented “the beta distribution can be 

estimated relatively easily from data on just the 

optimistic, pessimistic and most likely values”. The 

same applies to the triangular distribution although the 

mean and variance values differ from the betapert 

distribution. A stepwise procedure to elicit or estimate 

values for the triangular distribution is provided by 

Greenberg (2017). 

If actual data for the duration of similar activities in 

previous projects performed by a company is available, 

the approach should be to perform a maximum 

likelihood fit for the data for several distributions and to 

use the one with the best fit. For novel projects, this data 
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is seldom available and expert opinion is the only 

option. 

In projects where there is a high degree of certainty 

in activity duration, e.g. in outage projects for units of a 

power station, the normal and triangular distributions 

are recommended for schedule simulations. However, if 

there is much uncertainty in the duration of some 

activities in a project, it might be better to use the 

Fréchet, Fisk (log-logistic) or Gumbel distribution. 

However, it is not easy to estimate the parameters of 

these distributions. These distributions have two 

parameters, typically a shape and scale parameter. The 

scale parameter relates to the duration of an activity, but 

the shape parameter is difficult to estimate. 

It is therefore recommended that the risk panel start 

by estimating the parameters of the triangular 

distribution for all activities, incorporating skewness in 

the choice of the lower and upper bound values. The 

mean and standard deviation values of the triangular 

distributions can then be used to calculate the 

parameters of the Fréchet, Fisk or Gumbel distribution. 

These distributions should then be used to run the 

schedule simulations for a project. 
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Abstract 
In the optimization process of hydropower production, 

it is relevant to consider some information about the 

snowpack’s parameters. Today, several techniques and 

devices to measure density, height, and snow water 

equivalent (SWE) in a snowpack. This paper discusses 

the development of linear regression models based on 

voltage measurements collected in a field test of a new 

measuring device that uses a vertical arrangement of 

capacitive sensors, to predict density, height, and SWE 

in a snowpack. The data collected grouped into six data 

sets and analyzed using the software for multivariable 

analysis Unscrambler X. From the results, three models 

were selected, one for each parameter. The models have 

a good prediction performance within the collection of 

samples. However, the model data sets used in the 

process do not have good representativity for other 

sampling conditions. 

Keywords:     snow density, capacitive sensor, model 
development, least square method 

1 Introduction 

1.1 Background 

Hydropower is the main source of energy production in 

Norway (MPE 2019). Its production can be adjusted 

through the management of storage water in reservoirs 

(MPE, 2019). Therefore, having an accurate inflow 

forecast for the reservoirs optimize the energy´s 

production. The inflow can vary drastically year to year, 

but it can be predicted through models that take in count 

the precipitations of the area. In Norway, approximately 

30% of the annual precipitations falls as snow 

(Saloranta, 2014). The snow precipitations behave as 

unpredictable buffers of water. Depending on their 

melting process, they represent less or more water 

inflow to the reservoirs. 

The inflow contribution of the snow buffers can be 

predicted through models. These models are in constant 

 
1 There were low precipitations of snow in Porsgrunn area. Its lowest 

temperatures were around -7ºC (Yr, 2020). 

revision, and one of their sources of improvement is the

measurement of snowpack’s parameters (Saloranta,

2014). There are several measuring techniques and

devices, some of them reviewed in (Kinar and 

Pomeroy, 2015). The master project reported in 

(Bjerke et al., 2019) proposes to design a new 

measuring device based on a vertical arrangement 

of fixed geometry capacitance plates. This concept, 

later implemented on a prototype described in a master 

thesis (Murillo Abril, 2020), required a model to 

traduce the sensors’ measurements into the 

parameters of interest. These parameters are the 

snow density by layers, the total height of the 

snowpack, and its snow water equivalent (SWE).

This project aims to develop and evaluate three

different linear regression models, analyze them, and

choose the most suitable to calculate each parameter

based on the measurements of the prototype.

1.2 Scope and methods

The focus of this paper is the models to calculate the

snow density, the height, and the snow water equivalent

(SWE) of a snowpack based on the measurements´

values of the prototype, described by Murillo 

Abril (2020). Due to the warm weather on the 

zone1 and mobility restrictions2, only one data set of 
samples was collected at the field test. From there, the 

samples were treated to derivate six data sets for 

the models´ development.

The multivariate analysis software Unscrambler X

10.3 is used to analyze the data sets. The program has

different linear regressions techniques and generates

some plots which give a better understanding of the

performance of the models. Therefore, the models’

selection comes from the analysis of the program’s

calibration and validation results. The chosen models

are simple mathematical relations that can be

implemented in software, whether in the prototype´s

controller or an external system.

2 The Norwegian government imposed high fines to people staying 

outside their municipality (Forbes, 2020), due to the public health 

emergency of international concern of Covid-19, declared on the 30th of 

January, 2020 (WHO, 2020). 
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1.3 Outline of the paper

Section 2 describes the relevant parts of the device used

in the data collection process. Section 3 describes the

data collection and their posterior treatment. Section 4

shows the data sets’ analysis results, calibration, and

validation of the models. The results are discussed in

section 5, and some conclusions are drawn in Section 6.

2 The device

This section lists the device's features used for data

collection during the development of the regression

models.

2.1 Concept of measurement

The usage of a vertical arrangement of capacitors as a

concept of measurement, discussed in (Bjerke et 

al., 2019), is based on the relation of the dielectric 

constant of the snow with its density and the fact that 

the snow does not accumulate with a uniform 

thickness (WSL, 2017). Figure 1 shows how the snow 

has different layers in a snowpack. It is possible to 

appreciate that the snow looks more compact in the 

lower layers than at the top. However, there are 

also intermediate layers more compacted than 

others on the bottom.
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Figure 1: Example of different layers on a snowpack. 

Figure 2 shows the sensing system implementing the 

concept of measuring mentioned earlier. The prototype 

uses a vertical arrangement of five capacitors installed 

in fixed distances. The sensor’s positions, decided in 

cooperation with the customer, intent to cover a range of 

1.20 meters of snow height with five sensors having a 

higher accuracy at the lowest layers. The prototype 

makes it possible to measure the density of up to five 

layers when the sensors are covered with snow. Because 

of the snow and air have different dielectric values 

(Evans, 1965), the prototype's sensors' values in contact 

with air are different from those covered in the snow. 

Consequently, the prototype is capable of sensing up to 

which height the sensors are covered. The SWE is a 

parameter related to the snow density and height 

(Brodzik, 2004). Consequently, it is assumed that as the 

system can recognize the density and height parameters, 

it can also collect different samples’ values in 
association with the SWE of the snowpack. 

 

Figure 2: Sensing system of five capacitors. 

2.2 The capacitive sensor 

The sensor installed in the prototype is the Capacitive 

Soil Moisture Sensor v1.2. This sensor is typically used 

in garden applications to sense the humidity in the 

ground. The sensor has integrated a conducive and 

ground plates in a conditioning circuit. Figure 3 shows 

a picture of the installed sensor. The plates are covered 

by a corrosion-resistant material (How to Electronics, 

2019), and act as capacitors of fixed geometry, varying 

their capacitance when surrounded by different 

mediums. The conditioning circuit uses a fixed 

frequency oscillator that feeds the plates with a square 

signal, and depending on its capacitance, the output 

signal’s voltage varies (How to Electronics, 2019). For 

this prototype, the sensors are powered with 5 Volts DC, 

and their outputs are connected to the analog inputs of 

the Arduino Nano V3.0.  

 

Figure 3: Capacitive sensor installed in the prototype 

(SwitchDoc, 2020). 

The Arduino Nano is a small and complete board based 

on a microcontroller (Arduino, 2008). The 

microcontroller has eight analog inputs with an analog-

digital converter (ADC) of 10 bits resolution (Circuits 

Today, 2020). The prototype uses the first five analog 

inputs to read the sensor’s signals from 0 to 5 volts with 

a change of 4.88mV. 

2.3 Construction and behavior 

The prototype, shown in Figure 4, uses drainpipes tubes 

and couplings to have a modular hollow structure. This 

structure allowed to place the sensors distanced, as 

shown in Figure 2 Inside the structure are the electronic 

circuits of the system, and the used material prevents the 



leaks of water when the device is covered by snow. On 

top of the sensors’ column is the Arduino board placed.  

 

Figure 4: Prototype with five sensors at different heights 

and controller board on the top (Murillo Abril, 2020). 

Figure 5 shows the flow of information on the system. 

The sensor senses the environment and conditions the 

output analog signals, as explained in the previous 

section. The microcontroller receives the signals 

through the ADC, processes and sends them through the 

serial port, incorporated on the board. To control the 

information flow in the prototype, the microcontroller’s 

software has implemented an algorithm shown on the 

state diagram in Figure 6. The algorithm is designed to 

continuously read the system's sensors' values from the 

bottom to the top. 

 

Figure 5: Diagram of the information flow through the 

prototype. 

When the data collection process starts, the first state of 

the algorithm initializes a counter that identifies the 

sensor. It always begins from the lowest sensor first. In 

the next state, it reads the value of the sensor. Here a 

string variable is updated with the timestamp of the 

capture, the sensorID (sen+sensor number), and the 

captured value. The next state prints this variable in the 

serial port to be read in a serial monitor through a local 

connection. 

 

Figure 6: State diagram for the measuring process. 

3 Modelling data sets 

This section explains the collection and posterior 

treatment of the modeling data. 

3.1 Data collection  

The data collection took place in Viddaseter, one of the 

ski areas in Greenland (Visit Telemark, 2019). The 

location is about 500 hundred meters over the sea level. 

The field trip to collect the data was on the 26 of March 

2020. The temperature of the day was 5.5ºC. The first 

step was to obtain a manual sample of snow density and 

height. The sample was taken using a cylindrical gauge 

and a marked metal stick, respectively. Around the 

manual sampling place, the terrain was prepared to dig 

a rectangle hole to have enough space for the 

prototype’s installation, see Figure 7. The values of the 

density and height manually measured were 389.864 

Kg/m3 and 0.60 meters, respectively. 

 

Figure 7: Preparation of the area to take the manual sample 

and later installation of the prototype. 

In order to have more samples to train the model, the 

prototype was placed in two different places of the same 

pit. Figure 8 (left) shows the device placed on the first 

measuring place. Here the device was introduced on the 

snow. The first two sensors were fully covered on the 

snow, the third sensor was close to the top of the snow 

and the two remaining sensors were just surrounded by 

air. The second measuring place was in the opposite part 

of the pit. Figure 8(right) shows the device placed on the 

second point. Here the device was covered fully with 

snow up to the third sensor. The two remaining sensors 

on the top were surrounded by air. 
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Figure 8: First measuring place (left), second measuring 

place (right). 

To record the sensor’s measurements’ values, the 

system’s controller had a local serial connection with an 

external computer, see Figure 9. The laptop had running 

the open software Tera Term, which is a serial terminal 

emulator. The emulator records the readings of the 

computer’s serial port in a buffer. The measuring 

process started once the prototype was placed and stable 

in the measuring position. The process was run seven 

times. The first three tests were in the first measuring 

place. The tests 4, 5 and 7 in the second measuring place 

and test 6 all the sensors surrounded only by air. The 

mediums around the sensors during the tests are listed 

on Table 1. After each run the information on the buffer 

of Tera Term was saved into to a comma-separated 

values file. 

 

Figure 9: Data collection using an external computer in 

serial communication with the prototype. 

Table 1: Conditions of the tests. 

        Sensor 

Test   
Sen1 Sen2 Sen3 Sen4 Sen5 

1 snow snow air air air 

2 snow snow air air air 

3 snow snow air air air 

4 snow snow snow air air 

5 snow snow snow air air 

6 air air air air air 

7 snow air air air air 

3.2 Data treatment 

In a linear regression model, it is necessary to have a set 

of matched samples for the independent and dependent 

variables of the problem (Esbensen, 2010). The samples 

are used to calculate regression coefficients, which 

complete the general equation regression (Esbensen, 

2010), presented in equation (1). In univariate 

regressions, the samples are divided into two matrices 

of one column, one containing all the values of the 

independent variable (x) and the second one with all the 

dependent variable's values (y). 

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑛𝑥𝑛 (1) 

In one case of the multivariate regressions, there is only 

one dependent variable, but there is more than one 

independent variable. In this case, the values of the 

independent variable are arranged on a matrix (X) where 

each column corresponds to the values of each variable 

while the matrix of the dependent variable still is of one 

column. The values recorded during the field test of the 

prototype constitute raw measurements of the sensor’s 

voltage. These are the independent variables of the 

regression, which has been arranged differently. The 

next three parts detail the arranging process. 

3.2.1 Pretreatment 

The samples from tests 1, 2, and 4 were not used for 

further analysis. They were measured using an old 

version of the controller’s program, that did not work 

correctly. Before the regression matrices were 

constructed, the averages of the samples for each test 

were plotted, see Figure 10. The standard error (Francis, 

2018) of the samples used to construct Figure 10 is 

0.001 volts. It is possible to identify that the Test 3 

values did not match the conditions of measurement 

stated in the third row of Table 1. In this test, the average 

for the sensors Sen1 and Sen2 were expected to be close 

to the ones in Test 5, where these sensors are also 

covered with snow. However, their values are closer to 

the averages in Test 6, where these sensors are exposed 

to air. Consequently, the only values used to develop the 

models were the ones from test 5 to 7. 

 

Figure 10: Average of the values by test run 3, 5, 6 and 7. 
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3.2.2 Snow density 

According to the measuring concept, each sensor 

measures the density related to the material, which is in 

their surroundings. Therefore, the model to predict the 

snow density (dependent variable) requires the voltage 

value (independent variable) of the sensor in contact 

with the snow, as shown in equation (2). The X matrix 

consists of the record voltages of the sensors, from the 

tests mentioned before, stack on a column. There was 

only one manual sample for the density of the snow. 

Consequently, the Y matrix was completed with two o 

different values. When the sensor was covered by snow, 

the inserted value was the manual sample (389.864 

Kg/m3). When the sensor was only surrounded by air, 

the inserted value was 1.191 Kg/m3, which corresponds 

to the air’s density at a pressure of 95276.7 Pa and a 

temperature of 5.5 ºC (Czenia and Haponiuk, 2020). 

𝜌𝑠𝑛𝑜𝑤 = 𝑏0 − 𝑏1𝑉𝑠𝑒𝑛  (2) 

These two columns of values form the Raw Data Set 

(SD). Applying a moving average filter to the 

measurements of the Raw Data Set (SD), two additional 

data set were created. The construction of the FilterX4 

Data Set (SD) is shown in Figure 11. There the filter 

uses four values from the raw measurements. The same 

notion was used to create the FilterX8 Data Set (SD), 

but the filter used eight raw measurements. To the 

validation of the models, the technique used was the 

cross-validation. The constructed datasets are then 

divided into two parts. The first part used to calibrate the 

models and the second to validate them. 

 

Figure 11: Construction of the FilterX4 Data Set (SD) 

from the Raw Data Set (SD) for calibration and validation 

of the Snow density model. 

3.2.3 Total height and SWE 

For the height and SWE parameters, the measurement 

concept is related to the number of sensors covered with 

snow during the sampling. Therefore, the construction 

of the matrix X for both cases was the same. This time, 

the sensors' values were independent variables, which 

their combination of values varies depending on the 

height and SWE of the surrounding. For the Y matrix, 

the inserted values vary depending on the parameter of 

interest. For the total height, the inserted values were 
corresponding to the measured height in the field. For 

the SWE, the inserted value depended on the number of 

layers’ height cover by snow. The inserted value was 

calculated using the equation (3) (Murillo Abril, 2020). 

There, the terms of ‘z’ represent the height of the 

covered layers in meters. Consequently, the SWE values 

for tests 5, 6, and 7 were completed with 233.92; 0.00; 

and 38.99 meters. 

𝑆𝑊𝐸 = (𝑧1 + 𝑧2 + ⋯ + 𝑧𝑛)
389.864 

100
 (3) 

Figure 12 partially shows the X and Y matrices used to 

form the height and SWE data sets. As in the previous 

part, the tests’ measurements were stack to build a Raw 

Data Set (H) and (SWE) for the height and SWE, 

respectively. Using the same filter technique, as for the 

density, over the values of each Raw Data Set created 

additional data set to analyze. For the height, the data 

sets used were Raw Data Set (H), FilterX4 Data Set (H), 

and FilterX8 Data Set(H). While for the SWE, the data 

sets analyzed were Raw Data Set (SWE), FilterX4 Data 

Set (SWE) and FilterX8 Data Set (SWE). As in the 

previous section, the data sets are divided into two parts 

to the calibration and validation of the models. 

 

Figure 12: Partial X and Y matrices of raw data for height 

and SWE data sets. 

4 Results 

This section reports the results obtained from the 

calibration and validation processes of the models 

generated with the Unscrambler X 10.3. 

4.1 Snow density 

The snow density regression model corresponds to the 

analysis of univariate samples; therefore, it is only valid 

to calculate the snow's density by layers. In Unscrambler 

X, the multivariate linear regression (MLR) was 

performed over the data sets but keeping the X matrix 

with only one column. This software then used the Least 

Square Regression (LS-R) method to minimize the total 

sum square of errors (SST) related to the data set. The 

SST value is calculated adding the square errors 

between the samples and a regression model as the 

average of the samples (Flotz, 2013). After finding the 

parameters of the calibrated models, the square sum of 

errors of the samples against the new regression models 

are calculated (SSE). The first two rows of Table 2 have 
the SST and SSE from the Unscrambler X analysis. 

Table 2 last row is the error reduction in percentage, and 
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it was calculated from the ratio of the SSE and SST for 

each data set. 

Table 2: SST, SSE and Error reduction (%) for the Raw 

Data Set (SD), FilterX4 Data Set (SD) and FilterX8 Data 

Set (SD). 

         Data Set 

Error 
Raw (SD) 

FilterX4 

(SD) 

FilterX8 

(SD) 

SST 16783250 14037500 10353740 

SSE 5083899 3462451 2489117 

Error reduction 30% 25% 24% 

In all the cases, the SSE is reduced, so to the select one 

over the other two models, it was calculated the ration 

of reduction. In the same order as in Table 2, the errors 

were reduced to 30%, 25%, and 24% of the original 

values. The model chosen was from the FilterX8 data 

set for reducing the most from the original error. The 

calibrated model is presented on the equation (4). There 

the 𝜌𝑠𝑛𝑜𝑤 is the density in Kg/m3 of the material in the 

surrounding of the sensor and 𝑉𝑠𝑒𝑛 corresponds to the 

voltage measure by the sensor in Volts. 

𝜌𝑠𝑛𝑜𝑤 = 12565.58 − 4437.733𝑉𝑠𝑒𝑛 (4) 

The model’s performance to fairly predicts the density 

with new measurements was evaluated using the 

Predicted vs. Reference plot. The plot corresponding to 

the selected model is in Figure 13. The blue data 

corresponds to the evaluation using the calibration data 

set while the red corresponds to the evaluation using the 

reserved data set for the validation. The statistics, shown 

in the upper left corner of the plot, indicates that using 

the data that does not intervene in the model’s 

calibration has the closest slope to the perfect prediction 

(1). The RMSE is high for both cases, but with the 

validation set is around 6 points lower. 

 

Figure 13: Predicted vs. Reference plot for the calibration 

and validation of the model from the FilterX8 Data Set 

(SD). 

4.2 Total height 

The samples for the height model are multivariate data 

sets. The Partial Least Square Regression (PLS-R) was 

run the Unscrambler X 10.3. The software decomposes 
the X matrix generating several models using the 

decomposed factors for each data set and automatically 

choose the one that has explained the variance of the 

data set with the lowest numbers of factors. In this case, 

in the analysis of each data set, the software determined 

two-factor models. Manually the plots of Root Mean 

Square Error (RMSE) explained against the factors used 

in the results were examined to corroborate the software 

determination. To select one of the models, it was 

analyzed the Predicted vs. Reference plots for each data 

set. These plots are in Figure 14, Figure 15, and Figure 

16, respectively. From those, the model from the 

FilterX8 data set has the lowest RMSE. Consequently, 

it is the chosen model, and its equation is (5). From this 

expression the ℎ represents the height of the snowpack 

in meters and the 𝑉 terms are the voltage values of the 

sensors in Volts. 

ℎ = 2295.096 − 621.189𝑉𝑠𝑒𝑛1 − 326.097𝑉𝑠𝑒𝑛2

− 244.805𝑉𝑠𝑒𝑛3 + 311.173𝑉𝑠𝑒𝑛4

+ 62.12442𝑉𝑠𝑒𝑛5 
(5) 

As in the previous part, the Predicted vs. Reference plot 

also evaluates the models' performance to predict the 

height from new voltages’ values. The chosen model has 

a slope of 0.97, only three hundredths apart from the 

unit. 

 

Figure 14: Predicted vs. Reference plot for the calibration 

and validation of the model from the Raw Data Set (H). 

 

Figure 15:Predicted vs. Reference plot for the calibration 

and validation of the model from the FilterX4 Data Set (H). 

 

Figure 16: Predicted vs. Reference plot for the calibration 

and validation of the model from the FilterX8 Data Set (H). 
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4.3 Snow water equivalent 

For the SWE model, the procedure used for the 

implementation in the height model was executed. The 

Predicted vs. Reference plots of the data sets are in 

Figure 17, Figure 18, and Figure 19, respectively. From 

the plots, the lowest RMSE corresponds to the FilterX8 

data set. This is the model chosen and its equation is 

written in (6). The SWE is the parameter of interest 

given in millimeters and the 𝑉 terms are the voltage 

values of the sensors in Volts.  

𝑆𝑊𝐸 = 8947.771 − 2421.820𝑉𝑠𝑒𝑛1

− 1271.320𝑉𝑠𝑒𝑛2 − 954.394𝑉𝑠𝑒𝑛3

+ 1213.319𝑉𝑠𝑒𝑛4

+ 242.2006𝑉𝑠𝑒𝑛5 

(6) 

The model's performance to predict the parameter from 

new measurement values, given by the slope in Figure 

19, is close to the unit. 

 

Figure 17: Predicted vs. Reference plot for the calibration 

and validation of the model from the Raw Data Set (SWE). 

 

Figure 18: Predicted vs. Reference plot for the calibration 

and validation of the model from the FilterX4 Data Set 

(SWE).  

 

Figure 19: Predicted vs. Reference plot for the calibration 

and validation of the model from the FilterX8 Data Set 

(SWE). 

A relevant result to include is the plot of the X-Loading 

Weights, see Figure 20. In the analysis of the height and 

SWE models, the X-Loading Weights plot gave the 

same results. It shows a higher negative contribution 

from the values of the sensors 1 to 3. The two remaining 

sensors have a lower positive contribution. This might 

be a consequence of the variation of snow coverage 

during the sampling process only on the three first 

sensors. 

 

Figure 20: X-loading Weights plot for the analysis of the 

height and SWE models. 

5 Discussion 

In the development of regression models is important to 

have a rich data set of samples. Those must include as 

much information as possible in different measuring 

scenarios varying places, weather conditions, etc. 

However, due to the weather and mobility restrictions, 

the samples were collected in a single place without 

other variable conditions. Additionally, four of the 

seven test measurements were discarded due to errors 

during the measuring process. These two conditions 

make that the resulting models do not have a good 

prediction performance over other samplings scenarios. 

In the models, the ones resulted from the FilterX8 

Data Sets show better performance against the others. 

This can be the result that when the samples are filtered, 

noise errors are reduced in the data set. It is important to 

remark that the difference in performance between the 

models of the FilterX4 and FilterX8 data sets is not 

large. It is possible that increasing the values to use in 

the filter will increase the models' performance, but not 

a significant amount. Further works can test a model 

using 12 values in the filter to corroborate or discard the 

hypothesis. Also, it should analyze if the resources used 

to take more measurements and processes them 

contributes significantly to support a decision. 

The slopes close to one in the Predicted vs. Reference 

plots indicate that the three chosen models' 

performances in the prediction of the parameters are 

close to the perfect performance. However, the 

confidence in these results cannot be high. The method 

used for the validation of the model was the cross-

validation. Even the validation of the models was done 

with a separate data set that did not intervene in the 

calibration process. It comes from a single sampling 

data set. It means that the models might be representing 
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the errors associated with the sampling process more 

than the actual variance in the parameters of interest. 

Further work can include a new sampling data set to 

validate the models and revalidate its prediction 

performance. 

The X-Loading Weights of the height and SWE 

models indicate that the principle of measurement can 

capture representative data to calculate the parameters 

of interest. A better structure of the sampling process 

can corroborate this theory and improve the models. A 

suggestion for the sampling process can include a step 

increase of the height of snow covering the sensors 

adding one at the time. For further works, the 

deployment of more than one device in different 

locations can increase the number of samples, and it can 

also improve the representativity of the data sets for 

calibrating and validating the models. 

6 Conclusion 

The Predicted vs. Reference plots in Figure 13, Figure 

16, and Figure 19 show that the models generated have 

a good performance to predict the parameters of interest 

in the snowpack. However, this is only within the 

samples collected. The variance of the sensors’ snow 

coverage during the sampling process, has a high impact 

in the loadings of the sensors’ values for the height and 

SWE models. A manual measurement for the density 

that matches the positions of the sensors might introduce 

more important information to the sampling data sets.  
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Abstract
An experimental setup simulating real-time wood

cladding coating monitoring of nozzle conditions and

spray paint properties has been investigated. This

approach is based on affixed nozzle accelerometer

sensors with appropriate signal conditioning and

chemometric data analysis (PCA). The aim was to

develop effective visualization of different process

states using PCA score plots. The present feasibility

study shows that this approach can be used as a basis for

further development towards a Process Analytical

Technology (PAT) spray monitoring system able to

work in the harsh environment of an industrial wood

cladding paint box. However, there is still a significant

amount of on-site industrial calibration and R&D

necessary before a final method validation can be

executed. The present results rely on permanently

affixed PAT sensors. Further studies will a.o. focus on

the degree to which replacement of acoustic

accelerometer sensors necessitates recalibration of the

multivariate data models employed, which is a critical

success factor in industrial implementations.

Keywords: process analytical technology, PAT,

multivariate data analysis, accelerometer, principal
component analysis, process monitoring, nozzle spray

condition, statistical quality control

1 Introduction

Wood has been the common façade material in

Scandinavia for centuries and industrial application of

exterior coatings has been markedly increasing. While

quality control in the cladding industry is still mainly

carried out manually, automated in-line measurements

are on the rise to secure greater consistency and improve

quality and productivity (Hundhausen et al., 2016).

Development of an on- and in-line quality control

system at one of Europe’s largest coating plants for

cladding is addressed in an ongoing R&D project termed

“KonTre” (Kontre). By analysis of data from many

sensors located at critical stages in the full production

line, necessary input/output data can be obtained for

multivariate calibration and model predictions, which

are essential for continuous process and product

optimization. The control of the coating application is of

overall importance as the film thickness is positively

correlated to the product quality in terms of the coating’s 

service life and, thus, the maintenance interval of a 

building façade (Grüll et al., 2014).  

Regarding process yield, an instantaneous detection 

of spraying defects is crucial particularly in view of high 

feed speeds of up to 200 m/min in industrial coating of 

cladding (Hundhausen et al., 2018). While abrupt 

failures like full clogging are easy to detect, gradual 

changes like nozzle wear, i.e. erosion of nozzle orifices, 

are not.  

Acoustic chemometrics (Halstensen et al., 1998; 

2000; 2001; 2006; 2010; Esbensen et al., 1998; 1999; 

Bakeev et al., 2010; Ihunegbo et al., 2012; Arvoh et al., 

2012; Wagner et al., 2013) has proven to be a powerful 

tool for monitoring nozzles in various applications, such 

as characterization of liquid flow through an orifice 

plate nozzle. Also monitoring viscosity of anti-icing 

fluid used on aircrafts in below zero conditions has 

shown promising results (Halstensen et al., 2019). Its 

usability in wood coating processes has however not 

been investigated yet. 

The present study aimed to assess the feasibility of 

using an acoustic chemometrics approach to monitor the 

spray nozzle performance in industrial coating of wood 

cladding. This was done by addressing following 

research questions:  

1) Will the acoustic chemometrics approach, which 

includes Principal Component Analysis (PCA) 

(Esbensen and Swarbrick, 2018) and eventually Partial 

Least Squares regression (PLS-R), be able to extract 

useful information about nozzle orifice wear and 

clogging?  

2) Will the signal from the sensor still be representative 

for the spraying nozzle performance or need re-

calibration after replacing a worn-out nozzle after 

typically ~1000 l of paint spraying?  

3) Will potential build-up of paint on the spraying 

nozzle and sensor affect the measurement adversely?  

4) Will the method be sensitive to the paint type or can 

a global multivariate model be used to monitor the 

process independently of the paint type?   
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2 Materials & methods 

2.1 Equipment 

Industrial conditions were simulated using an 

experimental coating line in the laboratory of the coating 

manufacturer Jotun AS in Sandefjord, Norway (Figure 

1). The test rig consisted of a conveyer belt for the wood, 

an optical sensor that activates spraying, a spray 

chamber with an airless spraying nozzle, a water supply 

unit, paint hopper, pressure gauge, pump, paint mixer, 

paint cooling unit, hose pipe, and a handheld 

thermometer.  The installed PAT hardware was an 

acoustic sensor (accelerometer) Bruel and Kjær model 

4519, Signal Amplifier Module (SAM) developed at the 

University of South-Eastern Norway, a data acquisition 

device USB-6363 from National Instruments and a 

standard laptop computer. The software used was 

LabVIEW (version 2019, NI, Austin, Texas, USA), 

Unscrambler X (version 10.3, Camo Analytics AS, 

Oslo, Norway). 

 

2.2 Experimental design 

A full factorial design (Esbensen and Swarbrick, 2018) 

was employed comprising 64 experiments: 

 

ℎ𝑛 ∙ 𝑎 = 𝑛     (1) 

 

where h (levels) = 2, n (factors) = 4, a (paints) = 4 and  

n = the number of experiments. 

The four different paints from Jotun AS (Sandefjord, 

Norway) were water emulsions based on two different 

binders, Jotun Industri Opaque Primer and Jotun 

Industri Grunning Visir, and the topcoat Jotun Industri  

 
 

 

 

 

 

Optimal in two different bases ( 

Table 1). The paints of Base A are bright due to a high 

content of titanium dioxide (TiO2), those of Base C are 

dark. 

Table 1. The four different paints used in the experimental 

design. 

Paint 

Name 

Type Binder Base Titanium 

content 

[%] 

Solid 

content 

[vol%] 

Specific 

gravity 

Opaque(1)  Primer alkyd A 16 46±2 1.45 

Visir(2) Primer alkyd C 0 36±2 1.04 

Optimal(3) Topcoat acrylic A 16 40±2 1.25 

Optimal(4) Topcoat acrylic C 0 40±2 1.25 

 

The four factors were 1) paint temperature, 2) pump 

pressure (paint flowrate), 3) nozzle size, and 4) nozzle 

condition in terms of partly clogged or free flow. 

The influence of the paint temperature on the acoustic 

signal was tested on two levels (Table 2). The 

temperature levels were measured with a handheld 

infrared thermometer.  

Table 2. Levels for the factor temperature of the four 

different paints in  

Table 1. 

Paint type High Low 

Paint 1 21 ⁰C 8 ⁰C 

Paint 2 20.8 ⁰C 9.6 ⁰C 

Paint 3 20 ⁰C 7.1 ⁰C 

Paint 4 20 ⁰C 7.5 ⁰C 

 

The specific pump pressures (factor 2) applied for each 

paint were 0.4 and 0.3 bar. The orifice diameter of the 

nozzles (factor 3) were 0.025 inch (0.635 mm) and 0.019 

inch (0.483 mm), respectively. The two nozzle sizes 

(factor 3) were tested under clogged and open conditions 

while other variables remained constant (high and low 

temperature, high and low pressure). Both nozzles had a 

spraying angle of 60°. 

Figure 1. Simplified illustration of the experimental spraying test rig equipped with an acoustic PAT-sensor. 
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The influence of the nozzle condition (factor 4) on the 

acoustic signal was studied on nozzles with a free flow 

and nozzles that were partly clogged. The latter was 

induced by forcefully inserting a wedge-shaped wood 

splinter in the nozzle opening (Figure 2). As this was 

done manually, the clogging conditions were not 

identical in all experiments. In the eleventh 

measurement, the clogging material fell out towards the 

last part of the experiment, conveniently simulating a 

transient clogging situation. 

 

 

  

Figure 2. Upper: Spraying nozzle assembly with 

accelerometer. Lower: Disturbed spray pattern from a 

partly clogged nozzle. 

 
Each paint type was mixed thoroughly in the paint mixer 

to achieve homogeneity. The paint was transferred to the 

hopper, ready to be pumped through the rig (Figure 1). 

Before applying a new paint (Table 1), hosepipes a.o. 

parts were rinsed with high-pressure water.  

The temperature of the paint was measured manually 

with a handheld thermometer before it was pumped into 

the hopper in the test rig. 

Once the optical sensor mounted on the conveyor belt 

detected a wood board, the nozzle started to spray paint, 

and the acoustic sensor started to capture the 

measurement signal in each test, 100 acoustic spectra 

were captured and then converted to one spectrum to get 

a precise measurement. This was repeated 5 times to 

give 5 replicates, which was saved on the computer. At 

the end of each experimental run, the used paint was 

transferred into the waste container. 

 

2.3 Acoustic chemometrics 

Figure 3 shows the acoustic chemometric signal path 

involved in acquiring vibrational signals from the active 

nozzle and their subsequent signal processing.  

 

 

Figure 3. Block diagram of processes involved in 

acquiring vibrational signal from active spraying nozzles. 

The acoustic sensor used is a piezoelectric shear 

accelerometer type 4518. In general, this type of PAT 

sensor is used for vibration monitoring, modal and 

structural analyses. Four different piezoelectric 

accelerometers were used for different experimental 

tests, which are discussed in the later sections. The 

piezoelectric sensor generates an electric charge signal 

proportional to the vibration acceleration due to the flow 

of paint through the nozzle bore and its sudden 

depressurized spraying action upon leaving the bore 

orifice.  

The electric signal is produced when the inbuilt 

crystal material is subjected to a shear force. When the 

mass attached on the crystal material experiences a 

vibration, it causes the piezoelectric crystal to stretch 

and rebound, thereby generating opposite charges that 

are transmitted as an electric signal. The piezoelectric 

sensor has an inbuilt amplifier that converts the output 

charges into a low-impedance voltage signal between 1 

and 100 mV. The sensor has a high resistance to base 

bending and a high response frequency range > 20 Hz, 

and can also withstand temperature changes between -

51 and 121°C. Its low impedance output characteristic 

leads to low operating voltage, making it more 

economical and safer for use. It has low resistivity, i.e. 

any small signal can be detected and transmitted. Its 

output impedance < 100 Ω. The other end of the sensor 

cable was connected to the input channel port on the 

Signal Amplifier Module (SAM). 

The SAM amplifies the signal from the acoustic 

sensor (1 – 100 mV) in order to use the entire input range 

which is ±10 V. Having a large signal range will 

guarantee maximum digital resolution in the following 
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analog-to-digital converter. When the signal is 

amplified, the signal amplitude obtained is about ±5 V, 

which will then flow to the DAQ unit. 

The USB 6363 data acquisition (DAQ) data acquisition 

hardware is used to acquire a signal (like analog, digital, 

etc.) from a sensor into a laptop. It is capable of handling 

analog to digital signal conversion, A/D. Since the 

signal from SAM is accessed in the computer, the SAM 

signals must be converted from analog to digital format. 

The DAQ 6363 has a 16 bits resolution (i.e. the 

smallest change the unit can measure). Its maximum 

sampling frequency (how fast sampling is done) rate is 

2 MHz. The vibration frequency is between 0 – 100 kHz. 

Thus, the sampling rate used in this work is 200 kHz to 

satisfy Shannon’s sampling theorem. The configuration 

of this unit was carried out in LabVIEW. 

The most important signal processing steps involved 

is shown in Figure 4, where a time series of 4096 

samples corresponding to 0.02 sec is recorded from the 

accelerometer. The time series is then multiplied with a 

Blackman Harris window (Ifeachor and Jervis 1993)  

canceling out the signal towards the ends of the series to 

prevent spectral leakage. The final step is the Discrete 

Fourier Transform (DFT) that is used to transform the 

time domain signal into the frequency domain. The DFT 

can be expressed as  

 

𝑋𝑘 = ∑ 𝑥𝑛𝑒
−𝑖2𝜋𝑘𝑛/𝑁𝑁−1

𝑛=0    𝑘 = 0,… ,𝑁 − 1    (2) 

 

A more efficient implementation of the DFT is the Fast 

Fourier Transform (FFT) (Ifeachor and Jervis, 1993) 

which in this work has been implemented in LabVIEW 

2017 for fast real time calculation of the Fourier 

spectrum. Figure 4 shows a part of the LabVIEW GUI 

where the time series (4096 samples) is shown on top, 

and the FFT spectrum below. This spectrum represents 

the vibration signal in the pertinent time interval; it can 

be viewed as a “spectral fingerprint” of the state of the 

Normal Operating Conditions (NOC) of the nozzle 

while at work.  

 

 
Figure 4. Top: time domain signal indicated with a red 

arrow, Bottom: derived frequency domain (FFT) 

spectrum. This spectral fingerprint is used directly in the 

multivariate calibration of a state prediction model (see 

text).  

2.4 Principal component analysis 

Principal component analysis (PCA) is a standard 

multivariate data analysis method (Esbensen and 

Swarbrick, 2018; Martens and Næs, 1989). It uses an 

orthogonal transformation to convert a set of 

observations often described by many correlated 

variables into a few linearly uncorrelated latent 

variables called principal components. We used the 

chemometric iterative NIPALS algorithm. Principal 

component analysis can alternatively be carried out 

based on singular value decomposition (SVD). The 

advantage of using SVD is that the code is simple, the 

disadvantage is that all possible components are always 

calculated, i.e., if X is large (i,e, is made up of  a high 

number of variables), SVD is time consuming. NIPALS 

is slightly more complex to program, but a major 

advantage is that it allows to define the number of 

components to calculate.  Thus, it saves time if X has 

many samples and variables. NIPALS also works on 

matrices with missing values; in that case SVD will fail. 

NIPALS is the standard chemometric approach and has 

been described in full detail in a wealth of literature 

(Esbensen and Swarbrick, 2018; Martens and Næs, 

1989). 

A series of spectral fingerprints (observations) can 

be assembled into an X-matrix with the 2048 FFT 

spectral frequencies as variables.  

3 Results & discussion 

Below follows the relevant PCA score-plots delineating 

the degree of discriminability obtained from running 

experiments pertaining to various factors and levels. In 

all the score plots, the average acoustic spectrum is 

shown to have a common reference point for all the 

score plots. For simplicity, only the results for paint 1 

are shown for the investigations on the effect of the paint 

temperature, pressure and nozzle state (new, worn, 

clogged). The other paint types show similar results. 

 

3.1 The effect of paint temperature 

Figure 5 shows the score plot t1-t2 of the acoustic 

measurement at different temperatures. The baseline is 

indicated as “Average” while the low and high 

temperatures applied in the different groups of samples 

are labelled “Low Temp” and “High Temp”, 

respectively. The groups are clearly separated, showing 

that the nozzle vibrations depend on the temperature. 

Both groups of samples lie to the right side of the base 

group, which suggests that the amplitude increases due 

to the flow through the nozzle. PC2 holds the 

information of the two sample groups with different 

temperature as their separation is mainly in the PC2 

direction. 
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Figure 5. The effect of a temperature change, from top to 

bottom: Scores t1-t2, Loading 1, Loading 2 

 

 

3.2 The effect of pump pressure 

Figure 6 shows the score plot t1-t2 of the acoustic 

measurement at two different spraying pressures 

(high/low). Like for the effect of paint temperature, the 

baseline is also here indicated as “Average” while the 

low and high pressures are labelled “Low Pressure” and 

“High Pressure”, respectively.  

The groups are clearly separated, which indicates that 

the nozzle vibration depends on the paint pressure. Like 

in the score plot for the paint temperature, both groups 

of samples lie to the right side of the base group, 

indicating an increase in the amplitude due to the flow 

through the nozzle. PC2 holds the information of the two 

sample groups with different pressure as their separation 

is mainly in the PC2 direction. 

 

 
Figure 6. The effect of a change in pressure, from top to 

bottom: Scores t1-t2, Loading 1, Loading 2 

 

 

3.3 The effect of nozzle wear 

It is of high interest to monitor the state of a spraying 

nozzle as a worn nozzle changes the spray pattern. This 

can increase the loss of paint due to overspray and/or 

cause spraying defects. A new nozzle will typically last 

for 800 to 1500 liters of paint depending on spraying 

conditions and the paint type.  

In Figure 7, two different nozzle conditions (new and 

worn) are shown in the score plot t1-t2 of the acoustic 

measurements. Like in Figure 5 and 6, the baseline is 

indicated as “Average” while the condition of the nozzle 

is indicated “new” and “worn”.  

The different location of the groups in the score plot 

indicates that the nozzle vibration depends on nozzle 

wear. The results are promising for the possibility of 

online monitoring of the nozzle state. A new nozzle will 

start with a negative score in the PC2 direction and 

slowly move to the direction of a positive score. 
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Figure 7. The effect of a nozzle wearing out, from top to 

bottom: Scores t1-t2, Loading 1, Loading 2 

 

 

3.4 The effect of clogging 

Another important aspect of process monitoring is the 

immediate detection of nozzle clogging because it 

causes coating defects and thus production loss. Figure 

8 shows the results of a new and a worn nozzle in 

clogged and unclogged condition. Like in Fig. 7, the 

scores of a new and a worn nozzle in normal operation 

are clearly distinguishable from each other. The 

difference between scores of a clogged and an 

unclogged nozzle is even larger and allows an easy 

detection.  

From these PCA results, there is a clear indication 

that the acoustic chemometric approach present the 

critical information needed to monitor the quality of 

paint spray evenness and nozzle condition during wood 

cladding. 

 

3.5 The effect of paint type 

Figure 9 shows the score plot t1-t2 of all four paint 

types, all the other variables such as temperature and 

pressure were kept constant. The score plot results 

suggest a clear influence of the paint type on the nozzle 

vibration. Paint 1 has the highest score along PC1, 

which indicates that this paint produces the highest 

sound amplitude. This can be probably ascribed to the 

high solid content and specific gravity of paint type 1 of 

46 vol% and 1.45, respectively (Table 1). 

 

 
Figure 8. The effect of a clogged paint nozzle, from top to 

bottom Scores t1-t2, Loading 1, Loading 2 

 

  

 
Figure 9. The effect of changing paint type, from top to 

bottom Scores t1-t2, Loading 1, Loading 2 
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4 Conclusion 

The experimental setup based on accelerometer sensors 

with appropriate signal conditioning a.o. allows 

effective visualization of the different process states for 

different paints and working conditions using PCA 

score plots.   

The present feasibility study shows the potential of our 

acoustic chemometric approach for the development of 

an industrial PAT paint spray monitoring system for 

wood coatings. However, there is a significant amount 

of on-site industrial calibration R&D necessary before a 

final method validation can be undertaken. The next 

steps will be to assess the technology in the harsh 

industrial environment of a coating plant for wood 

cladding. The present results rely on permanently 

affixed PAT sensors. Further studies will a.o. focus on 

the degree to which replacement of acoustic 

accelerometer sensors necessitate re-calibration of the 

multivariate data models employed – a critical issue for 

industrial implementation of acoustic chemometrics. 

Finally, the applicability of acoustic chemometrics to 

other coating types and finishing processes than 

cladding, such as furniture, windows or flooring should 

be assessed. 
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Abstract
This short remark describes some of the key points of
the Floquet-Lyapunov theory of linear periodic differen-
tial systems. The basic transformation is presented, and
its properties from the point of view of the source and
target matrices and stability are discussed. The proposed
methodology can be used in analysis, control design and
simulation of systems with time-periodic characteristics.
A method for designing a stabilizing state feedback con-
trol law is proposed. The methodology can be used in
analysis and controller design for example in processes
involving rotating machines and engines.
Keywords: time periodic systems, Floquet-Lyapunov
transformation, monodromy matrix, stability

1 Introduction
The analysis and controller design of time-varying sys-
tems is difficult even in the case that the system or its
model can be approximated to be linear. Such systems
are for example rotating machines with changing speed or
chemical reactors with changing flow rates and liquid vol-
umes. Mathematically the models of such systems contain
time-varying parameters. That is the case with the input-
output mappings, which for continuous time differential
models means differential equations or state-space repre-
sentations.

The fundamental reason for the difficulties in analysis
is that the solution of the time-varying differential sys-
tem can usually not be expressed by elementary functions
(Rugh, 1993). In system-theoretic terms this fact can be
noted by the fact that the state transition matrix cannot
be solved analytically. This function (or the solution of
the system equation) exists but unlike in the time invariant
case it cannot be expressed by elementary functions.

Input-output systems are usually modelled by state-
space representations. Generally, the matrices involved
(system matrix, input and output matrices) contain values
that change with time. It is well-known that with a suit-
able transformation of the state variable (change of coor-
dinates) exists such that the system matrix in the new coor-
dinates becomes constant (Harris and Miles, 1980). Gen-
erally, the time-varying transformation matrix between
the state variables is then complex, which is unfortunate
when considering the potential use of the transformation
for controller design. Anyway the original and the new

state-space representation are kinematically similar under
the state transformation x(t) = P(t)s(t), where P(·) is the
transformation matrix (Harris and Miles, 1980). Further,
if P(·) is a Lyapunov transformation the stability proper-
ties of the original and new state-space representation are
known to be the same. The matrix is a Lyapunov trans-
formation if it is invertible and both the norms of the ma-
trix and its inverse are bounded for all time instants (Lya-
punov, 1966). A fundamental problem is the fact that a
suitable transformation is hard to find.

In short: Given a system matrix A(·) and choosing an-
other matrix E(·) with the same dimension there exists a
time-varying similarity transformation P(·) that changes
A(·) to E(·). However, P(·) is not necessarily a Lyapunov
transformation. Choosing P(·) in advance to be a Lya-
punov transformation gives E(·) with the same stability
properties as A(·). But E(·) is then determined by the
given transformation and cannot be chosen freely,

The situation is slightly less complicated, if the origi-
nal system matrix is periodic. Then it is known (Wiberg,
1971; Harris and Miles, 1980; Zenger and Ylinen, 2008)
that a Lyapunov function exists which changes the original
system matrix into a constant matrix. However, this func-
tion is not nesearily real. The purpose of this paper is to
study real Lyapunov transformations, using homogenous
systems first. Later, a synthesis approach is derived for
designing stabilizing control algorithms for input-output
systems. The general theory is called Floquet-Lyapunov
theory due to G. Floquet who invented it and A. M. Lya-
punov who investigated the stability of periodic systems.
The basic ideas are presented first, leading to the very im-
portant concept of the monodromy matrix. The character-
istics of the state transformation and the target (constant)
system matrix are studied in detail, and it is shown how
a given periodic Lyapunov function and constant system
matrix E can be used to characterize the original time-
varying system matrix and the solution of the related dif-
ferential equation. The theory leads in a natural way to
methods, where equations needed in synthesis problems,
i.e. controller design problems, can be formulated.

2 Linear periodic differential systems
Consider the autonomous differential system

ẋ(t) = A(t)x(t), x(t0) = x0 (1)
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where x(·) ∈ (ℜn)ℜ and for all t it holds A(t +T ) = A(t)
for some positive value T . The system matrix A(·) ∈
(ℜn×n)ℜ is then T -periodic. (To be precise, T must be
the smallest positive number that fulfils A(t +T ) = A(t).)
It is assumed that the function A(·) is continuously differ-
entiable, which guarantees that the solution to (1) is con-
tinuously differentiable as well. Actually, the assumption
could be relaxed to allow piecewise continuous function
A(·), meaning that the solution is still unique and continu-
ous.

Let
x(t) = P(t)s(t) (2)

where P(·)∈ (ℜn×n)ℜ is a continuously differentiable and
invertible function for all t. Assume also that both P and
its inverse are bounded for all t. Easy calculations give
(see (Bittanti, 2008; Zenger and Ylinen, 2008))

ṡ(t) = E(t)s(t) (3)

Ṗ(t) = A(t)P(t)−P(t)E(t) (4)

P(t)=ΦA(t, t0)P(t0)ΦE(t, t0)−1 =ΦA(t,0)P(0)ΦE(t,0)−1

(5)
ΦA(t,τ) = P(t)ΦE(t,τ)P(τ)−1 (6)

where ΦA(·, ·) and ΦE(·, ·) are the state transition matri-
ces related to A(·) (source matrix) and E(·) (target ma-
trix), respectively. Note that the matrix E(·) is determined
by A(·) and the transformation P(·). But it is also possi-
ble to choose the target system matrix E(·) freely (same
dimension as with A(·)), which then determines P(·).

The following question now arises: when is the matrix
P T-periodic? To answer, note that

P(t +T ) = ΦA(t +T, t0)P(t0)ΦE(t +T, t0)−1

= ΦA(t +T, t)ΦA(t, t0)P(t0) [ΦE(t +T, t)ΦE(t, t0)]
−1

= ΦA(t +T, t)ΦA(t, t0)P(t0)ΦE(t, t0)−1︸ ︷︷ ︸
P(t)

ΦE(t +T, t)−1

By introducing the monodromy matrix

ΨA(t) = ΦA(t +T, t) (7)

we obtain

P(t +T ) = ΨA(t)P(t)ΨE(t)−1 (8)

The condition that P(·) is T -periodic is that for all t it
holds P(t +T ) = P(t). Then

ΨA(t)P(t)ΨE(t)−1 = P(t)⇒ΨA(t) = P(t)ΨE(t)P(t)−1

(9)
or

ΦA(t +T, t) = P(t)ΦE(t +T, t)P(t)−1 (10)

which must hold for all t. The equation (10) is the con-
dition that must be fulfilled for the transformation matrix
P(·) to be T -periodic. Further, we can see from (9) that
the monodromy matrices ΨA(·) and ΨE(·) are similar at

all time instants. That implies that their eigenvalues are
the same at each time instant. Note that in the derivations
of equations (9) and (10) no assumptions on the period-
icity of the matrices A(·) and E(·) have been made. The
result is then general.

But assuming that A(·) is T -periodic we can go further
by noticing that

ΨA(t1) = ΦA(t1 +T, t1) = ΦA(t1 +T, t2)ΦA(t2, t1)
= ΦA(t1 +T, t2 + t)ΦA(t2 +T, t2)ΦA(t2, t1)
= ΦA(t1, t2)ΦA(t2 +T, t2)︸ ︷︷ ︸

ΨA(t2)

ΦA(t1, t2)−1

(11)
where the important result that for the state transition
matrix corresponding a T -periodic matrix A(·) it holds
ΦA(t1 +T, t2 +T ) = ΦA(t1, t2) for all t1, t2 has been used.
(See the Remark below.) It follows that at all time instants
t1 and t2 the monodromy matrices ΨA(t1) and ΨA(t2) are
similar. Hence, their eigenvalues are the same for all t
meaning that the eigenvalues are constant.

So, if P(·) and A(·) are T -periodic, the eigenvalues of
ΨA(·) and ΨE(·) are equal and constant.

Remark 1: The fact that the state transition matrix a
T -periodic system matrix A(t) fulfils ΦA(t +T,τ +T ) =
ΦA(t,τ) for all t and τ follows by noticing that

∂ΦA(t+T,τ+T )
∂ (t+T ) = A(t +T )ΦA(t +T,τ +T )

= A(t)ΦA(t +T,τ +T )

ΦA(t +T,τ +T )|t=τ = I

and on the other hand

∂ΦA(t,τ)
∂ t = A(t)ΦA(t,τ)

ΦA(t,τ)|t=τ = I

Both functions ΦA(t +T,τ +T ), ΦA(t,τ) satisfy the same
differential equation and have one common point (=I).
Hence, the functions are equal.

Remark 2: Note that the condition for P(·) given in (5)
holds generally in the sense that for all t, t1

P(t) = ΦA(t, t1)ΦA(t1, t0)P(t0) [ΦE(t, t1)ΦE(t1, t0)]
−1

= ΦA(t, t1)ΦA(t1, t0)P(t0)ΦE(t1, t0)−1︸ ︷︷ ︸
P(t1)

ΦE(t, t1)−1

= ΦA(t, t1)P(t1)ΦE(t, t1)−1

In short: provided that A(·) is T -periodic, E(·) can be
chosen arbitrarily as long as it is T -periodic also. Then the
condition that for all t (10)

ΦA(t +T, t) = P(t)ΦE(t +T, t)P(t)−1 (12)

guarantees the periodicity of P(·). Moreover, if the above
condition is fulfilled at some time instant t1, it is satisfied
for all t.
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If a constant target matrix E is chosen, the periodicity
of P(·) is guaranteed by

ΦE(t +T, t) = e

t+T∫
t

E dτ

= eE(t+T−t) = eET

⇒ eET = P(t)−1ΦA(t +T, t)P(t)
(13)

which must hold for all t so without loss of generality it is
possible to take t = 0

eET = P(0)−1
ΦA(T,0)P(0) (14)

Further, let us remember the Jacobi-Liouville formula

detΦA(t,τ) = e

t∫
τ

tr(A(ν))dν

(15)

and use it in (12)

detΦA(t +T, t) =e

t+T∫
t

tr(A(ν))dν

(16)

=detP(t) ·detΦE(t +T, t) ·detP(t)−1︸ ︷︷ ︸
1/detP(t)

(17)

=e

t+T∫
t

tr(E(ν))dν

(18)

It follows that

t+T∫
t

tr(A(ν)−E(ν))dν = 0 (19)

which must be fulfilled for all t. The result gives a nec-
essary relationship between the periodic matrices A(·) and
E(·). The condition is not sufficient.

It should be emphasized that although for a T -periodic
system matrix A(·) it holds

ΦA(t +T,τ +T ) = ΦA(t,τ) (20)

that does not mean that the solution x(t) would be peri-
odic. In fact

x(t +T ) = ΦA(t +T, t0)x0 (21)
= ΦA(t +T, t0 +T )ΦA(t0 +T, t0)x0 (22)
= ΦA(t, t0)ΨA(t0)x0 (23)

It follows that if one of the eigenvalues of the monodromy
matrix ΨA(t0) is equal to 1, then choosing the initial condi-
tion x0 to be the corresponding eigenvector leads to a peri-
odic solution. Also, it is easy to see from the above equa-
tions that if a solution (state transition matrix) is known
for one time period [t0, t0 + T ] it can then be determined
for all t.

3 Stability of periodic systems
Stability of periodic systems is the natural question to be
discussed next. To that end take E as a constant matrix
and so

eET = P(t)−1
ΦA(t +T, t)P(t) = P(t)−1

ΨA(t)P(t) (24)

or equivalently

eET = P(0)−1
ΦA(T,0)P(0) = P(0)−1

ΨA(0)P(0) (25)

The condition guarantees that P(·) is periodic and thus
a Lyapunov transformation, which is known to preserve
the stability properties between the original system matrix
A(·) and target E(·), (Rugh, 1993). The stability of E then
determines the stability of A(·) as well. But the eigenval-
ues of exp(ET ) (characteristic multipliers) are the con-
stant eigenvalues of the monodromy matrix ΨA(t). E is
asymptotically stable, if and only if all its eigenvalues
(characteristic exponents) are on the left half plane. But
if λE is an eigenvalue of E and λ is the corresponding
eigenvalue of exp(ET ) then it holds

λ = eλE T (26)

and it follows that the system is asymptotically stable,
if and only if all eigenvalues of the monodromy matrix
ΨA(t) are inside the unit circle.

The same result can easily be obtained by looking at the
properties of the monodromy matrix. For all real numbers
τ and integer values k it holds

ΨA(τ +(k+1)T ) = ΨA(τ) (27)

To see this, write

ΨA(τ +(k+1)T ) =ΦA(τ +(k+2)T,τ +(k+1)T )
=ΦA(τ +(k+1)T,τ + kT )
= . . .= ΦA(τ +T,τ) = ΨA(τ)

The solution of the state equation at time τ +(k+1)T be-
comes

x(τ +(k+1)T ) =ΦA(τ +(k+1)T,τ + kT )x(τ + kT )
=ΨA(τ + kT )x(τ + kT ) = ΨA(τ)x(τ + kT )

=ΨA(τ)
2x(τ +(k−1)T )

= . . .= ΨA(τ)
k+1x(τ)

The eigenvalues of the monodromy matrix must then
clearly be less than one in magnitude, if the system is
asymptotically stable.

Example: Consider the system matrix

A(t) =
[

1 cos(t)
0 0

]
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where clearly T = 2π . The state transition matrix is

ΦA(t,τ)

=

[
et−τ (1/2)et−τ(cos(τ)− sin(τ))+(1/2)(sin(t)− cos(t))

0 1

]
The monodromy matrix is

ΨA(t) = ΦA(t +T, t)

=

[
eT (1/2)eT (cos(t)− sin(t))+ f1(t)
0 1

]
=

[
eT (1/2)eT (cos(t)− sin(t))+ f2(t)
0 1

]
=

[
eT (1− eT ) f2(t)
0 1

]
where

f1(t) = (1/2)(sin(t +T )− cos(t +T ))

f2(t) = (1/2)(sin(t)− cos(t))

The eigenvalues are eT and 1, and the system is unsta-
ble. That can also be seen from the state transition matrix
directly.

4 Control design
The above theory provides the background information
and tools for analysing and simulating time-periodic dif-
ferential systems. It was shown that any system matrices
A(·) and E(·) with equal dimensions are equivalent to each
other through a real transformation matrix P(·). However,
it is very difficult to determine this matrix. Even worse, it
is not clear that a such matrix would be stability preserving
(Lyapunov transformation) between the source and target
system matrices.

For periodic systems things turn out to be simpler. For
example, the target system matrix can be a constant real
matrix and the transformation a periodic Lyapunov trans-
formation. According to equation (24) or

ΨA(t) = P(t)eET P−1(t) (28)

it is possible to pick any real (stable or unstable) matrix E
and a periodic Lyapunov transformation P(·) to calculate
the monodromy matrix of the source system. This fact
can be used to generate a stabilizing controller for time-
periodic systems. To see that, consider the state-space rep-
resentation of an input-output system

ẋ(t) = A(t)x(t)+B(t)u(t) x(t0) = x0
y(t) =C(t)x(t)+D(t)u(t) (29)

where the matrices A(·), B(·), C(·) and D(·) are time-
periodic with the period T . Consider a time-varying state
feedback control law

u(t) =−L(t)x(t)

where the gain matrix L(·) is T -periodic also. The closed-
loop system can be written as

ẋ(t) = (A(t)−B(t)L(t))x(t) = Acl(t)x(t)
y(t) = (C(t)−D(t)L(t))x(t) (30)

and the system matrix Acl(·) is periodic.
The idea is to pick an asymptotically stable constant

real matrix E and a Lyapunov transformation matrix P(·).
If the controller gain is chosen such that the closed loop
system matrix is kinematically similar to the matrix E, a
stabilizing contol law has been found. The monodromy
matrix of the closed loop (which does not even have to be
calculated) can be represented as

ψAcl (t) = P(t)eET P(t)−1 (31)

But now according to (4)

Ṗ(t) = Acl(t)P(t)−P(t)E
⇒ Acl(t) =

(
Ṗ(t)+P(t)E

)
P(t)−1 (32)

and, using the expression for Acl

B(t)L(t) = A(t)−Acl(t)
= A(t)−

(
Ṗ(t)+P(t)E

)
P(t)−1 (33)

the condition for L(·) has been formed. However, it should
be noticed that the number of states is usually larger that
the number of inputs, meaning that the equation does not
necessarily have a solution. There are two alternatives: An
approximative solution using pseudoinverse can be used
or the matrices E and P(·) can be used as a parameteriza-
tion for an existing solution for L(·). The former is a prac-
tical solution, which does not guarantee stability. The lat-
ter is not a direct algorithm for solving the controller gain,
but shows the conditions (parameterization) which can be
used. As such, it can be compared to the corresponding
LMI conditions presented e.g. by (Bittanti, 2008).

5 Conclusion
A short introduction to the Floquet-Lyapunov theory of
periodic linear differential systems was given in the pa-
per. It was shown that the results are reasonably easy to
derive by starting from a transformation between source
and target differential systems. Although the theory is not
new, see e.g. (Bittanti, 2008) it is believed to be more
easy to come up with by considering the presented ap-
proach. Also, using the characteristics of the theory a way
to design stabilizing control laws for periodic systems was
presented. In a way, the method is used to parameterize
system matrices of periodic differential systems. The re-
sults are easy to extend to periodic discrete-time systems
as well.
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Abstract
Digital twins for performance-oriented applications in

industrial environments require systematic model

maintenance. Model adaptation requires efficient

optimization tools and continuous evaluation of

measurement quality. The adaptation and model

performance evaluation are based on the modeling error,

making the adaptation prone also to the measurement

errors. In this paper, a framework for combining model

adaptation and measurement quality assurance are

discussed. Two examples with simulated industrial-

scale biopharmaceutical penicillin fermentation are

presented to illustrate the usability of the framework.

Keywords:     digital twin, adaptation, framework,

differential evolution

1 Introduction

Simulation tools have efficiently been applied in various

engineering problems such as in process design and

production planning. Currently, the simulation tools are

also developed to real-time utilization. In process

industries, the simulation models are, for example, used

as an open-loop decision support tool (scenario

simulation, prediction). These models can be considered

as digital twins as essentially, “the digital twin is a

virtual and computerized counterpart of a physical

system that can be used to simulate it for various

purposes, exploiting a real-time synchronization of the

sensed data coming from the physical system”. (Negri

et al., 2017)

The digital twins can be classified in terms of their

utilization in different tasks and areas, for example,

design twins, performance twins and product or

production twins. An important classification can be

made in terms of real-time integration between the twin

and its physical counterpart. Digital twin needs to have

a closed-loop, automatic integration to the real process.

Otherwise the correct term is a digital model (without

integration) or a digital shadow (an open-loop

integration). (Kritzinger et al., 2018)

Foreseen possibilities applying digital twins in

continuous processes have been discussed for example

in (Sun et al., 2017). In case of digital twins and shadows
in these kinds of performance-oriented applications, it is

crucial that the simulation model represents the real

system continuously. Therefore, the performance of the

digital model needs to be evaluated and the model needs 

to be updated automatically to cope with unseen or 

unmodeled changes. 

The continuous updating, namely model adaptation 

requires efficient data-analysis and optimization tools. 

In general, the adaptation can be based on several 

techniques (Kadlec et al., 2011). However, both the real-

time requirements and the model complexity 

(interconnected measurements and parameters) can 

make the adaptation problem challenging. Several 

methods have been presented to match the physical 

process with the digital model (Ohenoja et al., 2018; 

Friman and Airikka, 2012; Pietilä et al., 2013; 

Schirrmacher et al., 2009), but with limited insight on 

the whole problem. 

This paper elaborates the overall picture on 

development and maintenance of a performance digital 

twin in industrial processes. In real systems, the actual 

parameters are not known. Hence, the whole adaptation 

(model performance evaluation) can only be dependent 

on the modeling error, making the adaptation prone also 

to the measurement errors. It is assumed that the 

adaptation involves a multivariable optimization 

problem. The computational issues, such as the real-

time requirements are out of the scope of this 

presentation. Figure 1 presents the discussed 

framework. In Sections 2—4, the different elements of 

the framework are treated more detailed. In Section 5, 

simulated examples are presented.  

2 Measurements as a foundation for 

adaptation framework 

Modern industrial automation system includes 

measurements with varying characteristics; There can 

be sparse or even discontinuous data from the online 

analyzers and laboratory measurements providing 

product quality measurements, continuous automation 

system data with even sampling interval, and data with 

very high sampling frequency that needs to be 

preprocessed before used for decision making and 

process control. In addition, soft sensors are often used 

to infer measurements from harsh environments or 

otherwise difficult locations, or they can be used parallel 

to physical measurement device for validation and 
backup purposes. 
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The concept for adaptation of industrial digital twin is 

presented in Figure 1. Different measurements from the 

real process on the right upper corner are used to monitor 

the modeling error of the digital twin on the upper left 

corner. Measurement quality is ensured by real-time 

monitoring and data reconciliation. Low quality or missing 

data is accounted in cost function generation.  

Using a digital twin for decision making, robust self-

diagnostics is required. Sensor malfunctions, 

measurement drifting, and other possible systematic 

error sources such as fouling may cause misinformation 

that leads to unreliable decisions. Measurement drift can 

be caused by ageing of components or environmental 

changes. Re-calibration is therefore important to 

maintain reliable information for a control system. 

Soft sensors have always some error in their estimates 

or predictions. This error consists of modeling error and 

the quality of process measurements their model is 

based on. Similarly, physical sensors may perform 

acceptable at some defined measurement range, 

however their error can grow drastically when moving 

outside this working range. 

Laboratory measurements are rarely used in 

automated control but can work as a basis for evaluating 

reliable process operation and for validating process 

measurements, as well building soft sensors. They are 

used as a basis for reliable decision making in many 

industrial processes. Sampling can induce large errors or 

variation in results if done improperly and 

inconsistently. Sample preparation and analysis should 

be done according to previously validated standard 

procedure to ensure the quality of data.  

Intelligent measurement devices can detect if their 

data is reliable and possibly self-calibrate or 

alternatively alert the process operator or maintenance 

personnel. Modern automation system can include 

functionalities for detecting unreliable measurements 

and this is important aspect to consider when 

implementing digital twin. It is preferable to associate 

the information of the measurement quality with the 

measurement value for any kind of modeling and 

decision support. 

3 Quality of measurements 

Reliable measurement information is a prerequisite for 

the successful model adaptation. This requires online 

measurement quality monitoring. Unfit measurements 

can be removed or replaced. There are several methods 

for detecting differing measurement errors presented in 

chapter 3.1. If gross errors (Human mistakes, 

measurement errors, etc.) are also present in the process 

 

 
Figure 1. The concept for adaptation of industrial digital twin.  
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data, they must be identified and removed before data 

reconciliation (Sánchez et al., 2002). 

Intelligent measurement devices with vast amount of 

data and real-time data processing demands require 

automated quality assurance (QA) and quality control 

(QC) methods. (Campbell et al., 2013; Morello et al., 

2014) A high performance control system includes 

automatic quality control algorithms and a 

comprehensive flagging system to indicate data quality 

level, to identify errors, to highlight corrected values, 

and to make it easier for data users to identify suspicious 

and erroneous data, namely to make quality control 

more efficient and closer to real-time. (Vejen et al., 

2002) 

3.1 Gross error detection & identification  

Measurement drift is a typical for phenomenon related 

to industrial measurements where bias between true and 

measured values is evolving during long period of time. 

Baena-Garcı́a et al. (2005) presented two methods for 

drift detection; Drift detection method uses binomial 

distribution to calculate the number of errors. On the 

other hand, early drift detection method considers the 

distance between two errors classification instead of 

considering only the number of errors.  

Nishida and Yamauchi (2007) considers previous 

methods and presents new more noise resilient option 

which works for sudden concept shifts and gradual 

changes. They continued their work in (Nishida and 

Yamauchi, 2009) and presented learning system that 

uses multiple online classifiers that can predict changes. 

In Dries and Rückert (2009), six methods for online 

concept drift detection were evaluated and three 

approaches that can detect data drift reliably were 

presented. Finally, different gross error detection & 

identification (GEDI) methods, based e.g. in Mean 

squared error (MSE), root mean squared errors (RMSE), 

correlation coefficient based methods etc. are presented 

in (Kadlec et al., 2011). 

3.2 Quality flagging 

QA and QC procedures are closely related, but each has 

a distinct meaning. QA is a process of data profiling to 

discover inconsistencies and other anomalies in the data 

and performing data processing to improve the data 

quality. On the other hand, the QC process decides 

whether data meet the requirements for quality outlined 

by the end users. Hereby, QA can be considered a 

proactive or preventive process to avoid problems and 

QC as a process to identify and flag suspect data after 

they have been generated. (Campbell et al., 2013; 

Scully-Allison et al., 2018) 

The QC procedures can be applied at various stages 

of data flow from sensors to the end user and can be 

carried out by numerous methods. Observations can be 
flagged by several methods and various symbols and 

names can be used to indicate the quality control level. 

It is difficult to develop common guidelines for QC and 

flagging procedures that are applicable in all 

circumstances and so there are no universal standards, 

but they are specific to the type of the data, application 

and the location at which data is collected. (Campbell et 

al., 2013; Vejen et al., 2002). Hence, several QC 

methods for automatic tests have been reported (Vejen 

et al. 2002; Scully-Allison et al. 2018; Geuder et al., 

2015; Lewis et al., 2018) 

In addition to the simple and traditional QC 

procedures, methods utilizing machine-learning have 

also been developed. These methods represent a data-

driven approach to QC, wherein statistical models or 

classifiers are trained using empirical data collected 

from sensors. Hence, little knowledge is required about 

the device hardware or the phenomena being measured. 

On the other hand, adequate amount of data that contains 

the examples of faulty and correct data for model 

training and validation is required. Artificial neural 

networks, support vector machines, decision trees, and 

probabilistic models among others are commonly 

utilized as machine-learning approaches (Kadlec et al., 

2011; Campbell et al., 2013; McNutt et al., 2019) but 

also hybrid systems, for example combining QC flags 

and a fuzzy logic, are developed (Morello et al., 2014). 

Defective or missing data are unavoidable and 

require decisions how to process the faulty data: should 

the erroneous values to be removed, adjusted, replaced 

with an estimated value (e.g. soft sensor) or ignored. 

Great care must be taken to ensure that all processing 

steps are well documented so that they can be evaluated. 

The raw unmanipulated data should also always be 

saved. The uncertainties may arise from missing data 

and for instance using the wrong methods to fill the 

gaps. In a quality control procedure, all invalid data 

should be marked, but it is essential to ensure that valid 

data are not marked or removed, for example when a 

real but rare and extreme value outside the expected 

range occurs. In device self-diagnostics one difficulty 

that often arises is in differentiating between normal 

deviations and component faults. 

Uncertainty techniques can be applied to measure the 

impact of faults on measurement quality, which makes 

it possible in certain circumstances to continue to use a 

sensor after it has developed a fault. Setting QA/QC 

tolerances to minimize false detections is difficult, 

especially under changing conditions. Moreover, the 

values of many parameters are site-dependent. In many 

cases, too many or too few events may be detected and 

therefore, the results of automatic screening demand a 

manual check of an expert to ensure the validity. Expert 

knowledge and analyzing the circumstances under 

which false errors occur provides information that can 

be used to adjust the QC procedure and achieve more 

optimal performance. (Campbell et al., 2013; Geuder et 

al., 2015) 
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3.3 Data reconciliation 

One possibility to monitor the quality of measurements 

is based on data reconciliation. Data reconciliation also 

offers means to correct or replace the erroneous and 

missing measurements. (Vasebi et al., 2014) 

The main idea of data reconciliation is to adjust the 

measurements data to satisfy the mass, energy, or 

momentum balance equations. Steady-state data 

reconciliation is solved as an optimization problem, 

where the objective is to minimize the difference 

between the measured variables and the adjusted ones, 

weighted by the reciprocal of the variance. Objective 

function can be e.g. weighted least squares function 

(WLS). (Vasebi et al., 2014) 

4 Adaptation 

In real systems, the actual model parameters are not 

known. Hence, the whole adaptation (model 

performance evaluation) can only be dependent on the 

modeling error, making the adaptation prone also to the 

measurement errors mentioned in the previous Section. 

Therefore, the adaptation should preferably utilize the 

uncertainty estimates and quality flags of the 

measurements. In addition, the adaptation framework 

needs to consider when the adaptation is needed, how to 

cope with varying data quality and how to make the 

trade-off between the adaptation accuracy, stability, and 

computational load. 

4.1 Triggering 

The adaptation algorithm can be run consistently or 

there can be predetermined threshold based on the 

estimation error. The regular adaptation interval can be 

determined based, for example, on the minimum process 

delay or maximum sampling interval of the relevant 

measurements.  

The thresholds for infrequent adaptation can be 

calculated between the actual process measurements 

and the model output values representing the 

measurements. Methods for triggering should be chosen 

according to case. For example, (Palomo et al., 1991) 

mentions residual analysis, variance distribution and 

coherency-based methods among others. Also, in this 

case, the quality information of the measurements can 

be utilized to guide the triggering. 

4.2 Optimization methods 

There is a vast amount of optimization methods. On the 

other hand, it has been stated that there is a lack of a 

single solver that can overperformance the others in 

variety of optimization problems (Rios and Sahinidis, 

2013). The performance of solvers is strongly dependent 

on the problem dimensionality and non-smoothness of 

the function and bounds on the variables. 

In typical engineering problems, the global optimum 

is a solution that outperforms its alternatives after a 

fixed number of cost function evaluations. It has been 

shown that the metaheuristic methods can overperform 

the deterministic methods especially with small budgets 

(Sergeyev et al., 2018). On the other hand, the 

deterministic methods have provable convergence 

abilities to any optimization problems with an unlimited 

budget, but metaheuristic method may not be able to 

find the global optimum despite increased budget. 

(Sergeyev et al., 2018) 

One well-known metaheuristic (stochastic) 

optimization method is the Differential Evolution (DE) 

(Storn and Price, 1997). Its implementation is 

sufficiently straightforward, and DE has only several 

hyperparameters to tune the algorithm. DE is utilized in 

the adaptation examples in this paper, also since 

calculations proceed with real numbers. The 

optimization method selection was done in the previous 

study (Ohenoja et al., 2018). 

4.3 Selection of model parameters and outputs 

In large-scale processes and simulation models, the 

number of adjustable model parameters, together with 

number of possible measurements (model outputs) gets 

high and the optimization problem becomes too 

complex. It is important to be able to focus to the most 

relevant parameters and measurements to decrease the 

problem dimensions. Naturally, expert knowledge is 

needed to perform the selection of parameters and 

measurements to the model adaptation. 

Systematic approach to reach a smaller subset of 

possible parameters and measurements could involve 

sensitivity analysis tools. In local sensitivity analysis 

(LSA), one individual model parameter is changed at the 

time and the effect to model outputs observed. However, 

this approach cannot account for parameter interactions. 

Global sensitivity analysis (GSA) for estimating input 

parameter effects on different process outputs can use, 

for example, Sobol method (Sobol′, 2001). It is based on 

variability observed from Monte Carlo simulation and 

therefore large-scale system may require extensive 

computational cost. 

4.4 Cost function selection  

In model adaptation the objective is to match the model 

outputs with real measurements. Hence, an intuitive 

selection of the cost function is the sum of output 

measurement errors. However, the cost function 

typically contains measurement values with totally 

different ranges and the measurements that have largest 

error, will define the model parameters that are 

preferred/overweighed in the adaptation. Therefore, the 

first requirement is to normalize the values from the data 

sources to compensate the different absolute values. 

Secondly, the adaptation performance can be 

improved by weighting certain measurements according 

to their importance to selected model input parameters. 
The weighting can be based, for example, on expert 

knowledge or systematic testing of model parameter 

sensitivities. 
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Finally, the adaptation framework for an industrial 

digital twin discussed in this paper indicates that the 

quality information connected to measurements should 

also be utilized in the cost function formulation. The 

cost function measurement weighting can be changed 

accordingly if quality flagging describes measurement 

as unreliable. Alternatively, this unreliable 

measurement can be replaced with soft sensor if 

available. 

4.5 Hyperparameters 

The selection of hyperparameters of the optimization 

method is crucial for its convergence and computational 

performance. Some rule of thumbs exists for different 

optimization methods, but typically the selection is 

based on experience and intensive off-line testing. In 

some scenarios, it would be beneficial to automatically 

change these algorithm tuning parameters to 

compensate decreased data quality or when the 

optimization performance drops noticeably. In the case 

of DE, it can be done using the method itself for this 

task. First loop optimizes the model parameters and the 

second loop finds the best model parameters for the task. 

(Chachuat et al., 2009) 

5 Illustrative simulation examples 

5.1 Simulation model 

Industrial Penicillin Simulator (IndPenSim) is a 

MATLAB® based model for industrial-scale 

biopharmaceutical penicillin fermentation simulation. 

IndPenSim constitutes of several m-files providing their 

own function for the simulator. This program is intended 

to be a benchmark simulator for researchers to compare 

and validate new controllers in the batch fermentation 

process. It also includes Raman spectroscopy simulation 

that can be used for advanced process control design. It 

has fault generation capability built-in so it can be used 

for testing fault detection algorithms and for process 

fault identification. (Goldrick et al., 2019; 2015) 
This paper uses a modified version of the simulator. 

Measurement noise and random variations were 

removed to move towards deterministic model. This 

serves our purpose of testing adaptation algorithm with 

adaptive cost function. The effect of random noise and 

measurement faults will be studied in the future after we 

understand how this algorithm performs in optimal 

conditions. 

The IndPenSim includes 105 model parameters in 

total and 67 model outputs. The number of model 

outputs were decreased to 17 based on expert 

knowledge. The use of expert knowledge here refers to 

consideration of which of those model outputs could be 

measured directly or indirectly in real-time without 

discontinuous laboratory sampling. The model 

parameters were narrowed down to six by using LSA. 

The system of six inputs and 17 outputs was then 

utilized in model adaptation and it was also executable 

for GSA. 

5.2 Example with weighted objective function 

This example aims to illustrate the effect of 

measurement weighting in the objective function (OF) 

of model adaptation. GSA was used to generate 

weighting factors for model outputs which represent 

different process measurements. Fractional sensitivity 

indices between the different model parameters and 

outputs were added up to form the weighting coefficient 

for each output. In the other scenario, all measurements 

were equally weighted. 

The real process in this text refers to modeling results 

gained by a reference simulation with altered model 

parameters. Nominal model input parameters are used 

to represent the state of the digital twin to be adapted. 

The model input parameters are changed by 5% upwards 

to represent changed operating conditions of the real 

process. Adaptation algorithm is then used to find these 

new values using the error between process output 

measurements and model outputs.  

Adaptation algorithm, realized with DE, compares 

the model output values from the simulated process to 

values received from different DE trials and starts to 

adapt the designated model parameters in an iterative 

way. Adaptation stops when maximum number of 

iterations is reached or if the cost function value reaches 

the predetermined threshold value (0.001), which relates 

to the total relative modelling error of 0.1%.  

The cost function combines total relative difference 

between 17 model outputs and process measurements. 

The total error is a sum from a simulation period of 1150 

samples. Adaptation performance is inspected using 

cumulative and dynamic output errors. In addition to 

model outputs, the adapted model parameter errors to 

known values are inspected (although not relevant in 

industrial implementations).  

Preliminary work for this study includes selecting 

optimal adaptation window for minimizing the delay 

between adaptation cycles, while still maintaining a 

good performance. It was determined that 200 

datapoints was enough to maintain good performance. 

The results are presented in Figure 2 and Figure 3. 

Weighted OF lowers the total error in almost every 

measurement compared to nominal OF in Figure 2. 

Measurements with larger error compared to nominal 

OF have only small rise in total error while ‘NH3’, 

‘PAA’, ‘a3’, ‘a4’, and ‘S’ have significant drops in total 

error. The total error with weighted OF is only 39% 

from the total error with nominal OF. The total error is 

still mainly influenced by single model output errors 

peaking at certain points of a batch process. Overall, all 

the measurements stay below the generally acceptable 

5% error limit for the soft sensors, which indicates that 

the adaptation was successful. 
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According to results in Figure 3, the model 

parameters 'ratio_mu_e_mu_b' and 'K_diff' are the only 

ones to have larger error with weighted OF than with 

nominal OF. 'Y_PAA_P' has very large drop in error 

after measurement weighting. 

 
Figure 2. Total measurement errors between the model 

outputs and simulated process measurements using 

nominal and weighted output functions. The total error is 

a sum from a simulation period of 1150 samples. 

 

 
Figure 3. Model input parameter errors with nominal and 

weighted output functions. 

 

5.3 Example with missing measurement 

Adaptation performance is strongly dependent on the 

quality of measurement information. Loss of vital 
measurement information increases the adaptation error 

to a level where model is unreliable. This highlights the 

need for measurement quality monitoring and flagging. 

Adaptation robustness can be increased by 

implementing soft sensors that can be used to replace 

missing or faulty measurements.  

Such a scenario is simulated here, where a vital 

measurement ‘a0’ is missing and replaced with a soft 

sensor. The soft sensor performs somewhat worse than 

the original measurement, as depicted in Figure 4. 

 

 
Figure 4. The comparison for soft sensor and real 

measurement in a0 value. The x-axis presents 200 

samples with 12-minute sampling interval. 

 

The adaptation result is presented in Figure 5. The 

missing measurement increases the output error 

tremendously. By replacing the missing measurement 

with a soft sensor, the adaptation performance can be 

maintained and the total errors in the model outputs can 

be noticeably decreases. Large errors in ‘a3’ and ‘a4’ are 

caused by the differences in measurement dynamics 

between the soft sensor and the real measurement. 

 

 
Figure 5. The effect of missing measurement information 

to adaptation performance. 
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6 Discussion and conclusions 

The simulated results with modified IndPenSim are 

deterministic to some extent to be suitable for controlled 

testing of our adaptation framework. These results 

revealed the applicability of our LSA/GSA based 

approach for selecting the set of adapted model 

parameters and using GSA results for measurement 

weighting.  

It was also depicted that the adaptation can be very 

dependent on a single measurement. This emphasize the 

importance of the reliable measurement information and 

real-time quality monitoring. Robustness can be 

improved by implementing data reconciliation and soft 

sensors to replace unreliable or missing measurements.  

Work will continue with testing the adaptation with 

different measurement errors and by efficiently 

combining the measurement QA/QC information to 

model adaptation. The adaptation framework will also 

be stressed in mineral processing simulation models that 

represent real life process in Oulu Mining School 

enrichment pilot plant. 
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Abstract
Several sensors are installed in the majority of chemical
reactors and storage tanks to monitor temperature profiles
for safety and decision-making processes such as heat de-
mand or flow rate calculations. These sensors fail occa-
sionally and generate erroneous measurement data that
need to be detected and excluded from the calculations.
However, due to the high number of process variables dis-
played in the chemical plants, this task is not trivial. In
this work, a Bayesian network approach to detect faulty
temperature sensors is proposed. By comparing the sen-
sor measurements with each other, the faulty sensor is de-
tected. A modular approach is preferred, and networks
are created for 10 K temperature intervals to increase flex-
ibility and sensitivity. Created networks can be adjusted
for the operating temperature ranges; hence, they can be
used for any catalyst and entire life cycle. The devel-
oped method is demonstrated on an industrial scale hy-
drocracker unit with 92 sensor couples installed in a se-
ries of reactors. From the investigated sensors, 16 of them
showed a greater difference than the 2 K threshold chosen
for the fault. In addition to that, 13 sensors showed an in-
creasing temperature difference that may lead to a fault.
Two scenarios were created to calculate the energy loss
due to a faulty measurement, and a 5.5 K offset error was
found to cause a 5.79 TJ energy loss every year for a small
scale hydrocracker.
Keywords: Bayesian network, sensor fault, fault detection,
diagnostics

Nomenclature

P(a) Probability of an event a

P(a | b) Probability of an event a given event b

BN Bayesian Network

CPT Conditional Probability Table

DAG Directed Acyclic Graph

1 Introduction
Temperature is one of the most often measured process
parameters for several industries. Reaction kinetics are
highly dependent on the temperature of the process, mak-
ing temperature measurements important for the chemi-

cal industry. These measurements are necessary to have
knowledge of the reaction progress for both safety and
control. Safety systems rely on the sensors, and wrong
measurements can cause a false alarm or dangerous sit-
uations. According to the French Ministry of Ecology,
Sustainable Development and Energy, sensor failures are
responsible for 52% of the accidents in four most au-
tomated sectors (refining, metallurgy, food processing,
and chemical processing) between 1993 and 2011 (Min-
istry of ecology, sustainable development and energy,
2012). Similarly, an optimal operation decision can only
be guaranteed by measuring the relevant variables cor-
rectly. Faulty measurements do not necessarily cause ac-
cidents but waste energy and resources; therefore, sensor
failure detection mechanisms are highly important for in-
dustrial plants.

Model-based and data-based methodologies are em-
ployed to detect sensor faults. While the first one com-
pares the expected values calculated by using physical
models with the measurements, the latter uses previous
measurements to diagnose a failure. In literature, exam-
ples for both methods can be found for different applica-
tions. A mathematical model consisting of mass and en-
ergy balances was used for a central chilling plant’s flow
and temperature sensor fault detection (Wang and Wang,
2002). A nonlinear state observer with a mathematical
model was tested to detect temperature sensor faults of a
heat exchanger (Escobar et al., 2011). The model itself
sets the limitation to the model-based approach because
its accuracy defines the detection capability. It is sug-
gested for the detection of total failures but not for small
errors (Du et al., 2009). A data-based approach, an artifi-
cial neural network, was used to detect air flowrate sensor
faults of a building (Wang and Chen, 2002). Later, a prin-
cipal component analysis based fault detection system was
developed for temperature sensors of a centrifuge chiller
(Wang and Cui, 2005).

Bayesian networks (BN) have gained attention for fault
detection as they can show causality. They are found sim-
ilar to white-box models due to their qualitative graph as-
pect (Hommersom and Lucas, 2010). Although BNs need
more information in terms of prior probabilities, they are
used for industrial applications. For maintenance plan-
ning (Jones et al., 2010), root cause diagnosis of varia-
tions (Dey and Stori, 2005), prognosis (Hu et al., 2011)
and risk analysis (Duval et al., 2012), these networks were
found useful. Their use for fault detection was success-
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fully shown on a chiller (Wang et al., 2017), a heat pump
(Cai et al., 2014) and a fuel cell (Riascos et al., 2007). A
sensor fault detection work was published for a medical
body sensor network (Zhang et al., 2016).

The present paper shows a modular BN approach for
fault detection of an industrial hydrocracker’s temperature
sensors. A modular approach is chosen for this case to
cope with the increasing temperature of the system. The
operational temperature range is divided into intervals,
and a single network is trained for each interval. Further
information on the developed strategy is given in the meth-
ods section. The results are presented and discussed in the
section that follows, and a faulty sensor scenario is created
to demonstrate the additional energy consumption due to
the fault. Finally, in conclusion section outcomes of this
work are summarized next to possible points for future in-
vestigations.

2 Methods
Bayesian networks are graphically represented probabilis-
tic models, in which every node is assigned to a variable
and has its conditional probability table (CPT) depending
on its parents (Pearl, 1988). The graphical part of a BN
is a directed acyclic graph (DAG). DAG is the qualitative
element of a BN, which shows the causality relations be-
tween the variables. CPT is the quantitative element that
carries the joint probability distribution knowledge, and
the posterior probability is calculated according to Bayes’s
theorem (Eq. 1).

P(A|B) = P(B|A)P(A)
P(B)

(1)

In this work, Bayesian networks are trained for a fault
detection system of temperature sensors in a hydrocracker
unit. The sensors are distributed in concentric circles as
given in Figure 1 in order to observe the temperature pro-
file of the catalyst bed. There are four catalyst beds in the
reactors, which have identical sensor positioning and all
the sensors are thermocouples.

There is a pair of sensors at every point to acquire a
reliable measurement, and the average value is used for
process calculations. The continuous hydrocracking pro-
cess suffers from catalyst degradation; due to this phe-
nomenon, the temperature of the system has to increase
over time to achieve the same level of cracking. The oper-
ation continues ideally without interruption until the end
of the catalyst life. Measurements of five representative
sensors over two years are given in Figure 2. Each sensor
has an average 35 K increase in the measured tempera-
ture, and different catalyst beds have different operating
temperatures. The measurements from all the sensors are
in a 50 K range. Reference temperature (Tre f ) is taken as
the start of the run temperature.

A neighboring sensor pair with similar temperature
measurements is selected for each location, and their aver-
age is used as a reference point to detect a faulty sensor of

Figure 1. Approximate sensor locations on the horizontal cross-
section.

Figure 2. Daily data from five sensors for two years.

a pair. The average temperature of each sensor is plotted
against the average neighbor temperature in Figure 3 to
inspect the distribution of the data points in the operation
domain.

As Figure 3 clearly demonstrates, there is a trend be-
tween the average values that shows well-chosen neigh-
bors for each sensor; however, this trend is not entirely
linear because of the flow regime, possible hot spots, and
channels. If a single network were used to represent this
space, the CPT would cover the entire area, most of which
have zero probability. The operating temperature range
of 50 K that is observed for an entire catalyst cycle is di-
vided into 10 K fragments that are 5 K - 15 K, 15 K -
25 K, 25 K - 35 K, 35 K - 45 K, 45 K - 55 K based on
the average temperature of the pair to reduce the size of
the CPT. These values are calculated with the subtraction
of the Tre f from the real values. A discrete network is
trained for each range separately by using the data within
the range collected from every sensor. Figure 4 shows the
range of five networks in different colors and the shaded
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Figure 3. Average temperature range with respect to average
neighbor temperature.

zero probability area, which proves the reduction of the
CPT size.

Figure 4. CPT reduction by modular network approach.

Five networks have identical DAG, which is given in
Figure 5. The nodes a and b represent each sensor of a
pair, and the neighbor node is the average value of the sen-
sors selected for each pair differently. Structural learning
of these three nodes is performed by using the necessary
path condition algorithm (Steck and Tresp, 1999). Con-
sidering the sensitivity of the sensor type, a discretization
interval of 1 K is chosen for a and b nodes, and 2 K for the
neighbor node. Unlike the interval nodes of the sensors,
the fault node and its CPT considering three states (No
fault, Fault A, and Fault B) are added with expert knowl-
edge, an exemplar CPT is given in the Table 1. For every
neighbor, A and B interval, probability of fault states are
defined. The fault node’s CPT is a 3D array due to three
parent nodes it has, and a high temperature difference of
A and B indicates a fault. For example, the temperatures
of Neighbor = T, A = T + 0.5, and B = T + 3.5 would
result in a 95% probability of ’Fault B’ because the differ-
ence is higher than the threshold, and the measurement of
sensor A is closer to the neighbor measurement. Hugin, a

Figure 5. DAG of the Bayesian network used for sensor fault
detection.

commercial software, is used to build BNs of this work.
Different hydrocracking catalysts operate in different

temperature ranges. The suggested modular approach
brings flexibility to sensor fault detection. A different
range can easily be covered by building a new module with
the same DAG and a similar CPT; therefore, the networks
are easily adjustable and reusable for different catalysts
and units. Although a single network for the entire op-
eration domain might be useful for higher errors due to
its CPT range, it cannot be reused in a different tempera-
ture range. Furthermore, a greater CPT range also causes
problems. It is hard to fill with expert knowledge if it has
the same discretization intervals, or it is not as sensitive
if it has the same size as the smaller range CPT. If a sin-
gle network were designed for the same system with equal
intervals, the fault node’s CPT size would be 187500. In
the current design, each fault node has a CPT with 2700
values, and due to the similar trend, they are identical.

A single measurement per day is taken from 92 sensors
for two years (684 from each sensor), and they are clas-
sified into five intervals of 10 K as described above. The
outliers that are values outside the operational range due
to some process interruptions are visually excluded from
data sets. The five networks are built by using 767, 2494,
10909, 17437, and 17889 points according to increasing
average temperature intervals. These networks are tested
by using five test data sets of 709, 2436, 10791, 17642,
and 17658 values, respectively, 684 measurements from
each sensor, excluding the outliers. The test data points
are chosen 12 hours after each training data; therefore, the
testing is as independent as possible. Both the training and
the test data covers the entire catalyst life span.

3 Results and Discussion
The five networks for different temperature intervals are
built and tested with real data. According to interval cal-
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Table 1. Construction rules of fault node CPT.

Neighbor (T-1) – (T+1)
A (T) – (T+1) · · ·
B (T) – (T+1) (T+1) – (T+2) (T+2) – (T+3) (T+3) – (T+4) (T+4) – (T+5) (T+5) – (T+6) · · ·

No Fault 1 1 0.7 0 0 0 · · ·
Fault A 0 0 0.05 0.05 0.05 0.05 · · ·
Fault B 0 0 0.25 0.95 0.95 0.95 · · ·

culus, the built CPT detects an error if there is a difference
of at least 2 K. A deviation over 2 K between the pair is
detected at 16 of 92 sensors. Each detected fault is inves-
tigated separately and found that the difference between
the sensor measurements does not change over time. In
Figure 6, error with respect to time is given for a pair of
sensors.

Figure 6. Temperature difference of a sensor pair, indicating a
possible calibration error.

The constant temperature difference over time shows
a possible calibration error starting from the installation.
The smallest difference detected as calibration error is 2.1
K, and the greatest one is 5.5 K. This type of error may
seem harmless since it does not increase over time; how-
ever, it can interfere easily with the calculation and appli-
cation of optimal operating conditions. Optimality cannot
be guaranteed with measurement errors existing in a sys-
tem. If a calibration error is detected, it can be eliminated
easily.

A calibration error is not the only error type found; an
increasing deviation is also observed in faulty sensors. In
Figure 7, an example of increasing deviation is given.

Figure 7. Increasing temperature difference of a sensor pair,
indicating an error.

Besides the faulty sensors, 13 sensors are detected with

decreasing reliability, falling into 30% fault probability re-
gions of the CPTs. These sensors have no calibration er-
ror and have an increasing temperature difference trend.
Figure 8 shows the temperature difference increasing over
time, which does not pass the error threshold of 2 K. If
the same equipment is to be used for the next run of two
years, these sensors should be carefully monitored.

Figure 8. Increasing temperature difference of a healthy sensor
pair with decreasing reliability.

Considering the lifetime of sensors are generally longer
than two years, this information can be useful when there
is an opportunity for maintenance. When there is a need
for a catalyst change, the continuous operation stops for
a certain amount of time, and all the reactor content is
discharged. The internal equipment maintenance is often
scheduled for this period. With the knowledge of calibra-
tion error and increasing deviation, relevant sensors can
be fixed. The collected data belongs to a new set of sen-
sors; therefore, it is expected to have a low rate of faults
since sensor faults have a bathtub curve distribution over
time (Mishra et al., 2002). A bathtub curve is given in
Figure 9, which suggests increasing the importance of a
fault detection mechanism with the aging equipment. A
fault detection system can simplify maintenance planning
because it allows an analysis of the given curve. Consider-
ing the age of the sensors, the expected lifetime of the next
catalyst, and the number of faulty or less reliable sensors,
a decision on whether to keep or change the equipment
can be taken. A decision to reuse the same sensor system
for the next two years’ run can save the equipment cost;
however, an erroneous measurement can increase operat-
ing costs.

Tolerance value of a thermocouple is around ±1 K and
this value is important to test the robustness of the net-
works. Random noise is generated within this range and
added to each test measurement. From 49236 measure-
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Figure 9. Bathtub curve of sensor failure rate with respect to
time.

ments, 3.1% are detected false positive and 3.8% are de-
tected false negative with the added noise.

Energy loss due to faulty sensors
Two scenarios are developed to calculate the energy loss
due to measurement errors, the first one for a faulty sensor,
and the second one for a 30% fault probability sensor with
an increasing temperature difference trend.

Scenario 1
A small scale hydrocracker unit with 85000 kg/h feed

capacity is fed with heavy oil of approximately 30 degrees
API (at 60oF) and 2.95 KJ/kg.K specific heat (United
States Department of Commerce, Bureau of Standards,
1929). The start of the run temperature of the unit is 650
K, which is an average value for this operation (Ancheyta
et al., 2005). A calibration error of 5.5 K decreases the
average temperature of the pair by 2.75 K. If this sensor
is a feed temperature measurement sensor, which is of-
ten a manipulated variable of the control system (Cutler
and Hawkins, 1987), this error costs an additional 5.79 TJ
energy consumption in a year for a constant temperature
operation. As explained earlier, in reality, the system tem-
perature increases as the severity of catalyst degradation
increases; therefore, the specific heat increases over time,
and the energy loss is higher than the calculated value.

Scenario 2
The same hydrocracker unit sensor has an increasing

temperature deviation, which does not exceed the fault
threshold yet, but it is in the 30% fault region. Its tem-
perature difference increases by 0.2 K every four months,
starting from 1 K to 2 K at the end of two years. It de-
creases the average temperature by 0.5 K in the first four
months, causes an additional 0.361 TJ consumption. In
the next five periods of four months, this value increases
to 0.433 TJ, 0.505 TJ, 0.578 TJ, 0.65 TJ, and 0.722 TJ. In
total, it might cause an additional consumption of 3.25 TJ
in two years.

These two scenarios show why sensor faults need to be
detected as early as possible. They both consider the fault
in a negative direction. A fault that increases the average

temperature can cause other problems, for example, inef-
ficient cracking. In the case of the lower temperature of
the reactor feed, the cracking reactions cannot be carried
out at the desired rate, and the product specifications can-
not be reached. Therefore, the outputs of the process need
further processing, and so additional energy need arises
that increases the production cost.

An important point to consider is the limitations of the
designed network system. As mentioned earlier, this type
of limited range network cannot identify the significant er-
rors, which throws the average out of the operational do-
main. It can be overcome by using high range buffer inter-
vals as the first and the last elements of the CPT. This ad-
dition allows the BN to function in a higher range without
expanding it significantly. As the targeted errors are high
in value, the buffer zones do not need high sensitivity, so it
is easy to detect them if the network can be evaluated with
the given measurements. Another issue to be considered
is the reliability of the neighbor sensors’ measurements. If
there is a faulty neighbor, it will still be possible to detect
a fault, but it will not be possible to detect which sensor is
faulty. A weighted average of multiple measurements can
be used as the reference point to reduce this problem.

4 Conclusion and Future Work
Five Bayesian networks, each addressing a different tem-
perature interval, are designed to detect a hydrocracker
reactor’s sensor faults. A set of data collected from 92
sensor pairs and their closest neighbors is used for train-
ing the networks, and a fault node is added with expert
knowledge. Developed networks are tested with data, and
16 sensors are detected with an error greater than 2 K.
Detected faulty sensors are investigated, and two types of
faults are found in the system, offset errors and increas-
ing errors. In addition to the faulty sensors, 13 sensors are
detected with decreasing reliability, although their differ-
ences are lower than the fault threshold of 2 K. Two energy
loss scenarios are used to demonstrate the importance of
detecting both the erroneous measurements and the small
deviations. BN is a fast tool that can be built both from
data and by expert knowledge that gives it flexibility, and
in this work, it is demonstrated that BNs can be used to de-
tect sensor failure. With the increasing interest in it, BNs
might help different industries operate safely without en-
ergy losses. Future work on the same system with special
attention on the sensors that have an increasing tempera-
ture deviation can justify the reliability of this prognosis.
The limitations discussed, significant errors’ detection and
neighbor faults, should be solved to build a reliable sensor
fault diagnostics system. In addition to that, a dynamic
Bayesian network, which considers the previous error, can
be used to distinguish the increasing errors from the offset
errors.
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Abstract 
Enterprise resource planning (ERP) systems and 
manufacturing execution systems (MES) are becoming 
more and more important also for the small and 
medium-sized enterprises (SMEs). Even though the 
failure rates of the ERP projects seem to be exaggerated, 
the failures and problems in the integration cost lots of 
time and money. Therefore, there is clearly a need for 
test environments for the ERP and MES systems. This 
paper presents an approach to test these information 
systems by connecting them to the simulation models of 
the production and thus generating a digital twin of the 
production and the ERP/MES systems. As a proof-of-
concept, two different twins are constructed with two 
different software. 
Keywords:     digital twin, simulation, ERP, MES 

1 Introduction 
Enterprise resource planning (ERP) systems are 
integrated management systems of main business 
processes, such as production, input and output 
logistics, finance and accounting, sales and marketing, 
and human resources. An ERP system helps different 
parts of the organization to efficiently share data and 
information thus reducing costs and improving the 
management of business processes. Manufacturing 
execution systems (MES) are information systems for 
controlling, tracking, and documenting the process of 
manufacturing products it the factory floor. MES 
ensures effective production and provides information 
that can be utilized for improving the production output. 

Traditionally, ERP and MES systems have been 
software for big companies. However, because of the 
ongoing era of digitalization and tightening competition, 
also small and medium-sized enterprises (SME) are 
more commonly investing in these systems 
(Supramaniam et al, 2014). 

ERP projects are notorious for having low success 
rates and swollen costs, and there are numerous web 
pages by different consultant firms repeating the 
doomsday figures that assure that the frightening 
reputation is true. However, most of them do not have 
any reference for their figures and the ones that have 
seem to be cross-referencing each other or not-existing 
reports. Nevertheless, there are some actual publications 

by the consultant companies as well. According to a 
report by McKinsey, roughly 75 % of ERP projects fail 
to stay either on schedule or within budget, and around 
67 % have a negative return on investment (Casanova et 
al, 2019). However, the report does not mention the 
exact source of these figures. Another report by 
Panorama Consulting Group (2020) states that 38 % of 
the ERP projects exceed the budget (average 66 % over) 
and 47 % do not stay in the schedule (average 33 % 
overtime). The report is based on a survey with 181 
respondents, out of which 34 % are manufacturers 
(Panorama Consulting Group, 2020). Yet another report 
made by Mint Jutras (2019) states that 46 % of the ERP 
projects exceed the budget and 38 % do not stay in the 
schedule. It also states that 67 % rate their 
implementation as successful. The report is based on a 
survey of 315 respondents. These figures are much more 
positive than the ones reported by e.g. McKinsey and 
fairly in line with the ones presented by Panorama 
Consulting Group. However, the authors also suspect 
that based on the actual benefits realized, many of the 
respondents might be overrating their success (Mint 
Jutras, 2019). 

Some recent academic research has been conducted 
on the success of the ERP projects as well. Johansson 
and Sudzina (2019) studied the ERP implementations in 
the European SMEs and they found that only 26 % 
exceeded the budget, of which around one third 
exceeded the budget with 50 % or more. The survey had 
121 respondents from Denmark, Slovakia and Slovenia 
(Johansson and Sudzina, 2019). As stated by Haddara 
and Zach, (2012), the ERP implementation projects are 
typically easier and shorter in SMEs since the size of the 
organization is smaller and the business complexity 
lower. However, the staff must often play multiple roles 
in small companies, and thus allocating enough 
resources to the ERP project might be problematic (Mint 
Jutra, 2019). Also, for the SME, the overruns in the 
budget and time can be even more disastrous than for a 
big company. 

Based on the surveys presented, the failure rates of 
the ERP projects seem to be overrated. Nevertheless, the 
budget and schedule overruns are quite common. Also, 
the unchallenged fact is that some extremely expensive 
ERP implementation catastrophes have occurred (e.g. 
listed in Ram et al, 2013), and many times the 
employees have found the fresh ERP system to be too 
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stiff and to lead to some inefficient practices such as 
process duplication (Kerr and Houghton, 2014). To 
support the implementation process and to estimate the 
possible bottlenecks, different tools and analyses such 
as critical success factors (Ram et al, 2013), critical 
success strategies (Yeh and Xu, 2013), critical failure 
factors (Amid et al, 2012), project risk modeling (Aloini 
et al, 2012), and maturity models (Kerr and Houghton, 
2014) have been developed. However, these approaches 
may be too theoretical and too complex especially for 
the needs of the SMEs. More concrete testing 
procedures would be beneficial. 

The actual testing of the ERP and MES systems in the 
production environment before the investment decision 
is extremely difficult. Often, the only option is to trust 
in the supplier’s promises. In this paper, a testing 
approach based on digital twins is suggested.  

 Barricelli et al (2019) define digital twins as 
computer-based models that are simulating, emulating, 
or mirroring a physical entity or a process. They 
emphasize that instead of “just” a simulation, it is the 
virtual counterpart of the entity or the process, and the 
data flow in and out of the twin is essential. 
Manufacturing is one of the main application domains 
of the digital twins, and the application cases include 
factory design, manufacturing optimization, consistent 
process monitoring, and predictive maintenance 
(Barricelli et al, 2019). Thus, it seems a promising 
technology also for testing the IT systems for the 
manufacturing companies. 

In this paper, a proof-of-concept of using digital 
twins to test ERP and MES systems is presented. The 
main target group of the approach is SMEs. The digital 
twins are constructed by generating the simulation 
models of two different manufacturing systems and 
connecting them to the custom MES systems and an 
ERP system with an online shop interface. This way, 
handling the customer order, starting the production, 
monitoring the production process, and receiving data to 
the IT systems from the production can be 
experimented. 

The rest of the paper is organized as follows: Section 
2 discusses the pilot production environments used in 
this study, Section 3 presents the digital twins produced, 
and Section 4 draws the conclusion. 

2 Pilot Production Environments 
This section presents the two manufacturing systems 
that were used as pilots in this study. They were the 
educational cyber-physical factory and a flexible 
manufacturing system (FMS) cell. The systems are 
presented in their sub-sections. 

2.1 Educational Cyber-Physical Factory 
The cyber-physical factory is a modular production line 
for education purposes made by Festo Didactic. The 
factory assembles simple cell-phone-like products 

consisting of a back cover, a printed circuit board (PCB) 
and fuses. The PCBs are made of plastic and they do not 
have conductive tracks, pads or connectors – only the 
holders for the fuses. The purpose of the cyber-physical 
Factory is to demonstrate different assembly processes 
and hardware as well as offer insight into the modular 
design, networked logistics, and MES integration. 
Altogether 192 different product variants can be 
assembled from the components of different colors.  

The cyber-physical factory consists of a high-bay 
storage for the back covers and the assembled products, 
a drilling station, a robot assembly cell, in which the 
robot mounts the PCBs to the back covers and the fuses 
to the PCBs, and a machine-vision-based inspection 
station for assuring the correct composition of the 
assembled product. The factory is controlled by Festo’s 
own MES4 software. A custom MES software made by 
the students is in use as well. Figure 1 presents the 
cyber-physical factory, and Figure 2 shows an example 
of a product that can be assembled with the factory. 

 
 

 
 

Figure 1. The educational cyber-physical factory. The 
high-bay rack (1), the drilling station (2), the robot 
assembly cell (3), and the machine vision station (4). The 
modules are numbered in the order of the process flow. 

 
 

 
Figure 2. One product variant of the cyber-physical factory 
consisting of a gray back cover, a blue PCB and transparent 
and red fuses. 
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2.2 FMS Cell 
The flexible manufacturing system (FMS) cell by 
Fastems consists of a stacker crane, a pallet storage for 
wooden Euro-pallets and machining pallets, a loading 
station for the machining pallet, an industrial robot, 
pallet stations inside the robot cell, and a machining 
center. The MES system used to control the production 
of the cell is Fastems MMS. The FMS cell can be 
configured to produce a high variety of products, and the 
cell is manufacturing support parts in the example 
application of this study. The production cycle has six 
phases, and it goes as follows: (1) The stacker crane 
picks a pallet containing the blank and an empty pallet 
from the pallet storage and places them into the pallet 
stations of the robot. (2) The robot picks the blank from 
the pallet in the pallet station and places it to the 
machining pallet in the loading station. (3) The stacker 
crane takes the machining pallet and the blank to the 
machining center, where the support part is machined 
from the blank. (4) The stacker crane returns the 
machining pallet and the machined support part to the 
loading station after machining. (5) The robot picks the 
support part from the machining pallet and places it to 
the machine vision inspection. (6) The robot places the 
support part to the pallet for the machined parts after the 
inspection. Figure 3 shows the FMS cell. 

3 Digital Twins 
This section presents the digital twins of the production 
environments discussed in the previous section. The 
ERP system used with both the digital twins was Odoo. 
Odoo is an open-source ERP system and it was chosen 

because it is attractive for SMEs due to its affordable 
price (community version: free) and the high availability 
of different modules and add-ons that make the software 
scalable. The users can also create their own Odoo 
modules. 

In order to send the manufacturing orders from Odoo 
to the simulation models, it was necessary to develop a 
small Odoo application for this purpose. In practice, the 
Odoo application reads the sale order data, creates a 
manufacturing order, and sends it to an external Python 
application. 

3.1 Python web application 
The Python web application acts as an intermediary 

between Odoo and the simulation models. It receives the 
manufacturing order from the Odoo, validates the order 
data, creates the steps of the work rotation, and sends 
commands to the simulation models. It also receives 
data from the simulation models. The application 
communicates with the simulation models via TCP/IP 
sockets and the data is sent and received in JSON 
format. 

The application has a user interface in the form of a 
web page, where the user can inspect and get 
information from the states of the devices in the models, 
monitor the storage inventories, run the individual 
subprogram of the devices, create new manufacturing 
orders, and control (start/delete) pending manufacturing 
orders. Thus, the application can be considered as an 
MES tailored for the simulation models. 

The application is implemented with Flask micro web 
framework and the web page uses Bootstrap 4 CSS 
framework for the visual appearance. 

 
Figure 3. The FMS cell. The stacker crane (1), the pallet storage (2), the loading station (3), the industrial robot (4), the 
pallet stations (5), and the machining center (6). 
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3.2 Educational Cyber-Physical Factory 
The simulation model of the Cyber-Physical Factory 
was made with Tecnomatix Plant Simulation, and the 
manufacturing orders are created with the Odoo ERP 
system. The product variants are generated in the 
Siemens Teamcenter PDM system from where a Python 
accessory inserts them into the Odoo database. In the 
database, a bill of materials (BOM) is created for the 
product and the product is published in the Odoo online 
shop. In the online shop, the customer can choose the 
colors (and in the case of the fuses, the number) of the 
components and make the order. 

The Plant Simulation model assembles the product as 
well as sends information about the state of the assembly 
process and the current storage inventories back to the 
web application. Figure 4 presents the digital twin of the 
production process of the cyber-physical factory, and 
Figure 5 shows the view from the Odoo online shop. 
 

3.3 FMS Cell 
The simulation model of the FMS cell was made with 
Visual Components. The industrial robots, workpiece 
positioner, Euro-pallets and shelves were added from 
the model library of the Visual Components while the 
rest of the devices and accessories were designed in 
Siemens NX. The CAD files were then imported into the 
Visual Components where the properties of the devices 
were defined. 

In Visual Components, the functionality of the 
devices can be extended with scripts that are written in 
the Python 2.7 programming language. In the simulation 
model of the FMS cell, a Python script enabling a 
TCP/IP connection to an external Python web 
application was added to the stacker crane, the loading 
station, the robot and the machining center. Thus, these 
devices can send and receive data. 

 
Figure 4. The digital twin of the production process of the cyber-physical factory. 

 

 
Figure 5. View from the Odoo online shop for ordering the 
“cell phones”. 

  
 

Figure 6. View from the Odoo online shop for ordering 
the support parts. 
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The simulation model of the FMS cell can run two 
work rotations: machining of a support part and 
polishing a cube. In the Odoo online shop, the customer 
can set the distances of the holes of the support, and the 
X and Y components of the force acting to the support. 
The machining time of the support is calculated based 
on these parameters. During the machining work 
rotation, the machining time is sent to the machining 
center. 

Figure 6 shows the view from the online shop, and 
the digital twin of the FMS cell is seen in Figure 7. 

4 Results and Discussion 
The digital twins of the educational cyber-physical 
factory and the FMS cell were built and connected with 
the Odoo ERP system as discussed in Chapter 3. Also, 
the physical cyber-physical lab was connected with the 
Odoo ERP. Placing customer orders in the online shop 
as well as accepting the orders and starting the 
production in the admin side are functioning similarly 
with the physical system and the digital twin. The FMS 
cell will also be connected with Odoo in the near future.  
So far, the tests have been limited to creating individual 
device interfaces to the industrial robot and the 
machining center. The simulation models mimic the 
work cycles of their physical counterparts, but all the 
details were not modeled – for example, the shape of the 
ready support part in the digital twin of the FMS cell is 
always similar and do not imitate the ordered part. 
However, all the tests described here offer a proof-of-
concept of the approach. 

Apart from testing the ERP–MES integration, this 
approach could be utilized to test the capacity to produce 

different kinds of big orders and estimate the delivery 
time. Also, these kinds of digital twins can be used 
widely for educational purposes. This is resource 
efficient as a big group of students can work 
simultaneously with the models instead of working in 
shifts in one laboratory. The model of the FMS cell 
presented in this paper has already been utilized in 
teaching e.g. socket programming. Currently, the 
simulation models lack the functionality to inform the 
MES or ERP of an error that occurs in the production, 
but this kind of functionality can be added. This addition 
would give also valuable information about the data 
transfer from the error situations of the production to the 
information systems. 

One important aspect is the modularity of the 
presented approach. This is estimated below separately 
for both twins.  

The digital twin of the educational cyber-physical 
factory consisted of the Odoo online shop, the PDM-
Odoo interface, the Odoo-Plant Simulation interface and 
the Plant Simulation model. If some company would 
like to test the suitability of Odoo to their production, 
the Plant Simulation model and the PDM-Odoo 
interface should be fully reconstructed. However, the 
PDM-Odoo interface is not compulsory as the product 
variants can be created in Odoo itself in the new versions 
(Odoo 13 or above). The Odoo-Plant Simulation 
interface would need to be updated but much of it could 
be reused. On the other hand, if a different ERP system 
should be tested with the re-existing model, the ERP-
Plant Simulation interface should be reconstructed.  

The digital twin of the FMS cell consisted of Odoo 
online shop, Odoo-Visual Components interface (the 

 
Figure 4. The digital twin of the FMS cell. 
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REST interface), Visual Components model and the 
TCP/IP socket communication blocks inside the model. 
Again, if the production scheme changes, the Visual 
Components model needs to be reconstructed. The 
Odoo-Visual Components interface would need an 
update but many of its parts would be still usable. The 
socket communication blocks would need no more than 
a minor update. Changing the ERP system would need 
reconstructing the ERP-Visual Components interface. It 
is also worth noting, that the Odoo-Plant Simulation 
interface and the Odoo-Visual Components interface are 
mostly similar instead of few conditional statements. 
The major reason for the differences in the interfaces is 
the difference in functioning of the physical devices: the 
modules of the educational cyber-physical factory poll 
actively the MES whereas the devices of the FMS cell 
just wait for the orders from the MES. 

5 Conclusion 
This paper presented the concept of testing ERP and 
MES integration with a digital twin approach. The 
benefit of the approach is that it enables testing the ERP-
MES integration beforehand without the need to 
interrupt the actual production. The approach gives a 
concrete demonstration of the functioning of the ERP 
system. Therefore, making the order in a online shop, 
handling orders, and the exchange of the data between 
the systems can be tested with it. Two different 
simulation models were created with two different 
modeling software to show the flexibility of the method. 

The main downside of the approach is that generating 
a digital twin takes time. If the production system of the 
company is very complex, then a highly complex model 
must be constructed as well. However, as the target 
group of the method is SMEs, the production is not 
expected to be extremely complicated. Another 
disadvantage is that the interfaces between the model 
and the ERP/MES systems should be tailored for each 
ERP system. Yet, the selection of the ERP systems 
suitable for SMEs is not that large and thus this problem 
is not that crucial. Lastly, the constant question with the 
models is how well they correspond to the actual system. 
Precision is needed in generating the digital twins. 

 Although there are some open questions, the 
demonstrations of the digital twin approach to test ERP 
and MES are really promising. Another ERP system and 
some commercial MES systems will be tested in the 
near future. Future work includes also adding more 
intelligence to ordering and manufacturing. Firstly, the 
support part orders made for the FMS system will be 
passed to a CAD program and further to FEM 
calculation to prevent the user from ordering a 
physically inconsistent part. Furthermore, the geometry 
of the support part will be fed into CAM software for 
automatic CNC cutting program generation. The 
generated CNC program will be simulated to validate 
for collision-free path and calculate the part's machining 

time. Calculated machining time will be further used to 
fine-tune the full factory simulation times, calculating 
more precise cost estimations and price quotations. 
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Abstract
Boiling flows are widely encountered in several engineer-
ing and industrial processes. They have a special inter-
est in nuclear industry, where a Computational Fluid Dy-
namic (CFD) thermohydraulic investigation becomes very
popular for design and safety. Many attempts to model nu-
merically subcooled nucleate boiling flows can be found
in the literature, where several interfacial forces acting on
bubbles which are interacting on the bulk fluid were ne-
glected, due to the hard convergence of the calculations,
or to the bad accuracy of the obtained results. In this pa-
per, a sensitivity analysis is carried out for the interfacial
forces acting on bubbles during subcooled nucleate boil-
ing flows. For this purpose, 2D CFD axisymmetric simu-
lations based on an Eulerian approach are performed. The
developed models aim to mimic the subcooled nucleate
boiling flows in concentric pipes, operating at high pres-
sure. The predicted spatial fields of boiling quantities of
interest are presented and commented. The numerical re-
sults are compared against the available experimental data,
where it is shown that neglecting some interfacial forces
like the lift or the wall lubrication forces will yield to good
predictions for some quantities but will fail the prediction
for others. The models leading to the best predictions are
highlighted and proposed as recommendations for future
CFD simulations of subcooled nucleate boiling flows.
Keywords: subcooled nucleate boiling flows, computa-
tional fluid dynamics, interfacial forces, sensitivity anal-
ysis

1 Introduction
Subcooled nucleate boiling flows are present in several en-
gineering equipment and devices, such as nuclear reactors,
heat exchangers and cooling systems. They are associ-
ated with hydrodynamics, heat and mass transfer. These
flows have gained a special interest because of their en-
hanced heat transfer coefficients and improved heat trans-
fer performance. Subcooled nucleate boiling flows are
two-phase, composed by a continuous subcooled liquid
phase, and a vapor dispersed phase, generated by separate
bubbles. These bubbles are nucleated from micro-cavities,
referred to as nucleation sites, randomly distributed over a
heated surface, when the latter’s temperature exceeds the

working liquid saturation temperature at the local pres-
sure. Bubbles depart their nucleation sites when reaching
a critical size, referred as bubble departure diameter. They
slide along the heated surface, and lift-off to the core of
the liquid, where they migrate into the subcooled region
of the flow. In this region, bubbles are subject to conden-
sation when the local flow temperature is lower than the
saturation temperature. Hence, the two-phase boiling flow
is referred as subcooled boiling flow.

In order to improve thermal management system design
and to maximize heat transfer coefficients, high-fidelity
models need to be incorporated. Experiments can be used
successfully to fulfill this task. However, they are still
very expansive and time consuming to perform. Eulerian
two-fluid models based on CFD simulations are a promis-
ing solution to develop such high-fidelity representations,
where the flow structure, transport phenomenon and inter-
actions between phases can be well predicted. The vapor-
averaged void fraction, width of two-phase layer near the
heated surface and temperature fields, which are crucial
for design and optimization, can be very well and accu-
rately presented. Turbulence effects can also be incorpo-
rated through these models. One of the most successful
Eulerian two-fluid model for boiling flows was developed
by Kurul and Podowski (1990), where they decomposed
the total applied heat flux at the wall on three components;
the first accounts for the evaporation, the second accounts
for the quenching contribution and the last is responsible
for heating the liquid near the heated surface when bubbles
are absent.

Based on the same framework approach, and apply-
ing some slight modifications, many authors simulated the
subcooled nucleate boiling flows in different geometries
at multiple operating conditions, and compared their nu-
merical results to their experimental data, or data from
literature (Lai and Farouk, 1993; Anglart and Nylund,
1996; Roy et al., 2001; Končar et al., 2004). However,
no sensitivity analysis quantifying the effect of the used
interfacial forces models was carried out, despite that the
dispersed-phase spatial distribution is highly affected by
these forces, in addition to the turbulent behavior of the
flow, that will in turn significantly influence the hydrody-
namics and the thermal process, including heat and mass
transfer (Končar et al., 2004). Hence, the obtained results
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were acceptable for some fields, but failed for many oth-
ers. Also, the bubble’s size in the bulk fluid was ignored,
despite its importance for such flows and its major effect
on heat transfer, temperature fields, void fraction distribu-
tion and the two-phase layer thickness.

A first model to predict the bubble size evolution in the
bulk fluid was proposed by Ishii et al. (2005) via the Inter-
facial Area Transport Equation (IATE), where the authors
proposed empirical model coefficients to take into account
the coalescence and the turbulent break-up phenomenons.
The IATE model and the proposed coefficients by Ishii et
al. (2005) were adopted in CFD simulations by Končar
and Krepper (2008) and Michta (2011) among others, for
high pressure boiling in conventional sized channels, and
by Rabhi and Bel Fdhila (2019) for low pressure boiling in
narrow channels. However, the bubbles bulk diameter was
not very well predicted, and affected the accuracy of the
computed fields. This is due to the used model coefficients
which are not applicable for different geometries and oper-
ating conditions. In addition, the IATE model depends on
the used interfacial forces, but, as highlighted previously, a
sensitivity analysis and a quantification of these forces are
missing, and represents a research gap for boiling flows
modeling. However, assuming a constant bubble bulk di-
ameter model, set to the mean value of the experimentally
measured bubble bulk diameter, represents a good approx-
imation, and yields to acceptable predictions as it will be
shown in this work.

In the present work, 2D axisymmetric CFD simulations
based on an Eulerian two-fluid approach are carried out
modeling the subcooled nucleate boiling flow of refriger-
ant R-113 flowing upward a concentric pipe at an abso-
lute pressure of 2.69 bar. The CFD model is implemented
on the open-source CFD platform OpenFOAM, where a
Finite-Volume discretization of the governing transport
equations is adopted. The spatial distributions of boiling
quantities predicted by the CFD calculations are presented
and analyzed. The effect of the interfacial forces on the
predicted fields are investigated. The model predictions
are compared against the available experimental data of
Roy et al. (2001), and these models yielding to successful
predictions are highlighted and proposed as recommen-
dations for future subcooled nucleate boiling flows CFD
simulations.

2 Mathematical model
Based on the Eulerian two-fluid framework, transport
equations, i.e., mass, momentum, energy and turbulence,
are solved for the continuous liquid phase and the dis-
persed vapor phase.

2.1 Transport equations
Neglecting the small density variation with temperature
rise, for each phase k, the mass conservation transport
equation is written as:

∂αkρk

∂ t
+∇.(αkρkUk) = Γki−Γik (1)

where α is the void fraction, ρ is the fluid density, U is
the velocity vector and Γ is mass transfer rate, that denotes
mass transfer rate per unit volume due to evaporation from
the liquid phase to the vapor phase or mass transfer rate
per unit volume by condensation from the vapor phase to
the liquid phase, that their expression will be given in the
boiling model section.

The momentum transport equation for each phase is
given by:

∂αkρkUk

∂ t
+∇.(αkρkUkUk) =−αk∇p+Rk

+Mk +αkρkg+(ΓkiUi−ΓkiUk)
(2)

where the first term in the right hand side corresponds to
the pressure drop contribution, the second term Rk denotes
the combined turbulent and viscous stress, the third term
Mk represents the interfacial momentum transfer contri-
bution, that will be detailed in the next section, the fourth
term represents the gravity contribution and the last term
accounts the contribution of mass transfer between phases
to the momentum.

In this work, energy transport equation for each phase
k is solved in terms of the specific enthalpy h. It is written
for each phase as:

∂αkρkhk

∂ t
+∇.(αkρkUkhk) = αk

Dp
Dt

+∇

(
αkDe f f

t,k ∇hk

)
+Γkihi−Γikhk +Qwall,k

(3)

where Dp/Dt is the material derivative of the pressure,
Qwall,k is the product of the applied heat flux on the wall
q”

w and the contact area with the wall per unit volume, and
De f f

t,k is the effective thermal diffusivity, that includes the
turbulent contribution, given by:

De f f
t,k =

λk

Cp,k
+

µ t
k

Prt (4)

where λk is the thermal conductivity, Cp,k is the specific
heat capacity, µ t

k is the dynamic turbulent viscosity and
Prt is the turbulent Prandtl number, set to a constant equal
to 0.85.

To account the turbulent behavior of both phases, con-
tinuous and dispersed, the standard k−ε turbulence model
is used. For each phase, the turbulent kinetic energy k
and its dissipation ε are calculated. The k− ε turbulence
model is adopted here because of its valid for fully tur-
bulent flows, which is the case of the simulated problem
here with a Reynolds number of 34450. It stills compu-
tationally cheap and robust turbulence model for pipes
flows where there are no flow recirculation, despite its
known limitations, rising principally from its empirical
coefficients. However, this model lacks of sensitivity to
adverse pressure gradients, and performs poorly for com-
plex flows. In this work, the bubble induced turbulence
was accounted by a turbulent kinematic viscosity as:

ν
t,b
l =

Cµ,bdbαv

2
||Uv−Ul || (5)
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where Cmu,b is a coefficient set to 1.2 following the rec-
ommendations of Sato et al. (1981) for bubbly flow mod-
eling, and db is the bubble bulk diameter, calculated via
a constant bubble bulk diameter model. This bubble bulk
diameter is set to the mean value of the experimental mea-
sured diameters by Roy et al. (2001).

2.2 Interfacial forces
For boiling flows, the relevant interfacial forces that
should be included in the momentum equation are the
drag, added mass, lift, wall lubrication and turbulent dis-
persion forces. In the following, the physical interpreta-
tion, mathematical and force coefficient models are pre-
sented.

Drag force
The drag force FD models the resistance experienced by a
bubble opposed to its motion, created by the surrounding
fluid. Its mathematical expression is given by:

FD =−3
4

CD
αvρl

db
‖Uv−Ul‖(Uv−Ul) (6)

where CD is the drag force coefficient. In this work, two
different coefficient models are tested. The first model is
the classic solid sphere drag model, proposed by Schiller
and Naumann (1935) as:

CD =

{
24
(
1+0.15Re0.687

b

)
if Reb ≤ 1000

0 else. (7)

where Reb is the bubble Reynolds number. The second is
the model of Tomiyama et al. (1998), which was devel-
oped for bubbly flow. This model is written as:

CD = max
(

16
Reb

min
(

1+0.15Re0.687
b ,3

)
,

8
3

Eo
Eo+4

)
(8)

where Eo is the Eötvös number.

Added mass force
The acceleration of bubbles in the flow accelerates the sur-
rounding fluid itself, which adds an apparent mass to the
bubbles. This is modeled by the virtual mass force FV M ,
which is given by:

FV M =−CV M
1+2αv

αl
αv

(
DUv

Dt
− DUl

Dt

)
(9)

where CV M is the virtual mass coefficient set to a constant
equal to 0.5 in this work following the recommendations
of Zuber (1964) for spherical bubbles.

Lift force
The lift force FL is caused by the velocity gradient across
the dispersed phase. It is responsible for a pressure differ-
ence across the walls and creates a force towards the side.
Its general mathematical expression is written as:

FL =CLαvαl (Uv−Ul)×∇×Ul (10)

where CL is the lift force coefficient. In this work, a con-
stant lift force coefficient models are used, set to 0.05 and
0.5, in addition to the model of Tomiyama et al. (2002),
proposed as following:

CD =

 min(0.288tanh(0.12Reb) , f (Eo)) if Eo≤ 4
f (Eo) if 4≤ Eo≤ 10.7
−0.288 else.

(11)
with:

f (Eo) = 1.0422 10−3Eo3−1.59 10−2Eo2

−2.04 10−2Eo+0.474
(12)

Wall lubrication force
In the two-fluid Eulerian modeling approach, the near wall
effects are captured by the wall lubrication forces FWL.
These forces are accounted for repulsive effects pushing
the bubbles away from the wall, referred usually as wall
peaking effects. The mathematical expression of FWL is
given by:

FWL =−CWLαvρv‖Ur− (Ur.nw)nw‖2nw (13)

where Ur is the relative velocity, nw is the unity vector
normal to the wall and CWL is the force model coefficient,
calculated based on the models of Antal et al. (1991) and
Franc (2005). The Antal et al. model is given by:

CWL = max
(

0,
Cw,1

db
+

Cw,2

yw

)
(14)

where the parameters Cw1 and Cw2 are set to -0.01 and 0.05
respectively (Frank, 2005), db is the bubble diameter and
yw is the bubble center distance to the nearest wall. The
Frank model is written as:

CWL =Cw,3(Eo)max

0,
1− yw

Cw,cdb

ywCw,d

(
yw

Cw,cdb

)p−1

 (15)

where Cw,3(Eo) is given as following:

Cw,3 =

 exp(−0.933Eo+0.179) if Eo≤ 5
5.99 10−3Eo−0.0187 if 6 < Eo≤ 33
0.0179 else.

(16)
with Cw,c, Cw,d and p are a cut-off coefficient, a damping
coefficient and a power, set to 10, 6.8 and 1.7, respectively
(Frank, 2005).

Turbulent dispersion force
The turbulent dispersion force FT D originates from the
dispersions of bubbles, caused by fluctuations and eddies
of the turbulent flow. The Lopez de Bertodano (1991)
and the Burns et al. (2004) models are compared in this
work. The Lopez de Bertodano model is mathematically
expressed as:

FT D =CT Dρlkl∇αv (17)
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while the Burns et al. model is given by:

FT D =
3
4

CT DReb
νvν t

v

σd2
b

ρv

(
1+

αl

αv

)
(18)

where CT D is the turbulent dispersion force coefficient, set
to 0.4 and 1.0 for comparison, and νv and ν t

v are the vapor
phase kinematic and turbulent kinematic viscosities.

2.3 Boiling model
The boiling model adopted in this work follows the ver-
sion of the very well known RPI (Rensselaer Polytechnic
Institute) model proposed by Kurul and Podowski (1990).
This model proposes to decompose the total applied heat
flux q”

w at the wall into three components; convective heat
flux q”

w,c that is responsible for heating the liquid near the
surface when there are no bubbles in contact with it, evap-
orative heat flux q”

w,e that is accounted for the liquid evap-
oration to create bubbles, and quenching heat flux q”

w,q that
represents the transient conduction while the liquid is fill-
ing the previous occupied volumes by departing bubbles.
This decomposition is written as:

q”
w = q”

w,c +q”
w,e +q”

w,q (19)

The mathematical expressions of each heat flux contri-
bution can be found in (Kurul and Podowski, 1990). The
RPI model needs to be fed with closure equations that
are applied at the heated surface, as the active nucleation
site density Na, the bubble departure diameter ddep and
the bubble departure frequency fdep. These latter boiling
closures are considerably affected by the heated surface
roughness. It can increase the number of the nucleation
sites, and controls the bubble shape and release rate. How-
ever, despite its major effect on bubble formation rates, the
wall roughness will not be considered in this work, and
the basic boiling closure equations neglectingthis parame-
ter are adopted here. The reformulated model of Lemmert
and Chawla (1977) by Egorov and Menter (2004) is used
to model here the active nucleation site density. It is given
by:

Na = Na,re f

(
∆Tsup

∆Tre f

)1.805

(20)

where the empirical coefficient Na,re f is set to 9.922 105

sites/m2 following the recommendations of Egorov and
Menter (2004), ∆Tsup is the wall superheat that is equal to
the difference between the wall temperature and the liq-
uid saturation temperature, and ∆Tre f is a reference tem-
perature difference, set to 10 K. For the bubble departure
diameter calculations, a modified version of the model of
Tolubinski and Kostanchuk (1970) which is given as fol-
lowing is adopted:

ddep = dre f exp
(

∆Tsub,y+=250

∆Tre f

)
(21)

where dre f and ∆Tre f are reference bubble departure diam-
eter and temperature difference, set to 0.6 10−3 m and 45

K, respectively, following the recommendations of Tolu-
binski and Kostanchuk (1970), and ∆Tsub,y+=250 is a mod-
ified subcooling temperature, calculated based on the liq-
uid temperature at a distance from the wall based on the
wall function at y+ = 250. The last closure equation
for the boiling model is the bubble departure frequency
model, calculated based on the Cole (1960) model as:

fdep =

√
4g(ρl−ρv)

3ddepρl
(22)

The last quantities calculated by the boiling model are
the evaporation and the condensation rates Γlv and Γvl , that
are needed to solve the transport equations. They are given
by:

Γl,v =
A f

w,b,e

6
ρvddep fdep (23)

Γv,l =
hc (Tsat(p)−Tl)

hlg
As (24)

where A f
w,b,e is an area fraction of the heated surface not

affected by bubbles and hc is a condensation heat transfer
coefficient calculated based on the correlation of Ranz and
Marshall (1952).

3 Computational Domain and Solu-
tion Procedure

The computational domain is illustrated through Figure 1.
It consists of 2D axisymmetric concentric pipe, having
inner and outer diameters rin and rout equal to 7.89 mm
and 19.01 mm, respectively. The concentric pipe is heated
only from the inner upper side, by applying a constant uni-
form heat flux, allowing an adiabatic section for the flow
development. Refrigerant R-113 flows downstream the
adiabatic section of 0.91 m and then in 2.75 m heated sec-
tion. The total flow length is 3.66 m. The computational
domain is meshed using 20496 hexahedron elements, cor-
responding to 56 elements in the radial direction needed

Figure 1. Computational domain and mesh.
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for the grid convergence and 366 element in the flow direc-
tion. Near each wall, 20% of the radial length is meshed
with refined elements to represent the viscous layers. The
refined elements represent 30% of the radial elements with
a expansion ratio of 0.25 at each wall normal direction.

At the pipe inlet, the pressure is set to 2.69 bar, corre-
sponding to a saturation temperature of 80.5◦C for R-113.
Constant velocity and temperature are applied, set to 0.522
m/s and 50.2◦C, respectively. This corresponds to an in-
let Reynolds number and subcooling equal to 34450 and
30.3◦C. A non-slip boundary condition is used for both
phases velocities at the channel walls, and a constant uni-
form heat flux is applied only at the inner heated wall of
length 2.75 m, set to 116000 W/m2. Only in this part
of the wall, the boiling closure equations are applied. At
the channel outlet, a pressure gradient boundary condition
is applied. The refrigerant R-113 thermophysical proper-
ties are calculated at the inlet based on the corresponding
temperature and pressure. However, the developed CFD
model allows the calculation of the local saturation tem-
perature based on the corresponding predicted local pres-
sure. For this purpose, an interpolation is performed on
R-113 saturation tables.

The open-source CFD platform OpenFOAM is used to
solve the transport equations with respect to the previ-
ous described computational domain and operating con-
ditions. A Finite-Volume discretization technique is em-
ployed, where the spatial derivatives including the void
fraction are discretized based on Van Leer scheme, the
gradient and divergence terms are based on a Gauss up-
wind schemes, while the Laplacians are based on Gauss
linear schemes. A semi-explicit temporal discretization is
adopted for the temporal derivatives, in order to acceler-
ate the convergence of the simulations. The discretized
equations are solved based on the Geometric-Algebraic
Multi-Grid (GAMG) solver for the pressure, and iterative
symmetric Gauss-Seidel smooth solver is used for the rest
of the variables. The PIMPLE algorithm is employed to
solve the pressure-velocity coupling.

4 Results and discussions

The void fraction, liquid temperature, liquid and vapor
magnitude velocity fields predicted by the CFD calcula-
tions are presented in Figure 2. Despite that the simu-
lations were carried out in a 2D axisymmetric geometry,
having a total flow length of 3.66 m, the fields were ex-
truded rotationally and re-scaled for a better comprehensi-
ble representation. These results are obtained with calcu-
lations using Schiller and Naumann (1935) drag model,
a constant virtual mass coefficient model equal to 0.5,
Antal et al. (1991) wall lubrication model and Burns et
al. (2004) turbulent dispersion model. These interfacial
forces are adopted for the fields representation since they
give the best predictions with comparison to the experi-
mental data of Roy et al. (2001) as it will be shown later.

Figure 2. CFD fields spatial distributions: a- Liquid tempera-
ture, b- Void fraction, c- Liquid velocity and d- Vapor velocity.

The working fluid R-113 enters the concentric pipe at a
uniform velocity distribution, with a mean equal to 0.522
m/s, and an inlet temperature equal to 50.2◦C, represent-
ing 30.3◦C below the saturation temperature. Along the
adiabatic section, from the inlet downward to 0.91 m,
where heating starts, the void fraction showed through
Figure 2(b) maintains a zero value, meaning that there is
no bubble formation and no phase change, corresponding
to a constant liquid temperature equal to the inlet temper-
ature, as presented by Figure 2(a). As can be deduced
from Figure 2(c), the liquid velocity in the adiabatic flow
section follows a parabolic profile, where it is zero in the
viscous boundary layer at the wall, where the non-slip
boundary condition is applied. In this section, the flow
is being developed, with an average Reynolds number at
34450, referring to a turbulent flow. In the heated flow
section, the void fraction starts having values higher than
zero, corresponding to bubbles nucleation at the heated
surface. Nucleation starts when the local liquid temper-
ature in the heated surface vicinity reaches the saturation
temperature, corresponding to the local system pressure.
The void fraction at the heated surface increases with in-
creasing heated length, up to a maximum value of 40%
near the outlet. However, it decreases with increasing ra-
dial distance from the heated surface, to become zero far
away from it. This is the typical subcooled nucleate boil-
ing heat transfer regime, where the bubbles are formed at
the heated surface, giving the highest radial void fraction.
This latter will decrease when increasing the radial dis-
tance from the heated surface, due to the absence of evap-
oration far from the wall, and bubbles are subject to con-
densation, since the liquid is still subcooled and the sur-
rounding bubbles temperature gradually drops below the
saturation. This also can be proved by the liquid temper-
ature distribution presented in Figure 2(a). When entering
the heated flow section at a temperature equal to the in-
let temperature, the liquid near the heated surface starts to
heat up until it reaches its saturation temperature, at which
evaporation at the wall occurs. Far from the heated surface
in the radial direction, the liquid is heated, but it does not
reach its saturation temperature and is still subcooled. The
bubbles which left their nucleation sites will condense in
this flow region. A special behavior of the liquid phase
velocity at the viscous boundary layer near the heated sur-
face is observed. The liquid velocity reaches its maximum
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Figure 3. Interfacial forces effect on the radial boiling fields. Experimental data of Roy et al. (2001). a- Void fraction prediction,
b- Liquid radial temperature, c- Liquid magnitude velocity and d- Vapor magnitude velocity. Legend: (1) Schiller and Naumann
(1935) drag force model, Antal et al. (1991) wall lubrication force model and Burns et al. (2004) turbulent dispersion force model
with CT D = 1. (2) Tomiyama et al. (1998) drag model, Frank (2005) wall lubrication force model and Burns et al. (2004) turbulent
dispersion force model with CT D = 1. (3) Schiller and Naumann (1935) drag force model, neglected wall lubrication force and
Burns et al. (2004) turbulent dispersion force model with CT D = 1. (4) Schiller and Naumann (1935) drag force model, neglected
wall lubrication force and Lopez de Bertodano (1991) turbulent dispersion model with CT D = 0.4. (5) Schiller and Naumann (1935)
drag force model, neglected wall lubrication force and Lopez de Bertodano (1991) turbulent dispersion force model with CT D = 1.

near the wall, under the effect of the bubble nucleation
and motion. This is a feature of boiling flows, where the
liquid velocity which approaches zero near the adiabatic
walls becomes increasingly higher at the heated section of
the wall, away from the non-slip boundary condition. This
yields increased heat transfer coefficients hence enhancing
the heat transfer from the heated wall to the bulk liquid. At
the external adiabatic wall, in both flow regions, adiabatic
and heated, the liquid velocity keeps the parabolic profile,
where it is very low in the viscous boundary layer. Con-
cerning the vapor phase velocity, Figure 2(c) shows that
the vapor velocity increases with increasing void fraction
and the two-phase layer thickness.

The CFD predictions of the radial profiles of the quan-
tities of concern, i.e., void fraction, liquid temperature,
liquid and vapor velocities, following the measurement
section used by Roy et al. (2001), located at 2.894 m
downward the concentric pipe inlet are presented through
Figure 3. The dimensionless distance R∗ is calculated as
(r− rin)/rout . These predicted fields are compared against
the available experimental data of Roy et al. (2001). In
order to quantify the interfacial forces effect on the CFD
simulation results, different interfacial forces were taken
into account or neglected, employing the most relevant
force models for boiling. In Figure 3, the studied forces
are the drag force, the wall lubrication force and the tur-
bulent dispersion force. The drag force is taken into ac-
count in all the simulations, where the models of Schiller
and Naumann (1935) and Tomiyama et al. (1998) are
compared, while the turbulent dispersion force is mod-
eled based on Burns et al. (2004) and Lopez de Berto-
dano (1991). However, the wall lubrication force is taken
into account in some simulations only and neglected in
others, in order to quantify its effect on boiling. The mod-
els of Antal et al. (1991) and Frank (2005) are tested.
The results presented by Figure 3 are obtained for a con-
stant added mass coefficient model set to 0.5, and a ne-
glected lift force. As it can be seen in Figure 3(a), a suc-
cessful prediction of the void fraction with comparison to

the experimental data is obtained with the drag model of
Schiller and Naumann (1935), the wall lubrication force
of Antal et al. (1991) and the turbulent dispersion force of
Burns et al. (2004), with a turbulent dispersion coefficient
CT D = 1.0. These interfacial forces models give also fair
predictions of the liquid and vapor phase velocities, pre-
sented by Figures 3(c) and 3(d), respectively. However,
using these models will yield to an over-estimation of the
liquid temperature in the two-phase boundary layer near
the heated surface, as it can be seen in Figure 3(b). The
successful predictions of the liquid and vapor phase veloc-
ities and the liquid phase temperature are obtained by the
predictions associated to the drag model of Tomiyama et
al. (1998), the wall lubrication model of Frank (2005) and
the turbulent dispersion model of Burn et al. (2004), with
CT D = 1.0. Nevertheless, these models yield to a small
underestimation of the void fraction in the vicinity of the
heated surface. Then, neglecting the wall lubrication force
will affect considerably the predictions accuracy. Based
on the comparison against the available experimental data,
the predictions associated with neglecting the wall lubri-
cation force overestimate all the considered fields. The
turbulent dispersion model of Lopez de Bertodano (1991)
gives always high over-prediction, and the highest one is
associated with a lower turbulent dispersion force coeffi-
cient of CT D. This drag model with a lower CT D is giving
also the highest over-prediction of the liquid radial tem-
perature and velocity. However, a failed prediction of the
vapor phase velocity is obtained when the Lopez de Berto-
dano (1991) turbulent dispersion model is employed, re-
gardless of the value of CT D, especially in the two-phase
boundary layer near the heated surface. Despite the over-
estimations of the Burns et al. (2004) turbulent dispersion
model when neglecting the wall lubrication force, the pre-
dictions are fair for the void fraction and the liquid radial
temperature. Nonetheless, for the liquid and the vapor
phase velocities, the predictions associated with the lat-
ter mentioned models are failed, especially at the heated
surface, where overly high velocities are obtained. The

SIMS 61

DOI: 10.3384/ecp20176385 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

390



Figure 4. Lift force effect on the radial boiling fields. Experimental data of Roy et al. (2001) a- Void fraction prediction, b- Liquid
temperature, c- Liquid velocity, d- Vapor velocity.

two-phase boundary layer thickness, where bubbles are
present and subject to nucleation and condensation, is very
well predicted using any interfacial force model, as it can
be deduced from the estimated void fraction comparison
with the experimental data through Figure 3(a). Hence,
when neglecting the lift force, whose effect on boiling will
be discussed in the next paragraph, and setting a constant
added mass coefficient equal to 0.5 as well as neglecting
the wall lubrication force will yield an over-estimation of
all the considered fields, and this overestimation is ampli-
fied when a low turbulent dispersion model is used. The
models yielding the best void fraction prediction will over-
predict the other fields considered, and the successful pre-
dictions of the liquid radial temperature, liquid and vapor
velocities will give a small under-prediction of the void
fraction.

The lift force effect on the CFD predicted fields is quan-
tified in Figure 4. Two different lift models are com-
pared here, a constant lift coefficient model, set to 0.05
and 0.5, and the lift coefficient model of Tomiyama et
al. (2002). When a constant lift coefficient model is em-
ployed, then the Schiller and Naumann (1935) drag force
model, the Antal et al. (1991) wall lubrication force model
and the Burns et al. (2004) turbulent dispersion force
model are used. For the Tomiyama et al. (2002) lift model,
Tomiyama et al. (1998) drag model, the Frank (2005) wall
lubrication force model and Burns et al. (2004) turbulent
dispersion force are employed. In all the performed sim-
ulations of Figure 4, the added mass force was taken into
account via a constant value set to 0.5. The comparison
with the experimental data shows that deviations between
the tested models are minor. The Tomiyama et al. (2002)
lift model gives the best predictions for the liquid radial
temperature, liquid velocity and vapor velocity, with com-
parison to the experimental data, presented respectively
through Figures 4(b), 4(c) and 4(d). However, a small un-
derestimation is observed for the void fraction illustrated
in Figure 4(a). This trend is observed in the results of Fig-
ure 3(a) when the Tomiyama et al. (1998) drag model, the
Frank (2005) wall lubrication model and the Burns et al.
(2004) turbulent dispersion model are used. The authors
believe that this underestimation is caused by the interfa-
cial models, except with the Tomiyama et al. (2002) lift
model, and that its effect on the CFD calculations is mi-

nor. Despite the small differences obtained when different
constant lift coefficients CL are used, the best prediction is
obtained when CL = 0.5 for void fraction. However, the
corresponding liquid velocity is very high near the heated
surface, and this will yield to over-predictions of the heat
transfer. Comparable results are observed when perform-
ing the calculations with CL = 0.05 and neglecting the lift
(CL = 0). Hence, despite its importance in two-phase bub-
bly flows, the lift force has a minor effect when phase
change is considered. Hence, this force can be neglected
when modeling boiling flows.

5 Conclusions
In this work, 2D axisymmetric CFD simulations were
carried out to model the subcooled nucleate boiling flow
of refrigerant R-113 flowing upward a narrow concentric
pipe. The void fraction spacial distribution showed that
boiling starts at the heated section, and the highest val-
ues are obtained near the heated surface where nucleation
occurs, corresponding to the local saturation temperature.
The temperature field showed that the saturation tempera-
ture is reached near the heated surface, and that the liquid
stills subcooled away from the heated surface, which al-
lows the bubbles to leave the heated surface and condense.
This will yield to decreased values of the void fraction, to
reach zero at the end of the two-phase layer. The velocity
field proved that higher values are obtained at the heated
surface, under the effect of the bubbles nucleation and mo-
tion, and this is one of the most important boiling flows
features, leading to an increased values of the heat trans-
fer coefficient, that was very well predicted by the current
CFD simulations.

A sensitivity analysis of the acting interfacial forces
models was performed by comparing the obtained CFD
predictions with the experimental data of Roy et al.
(2001). It was shown that all the interfacial forces, ex-
cept the lift, have a considerable effect on the predicted
fields. Neglecting the wall lubrication force will yield to
increased values of the void fraction, liquid radial tem-
perature near the heated surface and liquid phase velocity.
This will lead to failed predictions of the vapor phase ve-
locity. It was shown also that the models giving the best
void fraction predictions will give small overestimations
of the other fields, and models giving successful predic-
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tions of the liquid radial temperature and the velocities
of the liquid and vapor phases will slightly under-predict
the corresponding void fraction. It was proven that the
lift force has a minor effect on the predicted fields, and it
can be neglected in CFD simulations of subcooled boiling
flows without any major concern.

The present work provides a knowledge foundation for
performing CFD simulations of subcooled nucleate boil-
ing flows of refrigerants. It provides guidance on the cor-
responding interfacial forces that should be taken into ac-
count, with model recommendations provided for better
accuracy with respect to each important boiling regions.
Future improvement of this work can be recapitalized in
using IATE model to predict the bubbles bulk diameter in-
stead of a constant model, as adopted in this work. Also,
the interfacial forces analysis should be complemented by
turbulence model quantification.
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Abstract
Gasification using a fluidized bed is a promising

technology to convert agricultural residues into product

gases. In this work, the syngas production potential from

agricultural waste (grass pellets) is studied using a

Computational Fluid Dynamic (CPFD) model. The

CPFD model is developed in a simulation software

Barracuda virtual reactor and validated against the

experimental data. Experiments are carried out in a 20

kW bubbling fluidized bed gasification reactor that

operates with air as fluidizing gas. Grass pellets of size

5mm-30 mm in length and diameter of 5mm are used as

the feed.

The CPFD model considers the hydrodynamics of the

gas-solid phase and reaction kinetics involved.

Influence of the static bed height, bed temperature, and

air to fuel ratio on the product gas composition

(𝐶𝐻4, 𝐶𝑂, 𝐶𝑂2, 𝑎𝑛𝑑 𝐻2) and char conversion efficiency

are investigated. Initial bed heights of 200 mm and 300

mm are used for the analysis. Biomass is fed at 2.46

𝑘𝑔/ℎ𝑟 while the air supplied is varied to obtain the air

to fuel ratio at 0.4, 0.6, 0.8, 1, and 1.2. The result shows

that the increase in bed height has a significant effect on

the reactor temperature but very small effect on the

product gas composition and char conversion rate.  An

increase in bed temperature from 600℃ to 800℃
improves the gasifier performance in terms of maximum

product gases yield and enhanced char conversion rate.

Increase in the air to fuel ratio from 0.4-1.2 reduces the

𝐶𝐻4, 𝐶𝑂,  𝑎𝑛𝑑 𝐻2 fractions in the product gas and

increases the 𝐶𝑂2 concentration. The results obtained

from the CPFD model are in good agreement with the

experimental results and literature data. Thus, the CPFD

model developed in this work can be utilized to optimize

the gasification reactor used in a lab and industrial scale.

Keywords: grass pellets, gasification, bubbling-

fluidized bed, CPFD

1 Introduction

With the world’s growing population, increase in solid

wastes from households, agriculture and industries are

inevitable. Strict laws and regulations are set up in the

EU regions and other countries like USA and Japan to

reuse and recycle the municipal solid waste (MSW).
 

 

 

Despite such strict measures three quarters of the MSW 

are still incinerated or landfilled. Converting such 

wastes into energy not only preserves the landfill space, 

but also facilitates the increasing energy demand. 

Thermochemical conversion technologies such as 

pyrolysis, combustion, and gasification enable efficient 

conversion of solid wastes to different energy forms 

such as heat and electricity. Gasification of solid wastes 

has several potential benefits over combustion 

specifically in terms of operating conditions and various 

reactor types suited for specific purposes. In the 

gasification process, the solid wastes are partially 

oxidized with limited amount of oxygen or steam that 

prevents combustion. The conversion of solid waste to 

product gases in a gasification process occurs in 

complex thermochemical routes. The first step is drying 

and devolatilization. The solid fuels are converted into 

volatile gases, char, and tar after pyrolysis and then the 

char is gasified with a gasifying agent (air or steam) at 

temperatures in the range of 600-900℃. The process can 

be autothermal or allothermal, depending on the 

gasifying agent and the type of reactors. When using air 

as a gasifying medium, the process is driven auto-

thermally. The heat required for the chemical 

conversion of the fuel is supplied by partial oxidation 

reactions. The exothermic reactions are absent when 

steam is used as the gasifying agent, and thus an external 

heat source is needed. The advantages of using steam as 

gasifying medium is that a synthesis gas with a higher 

heating value (15 − 20 𝑀𝐽/𝑁𝑚3) is produced. When 

using air, the caloric value of the synthesis gas is in the 

range of 4 − 8 𝑀𝐽/𝑁𝑚3. The advantage of using air as 

fluidizing gas is that it is cheaper, and some gas turbines 

available in the market enable to use lower calorific 

value syngas to produce electricity.  

     The main gas components obtained from the 

gasification process are methane, hydrogen, carbon 

monoxide and carbon dioxide.  The product gases can 

be useful for producing biofuels and chemicals or can be 

used to operate gas turbines and reciprocating engines.  

Gasification using fluidized bed has been considered as 

an flexible technology that can use a wide range of fuels. 

Fluidized beds provide major advantages such as 

uniform mixing and heat transfer (Jaiswal, 2018; 

Jaiswal, 2019),  which enables efficient conversion of 

carbonaceous solid into product gases. The feedstock to 

the gasifier has to be cheaper and more flexible in order 

to make the process economically sustainable. Thus, 
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utilizing wastes from forest, agriculture and household 

as feed reduces the overall costs. Over the past few 

years, industrial companies and researchers around the 

world have assessed the benefits of converting solid 

waste into energy and valuable chemical products. 

Many researches have focused on investigating different 

parameters that influence the product gas composition 

and the gasifier efficiency.  

       Arena et al. performed gasification tests with 

different types of waste-derived fuel in a pilot scale 

bubbling fluidized bed using air as the gasifying agent 

and olivine and quartz sand as the bed material. The 

authors reported that gasification of polyolefin plastic 

wastes increases the hydrogen concentration by (20-

30%) in the syngas. In a similar study with solid 

recovered fuel (SRF), the authors concluded that the 

SRF could be gasified to obtain a syngas of valuable 

quality for energy applications (Arena et al., 2010).  

Xiao et al. studied gasification of polypropylene plastic 

waste in a fluidized bed gasifier of diameter 100 mm and 

a height of 4.2 m. The authors studied the effect of 

equivalence ratio, bed height and fluidization velocity 

on the product yield distribution, gas compositions, and 

gas-heating value. They found that polypropylene with 

air as the gasifying agent, can produce a fuel gas with a 

calorific value in the range of 5.2-11.4 MJ/Nm3.   (Xiao 

et al., 2007) 

Alvarez et al. studied hydrogen production from 

gasification of a mixture of plastic and wood sawdust 

using steam. Adding 20% of polyethylene to the 

biomass (sawdust), they found that the gas yield and the 

hydrogen concentration increased due to the synergetic 

effects between increased gas components.   (Alvarez et 

al., 2014) 

    Predicting performance of the fluidized bed gasifier 

with a simulation model is of great importance for 

optimum design of the reactor to achieve maximum 

efficiency. The CFD model can provide detail 

knowledge about the operational parameters to be 

selected. Several researches have been conducted in the 

fluidized bed gasification using simulation tools (Niu, 

2013; Erkiaga, 2014; Shen, 2008; Chen, 2016). 

However, most of the studies available in literature, 

either lack experimental validation of the simulation 

model or the model does not account for the particle size 

distribution of the bed material and fuel particles. 

Particle size distribution is an important parameter that 

largely influences the heat and mass transfer within the 

bed (Grace, 1991; Beetstra, 2009) thus affect reactor 

performance.  

In this work, a Computational Particle Fluid Dynamic 

(CPFD) software Barracuda VR is used. It is a 

commercial simulation software specially designed for 

the particle-fluid system. Unlike other CFD software, it 

is possible to define computational particles similar to 
the experiments with a size distribution in Barracuda. 

Many studies have been devoted to gain more insight 

into the gasification of biomass in the past using 

Barracuda VR (Jaiswal, 2020; Bandara, 2020; Thapa, 

2016). However, limited researches are available in the 

field of gasification of solid wastes using a CPFD tool. 

In this work, the syngas production potential from 

agricultural waste (grass pellets) is studied using a 

CPFD model. The CPFD model is validated against 

experimental data. The CPFD model considers the 

hydrodynamics of the gas-solid phase and reaction 

kinetics involved. The influence of the static bed height, 

the bed temperature and the air to fuel ratio on the 

product gases (𝐶𝐻4, 𝐶𝑂, 𝐶𝑂2, 𝑎𝑛𝑑 𝐻2) and char 

conversion efficiency are investigated.  

2 Experiment  

The experimental set up used in this work consists of a 

20kW reactor made up of stainless steel. The reactor is 

1 m in height and the internal diameter is 0.1 m. Three 

electrical heaters are mounted on the reactor wall and 

heat up the reactor during operation. An air preheater is 

used to heat the compressed air (fluidizing gas) before it 

is passed into the reactor. Thermocouples and pressure 

sensors are placed at different heights to measure the 

temperature and pressure variation during the operation 

of the reactor. The schematic diagram of the reactor is 

shown in Figure 1. The biomass feedstock is supplied 

into the reactor by the means of two screw conveyors. A 

cold screw conveyer transports the biomass from the 

silo to the hot screw conveyer at a specified rate.  The 

hot screw conveyor runs continuously and injects 

biomass into the reactor. The bed material is added to 

the reactor with a funnel type opening (2) attached to the 

wall of the reactor.  A sampling line is attached at the 

outlet of the reactor. The gas samples are collected at 

certain intervals, and are analyzed in an offline gas 

chromatography (GC). The GC uses helium and 

nitrogen as the carrier gas. The hydrogen concentration 

is measured using nitrogen as the carrier gas, while 

methane, carbon monoxide, and carbon dioxide and 

nitrogen concentration are measured using helium as the 

carrier gas. 

     Experiments were carried out using  grass pellets of 

5 mm diameter and 5-30 mm in length. Sand is used as 

the bed material and air as the fluidizing gas.  
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Figure 1. Experimental setup. 

3 Result and Discussion 

3.1 CPFD model 

The developed CPFD model uses three-dimensional 

multiphase particle-in-cell approach for the CFD 

simulation of gas-particle flows. The chemistry module 

available in Barracuda enables to define the reactions 

and reaction rates involved in the gasification process. 

Therefore, the CPFD model simulates the thermal and 

chemical kinetics at the particle level providing more 

realistic modeling compared to other simulation 

software. The chemical reactions and corresponding rate 

kinetics used in the CPFD model are listed in Table 1.  

 

 

Figure 2. Transient data points, flux plane, flow and 

pressure boundary conditions and feed position (From left) 

   A CAD geometry in STL format, drawn in 

SolidWorks was imported, and total cells of 7128 were 

created using the default grid setting available in 
Barracuda. The properties of fuel particles (grass 

pellets), bed material (sand), and fluidizing gas (air) are 

defined as that of the experimental data. The pressure 

and flow boundary conditions (of air and fuel particles), 

transient data points, and the flux plan defined in the 

CPFD model are shown in Figure 2. Grass pellets (the 

fuel particles) of sizes 5-30cm in length and 5mm in 

diameter are used. It has a bulk density of 743 𝑘𝑔/𝑚3 

and a lower heating value of 16.7 MJ/kg. Sand particles 

of density 2600 𝑘𝑔/𝑚3 and mean diameter 345𝜇𝑚 are 

used as the bed material. For the simulations, the drag 

model proposed by Wen Yu is used. The drag model of 

the particle calculates the force acting on the particle by 

the flow of fluid around it. The simulated product gas 

compositions are compared with the experimental data 

for validation of the model. The comparison is shown in 

Figure 3. The result shows that the model can predict the 

product gas compositions close to the experimental data. 

Table 1. Chemical reactions and reaction rate (Xie, 2016; 

Bates, 2017; Soli, 2016). 

Chemical reactions Kinetics 

Char partial combustion  

R1:2C + O2 ↔ 2CO 

r = 4.34×1010 msθf 

exp(
−13590

𝑇
)[O2] 

  

CO oxidation  

R2:CO + 0.5O2 ↔ CO2 

r = 5.62×1012 

exp(
−16000

𝑇
)[CO][O2]0.5 

H2 oxidation  

R3:H2 + 0.5O2 ↔ H2O 

r = 5.69×1011 

exp(
−17610

𝑇
)[H2][O2]0.5 

CH4 oxidation  

R4:CH4 + 2O2 ↔ CO2 +  

2H2O 

r = 5.0118×1011 T-1 

exp(
−24357

𝑇
)[CH4][O2] 

Water gas shift reaction  

R5:CO + H2O ↔ CO2 + H2 

r = 7.68×1010 T 

exp(
−36640

𝑇
)[CO]0.5[H2O] 

Methane reforming  

R6:CH4 + H2O ↔ CO + 

3H2 

r=3.00×105exp(
−15042

𝑇
)[

CH4][H2O] 

    

 

Figure 3. Product gas compositions obtained from the 

CPFD model and experiments (model validation). 
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3.2 Effect of static bed height 

Change in static bed height in a bubbling fluidized bed 

gasifier effects the bed hydrodynamic behavior (Jaiswal, 

2018), the residence time of the fuel particles and the 

temperature of the bed.  In this section, influence of the 

static bed height on the product gas composition and the 

reactor performance are discussed. 

   Figure 4 shows the product gas composition at static 

bed height of 300 mm and 200 mm. For both the cases, 

the air to fuel (A/F) is 0.6 and the reactor is operated at 

700°C. The result shows that with increase in bed height 

from 200 mm to 300 mm at the same operating 

conditions the methane, carbon monoxide and hydrogen 

concentration in the product gas increases while the 

carbon dioxide concentration remains the same. The 

total heat content of the system increased with increased 

bed height. When the grass pellets are injected into the 

reactor at fluidizing conditions, the fuel particles first 

sink downwards in the bed and then tends to move 

upward due to densities differences (Jaiswal, 2019; Agu, 

2019). The increase in bed height allows the fuel 

particles to interact with the heated bed material and the 

fluidizing gas for a longer time when the contact area is 

increased. Thus, the residence time of the fuel particles 

is increased, which favored the breakdown of heavy 

hydrocarbons, tar and char when exposed to high 

temperature. A similar trend is found in the 

experimental work performed by (Xiao et al., 2007). 

They tested three initial bed heights and confirmed that 

for an equivalence ratio maximum gas yield is obtained 

at a specific bed height. 

 

 

Figure 4. Change in the product gas composition with 

initial bed height.  

3.3 Effect of equivalence ratio 

Equivalence ratio is defined as the ratio of air to fuel 

supplied divided by the air to fuel ratio required for 

stoichiometric combustion, and is one of the important 
parameters in gasification of biomass with air. The 

equivalence ratio influences the product gas quality and 

quantity. Increase in equivalence ratio increases the 

amount of oxidant in the gasifier, and thus it influences 

the conversion of char and tar into the product gases 

depending on the temperature of the reactor. 

   In this work, the fuel supply (grass pellets) to the 

reactor is kept constant, while increasing the air flowrate 

and thereby increasing the equivalence ratio. Figure 5 

shows the change in product gas composition at 

increased air to fuel ratio from 0.4 to 1.2. The 

concentration of methane, carbon monoxide and 

hydrogen is decreased and carbon dioxide concentration 

is increased with increase in the A/F ratio. This is 

because more oxygen is added to the system that 

accelerates the carbon monoxide, hydrogen and 

methane oxidation reaction routes (R2-R4). In addition, 

the elevated nitrogen into the reactor with increased air 

to fuel ratios dilutes the product gas composition and 

reduces its heating value.   

 

 

Figure 5. Product gas compositions at different air to   

fuel ratio. 

3.4 Effect of temperature 

Temperature in the gasifier determines the rate of 

chemical reactions involved in the gasification of 

biomass. The rate at which biomass is converted into 

volatile components, char, tar and finally into the 

product gases is influenced by the temperature in the bed 

and freeboard zone of the reactor. Lower temperature 

can end up with too much tar in the product gas and slow 

conversion rate of the char. While too high temperature 

may allow the ash to melt and stick together the bed 

materials, forming agglomerates and defluidization of 

the bubbling fluidized bed. Thus, the reactor must be 

operated at an optimum temperature so that the fuel 

particles are converted into better quality product gases 

with maximum gasifier efficiency. 
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Figure 6. Product gas compositions at different reactor 

temperatures. 

Four cases with temperatures 600°C, 700°C, 800°C, 

and 900°C are tested at air flowrate of 2 kg/hr and grass 

pellets feed rate at 2.46kg/hr. The initial bed height is 

200mm for all the cases. Figure 6 depicts the product 

gas composition obtained at different reactor 

temperatures. With change in temperature from 600°C 

to 900°C, the concentration of hydrogen and carbon 

monoxide increased significantly and the methane 

fraction increased slightly. The reason is that the 

reaction routes (shown in Table 1), char partial 

oxidation (R1), water-gas-shift reaction (R5) and 

methane reforming (R6), are enhanced with the increase 

in temperature. The fraction of hydrogen and carbon 

monoxide increased from 17% to 21% and 19% 

respectively. Increase in quantity of higher calorific 

value gases enhance the lower heating value (LHV) of 

the product gas. The LHV and cold gas efficiency 

(CGE) of the product gas with change in temperature is 

shown in Figure 7. LHV of the product gas increases 

from 6.8 MJ/Nm3 to 7.5 MJ/Nm3. Since the CGE of the 

product gas is directly related to LHV of the gas (shown 

in equation 1), the CGE of product gas increases with 

increase in LHV of the gas. The CGE of the product gas 

increased from 58% to 66.6%.  

 

𝐶𝐺𝐸(%) = 
𝐿𝐻𝑉 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑦𝑛𝑔𝑎𝑠∗𝑠𝑦𝑛𝑔𝑎𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒∗100

𝐿𝐻𝑉 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑒𝑑  𝑔𝑟𝑎𝑠𝑠 𝑝𝑒𝑙𝑙𝑒𝑡𝑠∗𝑔𝑟𝑎𝑠𝑠 𝑝𝑒𝑙𝑙𝑒𝑡𝑠
                                                                          𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒

                                                  

                   (1) 

 

 

  𝐿𝐻𝑉 (
𝑀𝐽

𝑁𝑚3) =  
𝐶𝑂∗126.36+𝐻2∗107.98+𝐶𝐻4∗358.18

1000
            (2)    

 

 

Figure 7. Lower heating value and cold gas efficiency of 

the product gas at different reactor temperatures. 

4 Conclusion 

The main objective of this work was to investigate the 

syngas production potential from gasification of 

agricultural wastes (grass pellets) using a commercial 

CPFD simulation software Barracuda VR. Experimental 

data were used to validate the CPFD model. 

Experiments were conducted on a 20 kW bubbling 

fluidized bed gasifier with air as a fluidizing gas and 

sand as the bed material. Grass pellets were fed to the 

reactor at 2.46 kg/hr. The samples were collected and 

measured in an offline GC. The product gas 

compositions obtained from the simulation results and 

the experimental data were compared for the model 

validation.  

The influence of initial bed height, temperature and 

air to fuel ratio on the product gas compositions and 

gasifier performance were investigated. The result 

shows that with increase in initial bed height from 200 

mm to 300mm there is a slight increment in the product 

gas yield and a significant increment in the reactor 

temperature. Different air to fuel ratios, 0.4, 0.6, 0.8, 1, 

1.2, were simulated and the result shows that the quality 

of the product gas decreases with increase in the air to 

fuel ratio from 0.4 to 1.2. More carbon dioxide and 

nitrogen are released in the product gas at the higher 

value of air to fuel ratio. Decrease in the  

𝐶𝐻4, 𝐶𝑂,  𝑎𝑛𝑑 𝐻2 fractions in the product gas reduce the 

heating value of the gas.   Increase in temperature from 

600°C to 900°C enhances the product gas quality. The 

fraction of hydrogen and carbon monoxide in the 

product gas increased from 17% to 21% and 19% 

respectively. Similarly, the CGE of the product gas 

increased from 58% to 66.6% with increase in reactor 

temperature. 
The CPFD model developed in this work can predict 

results that are good in agreement with the experimental 
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data. Therefore, the model can be utilized to optimize 

the gasification reactor.  
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Abstract
In the current work, computational particle and fluid

dynamics (CPFD) simulations are used to study an

electrically heated bubbling fluidized bed (BFB) used as

a calciner in a cement manufacturing process, applying

a binary-particle fluidization system. Owing to the fine

particle size (0.2 – 180 µm) of the limestone used as a

raw meal in the cement kiln process, a conventional

bubbling fluidized bed may be difficult to apply due to

particle cohesion causing poor fluidizability of the

particles smaller than 30 µm. In the current study, to

enhance the fluidization of the raw meal particles, they

are mixed with coarse (550 – 800 µm), inert particles.

The aggregation and clustering of the fine particles will

decrease due to collisions with inert coarse particles, and

hence a more homogeneous distribution of raw meal

particles may be achieved. The inert particles will also

provide a thermal energy reservoir through their heat

capacity and thereby contribute to a very stable bed

temperature, which is advantageous in the control of the

process. After the raw meal particles have been calcined,

they have to be separated from the coarse, inert particles.

This can be done by increasing the velocity of the CO2

used for fluidization to a value sufficiently high to

entrain the raw meal particles, but still sufficiently low

that the coarse, inert particles are not entrained. The

commercial CPFD software Barracuda was used for

simulations to investigate suitable operational

conditions at 1173 K, such as the particle size

distribution of the inert particles and the fluidization gas

velocity. The impact of gas velocity variation on the

fluidization of the particle mixture was studied, and an

appropriate range of velocities for the calcination and

entrainment modes could be determined. The

simulations revealed that mixing raw meal particles with

inert coarse particles can enhance the flowability in the

FB reactor indicating that it is possible to apply the

concept in a full-scale calcination process.

Keywords:     electrification, fluidized bed, calciner,
CPFD, Barracuda, limestone

1 Introduction 

Concrete is the most consumed man-made material in 

the world, and cement is the binder in concrete. Cement 

plants produce 4 billion tonnes of cement per year, 

corresponding to 8 percent of the global anthropogenic 

CO2 emissions (Olivier et al., 2016). This makes the 

cement industry one of the main contributors to climate 

change. The main sources of CO2 emissions in the 

cement industry are attributed to the chemical and 

thermal combustion processes in the kiln system, where 

clinker is produced. Clinker is the main constituent in 

cement. 

For reducing the CO2 emissions in the cement 

industry, different measures may be taken, such as 1) 

applying CO2 capture methods, 2) improving existing 

plans to recuperate thermal and electric efficiency, 3) 

replacing fossil fuels with CO2-neutral fuels, and 4) 

substituting clinker with alternative binders (Xu et al., 

2014; Wang et al., 2018; Li et al., 2013). 

Utilizing green electricity to produce clinker and 

applying an appropriate carbon capture technology to 

the reduction of CO2 emissions of the calcination 

process can be a good solution to mitigate the emissions 

of CO2 in the cement industry. Electrification of the 

calciner is most important because the calciner is the 

main source of CO2 in the cement kiln system (Tokheim 

et al., 2019).  

Fluidized bed reactors have several advantages, such 

as high heat and mass transfer rate, good mixing 

properties, and close to isothermal conditions. Because 

of these advantages, the fluidization concept is widely 

used in different engineering applications, for example 

reforming of hydrocarbons, gasification, aluminium 

production, and calcination (Wang, 2015; Dechsiri, 

2004; Cocco et al., 2014; Kunii and Levenspiel, 2013). 

In an electrified calciner, the heat transfer will be 

area-limited. Hence, it is important to provide good 

contact between the meal and the hot surfaces in the 

calciner to obtain a high overall heat transfer coefficient. 

A fluidized bed may be a good reactor choice as FB’s 
are characterized by good mixing and temperature 

control. Hence, in the current study, an electrically 
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heated fluidized bed reactor is used to calcine the raw 

meal in the cement kiln process. 

Experimental data and results from the simulation of 

a cold-flow lab-scale fluidized bed calciner have been 

compared in another paper (Ahmadpour Samani, 2020). 

The results revealed that owing to the vigorous inter-

particular forces in the Geldart C particles (constituting 

about 60 % of the raw meal), it is difficult to fluidize the 

raw meal.  

There are several methods to fluidize Geldart C 

particles, such as mixing them with coarser (Geldart B) 

particles (Kunii and Levenspiel, 2013; Tashimo et al., 

1999; Kato, 1991), the mechanical agitation concept 

(using a chopper) (Kristensen and Schaefer, 1987; Chen 

et al., 2009),  using Vibro-fluidization (Parikh, 2016; 

Chen et al., 2009), and applying a centrifugal field (Qian 

et al., 2001; Dave et al., 2007). In the current study, the 

method of mixing the small particles with inert, larger 

particles are investigated. 

Based on experimental data and empirical 

observations, Geldart (Geldart, 1973) categorized 

particles into four types of particle behavior; A, B, C, 

and D, depending on particle size and density difference 

between solids and the fluidization gas Geldart B 

particles are known as a particle category having 

excellent fluidization properties. The large interparticle 

forces of Geldart C will be decreased due to collisions 

with inert coarse particles, and thereby a more 

homogeneous distribution of the fine particles will be 

obtained, which may facilitate fluidization. Moreover, 

mixing the meal with coarser particles also has the 

advantage of providing a thermal reservoir for the meal 

to be calcined. 

Such a system must be operated in two different 

modes: 1) the calcination mode, with a relatively low 

fluidization gas velocity and 2) the entrainment mode, 

with relatively high gas velocity. When operating in the 

calcination mode, all particles – both raw meal and inert 

particles – should be maintained in the reactor. In the 

entrainment mode, the gas velocity is increased 

sufficiently that the calcined particles are entrained by 

the gas and pulled out of the system, whereas the inert 

particles remain in the FB. When designing the FB 

reactor, it is necessary to i) make sure all particles are 

calcined before they leave the FB and ii) avoid loss of 

inert particles from the FB. 

To investigate the potential fluidization improvement 

without having to do experiments, computational 

particle and fluid dynamics (CPFD) simulations have 

been performed. The purpose of the CPFD 

investigations are:  

• Find out whether it is possible to operate such a 

system without significant losses of inert coarse 

particles while at the same time having sufficient 

time for calcination of the meal in the reactor 

• Get a clearer picture of how the different particle 

types behave in the FB, and the way they interact 

with each other 

   The motivation of the work is to find a reactor concept 

that may be used to efficiently calcine cement raw meal, 

with pure CO2 as the only gaseous output from the 

reactor, hence avoiding the need for an expensive 

separation plant to capture the CO2 from the process. 

2 CPFD modelling and simulation 

The commercial CPFD software Barracuda was used to 

study the binary-particle fluidization system, consisting 

of fine raw meal particles and inert coarse particles, at a 

temperature of 1173 K, which is the approximate 

calcination temperature in a full-scale system.  

2.1 The CPFD method 

The Barracuda Virtual Reactor, version 17.4.1, applies 

a numerical scheme based on the Eulerian-Lagrangian 

model in three dimensions for simulation of gas-particle 

flows. In the CPFD method, the gas phase is considered 

as a continuous fluid in a Eulerian grid of cells, and 

particles are considered as discrete Lagrangian points. 

The computational domain is divided into several 

computational parcels containing particles with the 

same velocity and properties. The Navier-Stokes 

equation is used for describing the gas phase, whereas 

the model of the solid phase is based on the multiphase 

particle-in-cell (MP-PIC) method, which is a 

Lagrangian description of particle motion (Andrews and 

O'Rourke, 1996; Snider and O’Rourke, 2011). 

Conservation equations for the momentum, mass, and 

energy are solved, including the coupling between the 

phases, and thereby the spatial distribution of key 

process parameters like temperature, pressure, and 

velocities in the system may be determined. Such 

information is necessary in order to understand the 

fluidization process, and that is why the CPFD scheme 

is widely used for simulation of gas-particle fluidized 

reactors (Jiang et al., 2014; Chen et al., 2013). 

2.2 Simplifications 

In the simulation of the binary-particle FB system in 

Barracuda, some simplifications have been made: 

• Chemical reactions are not considered (the focus is 

on understanding the flow behaviour of the different 

particle types) 

• An isothermal tubular vessel is used, i.e. no heating 

internals are applied in the dense bed 

• The vessel is taken as adiabatic (i.e. heat loss is 

neglected) 

The simplifications mentioned above will clearly give 

deviations between to the simulated results and data 
from an experimental system that includes heat transfer, 

chemical reactions and inserts. For example, chemical 
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reactions will change the envelope density of the 

particles as well as the gas flow through the bed. 

Furthermore, any kind of insert in the dense bed will 

affect the hydrodynamics of the bed and probably 

increase the pressure drop over the bed. process is 

inherently dynamic, hence dynamic (time-dependent) 

equations are used. However, to facilitate comparison 

with the results reported in another paper by the authors 

(Ahmadpour Samani, 2020), the same geometry is used 

in the current study. 

The system is simulated from the initial conditions 

until achieving a pseudo-steady state condition. 

2.3 Procedure to implement the CPFD 

model 

In order to start developing a CPFD model, a computer-

aided design (CAD1) model with stereolithography 

(STL2) format, which contains the geometry of the 

model should be prepared. For this purpose, the 

SolidWorks® software was used to generate the 

geometry of the cold-flow lab-scaled fluidized bed unit, 

as was also explained in another paper by the authors 

(Ahmadpour Samani, 2020). Next, the grid, which 

defines the spatial resolution for calculation of the 

important gas-particle flow properties including 

pressure, velocity, and temperature, was defined. Figure 

1 represents the generated grid of the cold flow lab 

scaled fluidized bed unit.  

 

 

Figure 1. Grid and original CAD geometry  

2.3.1 Drag model 

Different built-in drag models are available in the 

Barracuda package, where detailed information about 

different drag models with references are explained in 

the Barracuda manual (Barracuda Virtual Reactor user 

manual, 2017). Since with applying the Wen & Yu drag 

model, previous studies of CPFD simulations of 

bubbling fluidized bed gasifiers have shown a good 

 
1 CAD software is used to create two-dimensional drawings or 

three-dimensional models for engineering applications. 

consistency with experimental results (Jaiswal et al., 

2020; Furuvik et al., 2019; Furuvik et al., 2019), the 

Wen-Yu drag model has been chosen for the simulations 

of this study. 

The fluid drag force on the particle can be calculated by 

equation (1). 

𝐹𝑝 = 𝑚𝑝𝐷(𝑢𝑓 − 𝑢𝑝) (1) 

 

In equation (1), D defines as the drag function as 

shown in equation (2). 

𝐷 =
3

8
𝐶𝑑
𝜌𝑓(𝑢𝑓 − 𝑢𝑝)

𝜌𝑝𝑟𝑝
 (2) 

 𝐶𝑑, the drag coefficient is determined by different 

correlations in different drag models. The Ergun drag 

model is applied for dense systems, while Wen-Yu is 

appropriate for dilute systems (Barracuda Virtual 

Reactor user manual, 2017). 

Equation (3) is the correlation for 𝐶𝑑 in the Wen-Yu 

drag model. 

𝐶𝑑 =

{
 
 

 
 24𝜃𝑓

𝑛0

𝑅𝑒
                  𝑅𝑒 < 0.5

(𝐶𝑑)1        0.5 ≤ 𝑅𝑒 ≤ 1000

𝑐2𝜃𝑓
𝑛0               𝑅𝑒 > 10000

 (3) 

 

In this correlation, 𝜃𝑓 is the fluid volume fraction and 

the 𝑅𝑒 number is defined by equation (4). 

𝑅𝑒 =
2𝜌𝑓𝑟𝑝|𝑢𝑓 − 𝑢𝑝|

𝜇𝑓
 (4) 

(𝐶𝑑)1 =
24

𝑅𝑒
𝜃𝑓
𝑛0  (𝑐0 + 𝑐1𝑅𝑒

𝑛1) (5) 

 

The model constants are: 𝑐0 = 1.0, 𝑐1 = 0.15, 𝑐2 =
0.44, 𝑛0 = −2.65 𝑎𝑛𝑑 𝑛1 = 0.687 

2.3.2 Initial and boundary condition as well as flux 

planes and transient data 

Establishing the initial and boundary conditions are the 

succeeding step after the grid generation. In order to 

simulate the binary-particle fluidization system, two 

different types of particles are defined: CaCO3 as raw 

meal and silica sand (SiO2) as inert coarse particles. CO2 

was used as the fluidization gas.  

The particle size of the raw meal particles ranged 

from 0.2 to 180 µm, whereas the inert coarse particles 

had a diameter in the range 550 – 800 µm. 

The densities of fluidized gas and particles are listed 

in Table 1. 

Figure 2 shows the positions of the inert particles 

(silica sand) and raw meal (limestone) particles in the 

Geldart diagram.  

Figure 3 (a) shows the initial conditions in the system 

applied to determine a suitable fluidization velocity 

2 STL is a file format of a 3-D model produced by CAD 

software. 
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(more about this in section 3.2). The initial mass of 

CaCO3 (raw meal; blue) and SiO2 (silica sand; red) in 

the cylinder was 0.856 and 0.659 kg respectively. 

Identical layer thicknesses were used for raw meal and 

silica sand, but due to the difference in densities, the 

mass ratio was 13:10. 

Figure 3 (b) shows the initial conditions in the system 

that corresponds to a 1:10 mass ratio between small and 

large particles. Initially, there were three thin layers of 

CaCO3 (blue) and three thicker layers of silica sand (red) 

in the dense bed. This mass ratio was used based on the 

paper of (Tashimo et al., 1999). Initially, i.e. before the 

gas was injected, the particles were at ease in the dense 

bed. 

Figure 3 (c) illustrates the boundaries. As for the 

boundary conditions, different superficial gas velocities 

were applied (more about this in section 3). The outlet 

was defined as a pressure outlet with a pressure of 1 bar, 

i.e., atmospheric pressure.  

As the system is isothermal and adiabatic, the 

purpose of setting the temperature to 900 °C is to 

determine the right values of the thermochemical 

properties, such as the viscosity, which is one of the key 

input parameters in the drag functions. 

Transient data points were used to log the system 

pressure at the same locations as in the cold flow lab-

scaled fluidized bed unit. Figure 3(d) shows the 

positions of these points. 

A flux plane was determined on the top of the 

cylinder to calculate the values of particle entrainment. 

Figure 3(e) shows the location of the flux plane in 

Barracuda.  

Table 1. Temperature and density of gas and particles 

Medium Temperature 

[°C] 

Envelope 

Density 

[kg/m³] 

CO2 900 0.45 

CaCO3  

(raw meal particles) 

20 2795 

Silica sand  

(inert particles) 

20 2200 

 

Figure 2. Geldart classification of particles for air at 

ambient conditions (Kunii and Levenspiel, 2013) 

 

Figure 3: a, b) initial conditions, c) boundaries and d) 

transient points, e) Flux plane 

2.3.3 Time step and duration setting 

The system is simulated from t=0 (initial conditions) 

until a pseudo-state has been reached. Pseudo-steady 

state is achieved when there is no longer any net change 

in mass flow out of the reactor. The pseudo-steady state 

is checked by calculating the entrainment flux of 

particles through the determined flux plane (Figure 3 

(e)). The simulations were conducted for 120 s of 

process time. 

In general, for CPFD simulations, the smaller the 

time step, the more accurate is the solution. However, 

applying small time steps also results in increased 

calculation time. In this study, a time step of 5 ms was 

applied as a reasonable trade-off between accuracy and 

computational time. 
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3 Results and discussion 

The minimum fluidization velocities were calculated by 

Wen-Yu equations for minimum fluidization velocity 

(Wen and Yu, 1966; Anantharaman et al., 2018). The 

terminal settling velocities of the particles were 

manually calculated by using the equations presented in 

(Zevenhoven and Kilpinen, 2001) and are listed in Table 

2. 

Table 2. The minimum fluidization velocity and terminal 

velocity (for the median particle size) of inert particles 

Dp [µm] Vmf [m/s] Vt [m/s] 

550 0.09 2.6 

600 0.10 2.9 

650 0.12 3.1 

700 0.14 3.4 

750 0.16 3.7 

800 0.18 3.9 

3.1 Reaction time based on the particle size 

In order to calculate the reaction time of raw meal 

particles based on the particle size distribution, the 

correlations and results of the paper (Stanmore and 

Gilot, 2005) have been utilized. According to Stanmore 

et al (Stanmore and Gilot, 2005), a model based on a 

modified shrinking core approach (Takkinen et al., 

2012) was applied for limestone particles. The shrinking 

core model is widely used in the description of the 

kinetics of limestone reactions. This model 

demonstrates conditions in which solid particles are 

being emaciated either by dissolution or reaction and, as 

a result, the amount of the material being consumed is 

“shrinking”.  

The calcination conversion factor can be calculated 

by equation (6), where 𝑘 [
𝑚0.6

𝑠
] is the kinetic rate for the 

reaction, 𝑑𝑝[m] is particle diameter and 𝑡 [s] is reaction 

time. 

𝑋 = 1 − (1 −
𝑘

𝑑𝑝
0.6 𝑡)

3 (6) 

The value of 𝑘 is given by equation (7). In this 

equation, 𝑇 [K] is the temperature of the reaction. 

𝑘 = 10.303 exp (
−10980

𝑇
) (7) 

Hence, by applying equations (6) and (7), and 

assuming the values X=0.94 and T= 1173 K, the reaction 

time of the calcination process based on the particle 

sizes of the raw meal has been calculated and shown in 

Figure 4. It is clear from Figure 4 that the reaction time 

for the majority of the small raw meal particles is very 

short (< 1 s), hence will likely be calcined before they 

are entrained and leave from the top of the FB. The 

larger meal particles may remain in the bed during the 

calcination mode so that they may be sufficiently 

calcined before the operation is shifted to entrainment 

mode. 

Figure 4. Reaction time for different particle sizes of 

limestone 

3.2 The velocity range of calcination mode 

Suitable operational conditions in the calcination mode 

must be determined. The low velocity in the calcination 

mode is determined in such a way that the most of the 

raw meal particles and all inert particles are fluidized 

and only a relatively small fraction of the raw meal is 

entrained by the gas. Barracuda is applied to find the 

appropriate velocity for the fluidization of the particles 

during the calcination mode. The velocity determined 

via simulation results may then be applied to design the 

FB reactor as an electrically heated reactor.  

Figure 5 shows the minimum fluidization velocity 

and the terminal settling velocity of the two-particle 

types for different sizes (logarithmic scale). In the 

calcination mode, the gas velocity must be higher than 

the minimum fluidization velocity of the mixture but 

should (if possible) be lower than the terminal settling 

velocity of the finest particles. By using the velocity 

window in Figure 5, and according to the minimum 

fluidization velocity of the inert particles, the 

calcination mode velocity should be higher than the 

minimum fluidization velocity of the mixture, 0.13 m/s, 

so as to fluidize both raw meal and inert particles. 

Different velocities were tested in Barracuda, and the 

mass loss values at different velocities could be 

calculated using the flux plane file from the Barracuda 

simulation. 

 

 
Figure 5. Velocity window for CO2 based on different 

particle sizes 
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Table 3 shows the results for two different velocities. 

The simulations represented 120 s of process time. A gas 

velocity of 0.18 m/s, i.e. slightly higher than the 

minimum fluidization velocity, was selected to ensure 

that the particles would be fluidized. With this velocity, 

only 7.6 % of the raw meal was entrained, and this 

velocity is to be used for the design of the FB reactor. 

Table 3. The values of entrained mass in the calcination 

mode for a mass ratio of 1:1 

Case 
Velocity 

[m/s] 

CaCO3 

loss 

[kg] 

CaCO3 

loss 

[%] 

SiO2 

loss 

[kg] 

SiO2 

loss 

[%] 

1 0.18 0.065 7.6 0 0 

2 0.22 0.179 21 0 0 

 

Based on the results discussed above, the simulations 

with the ratio 1:10 were conducted at a velocity of 0.18 

m/s. The initial mass of raw meal was 0.128 kg, and at 

this velocity, only 2.8 % of the meal left the cylinder. 

The results were calculated by using the data of the flux 

plane file in Barracuda and are listed in Table 4. 

Table 4. The value of mass entrained at 0.18 m/s with a 

mass ratio of 1:10 

Velocity  

[m/s] 

CaCO3 

loss  

[kg] 

CaCO3 

loss  

[%] 

SiO2 

loss  

[kg] 

SiO2 

loss 

[%] 

0.18 0.004 kg 2.8 0 0 

 

Figure 6 depicts the fluidization and mixing of the 

raw meal (limestone, blue) and inert (silica sand, red) 

particles in the FB reactor. In the case with the ratio 

1:10, the contact between raw meal and inert particles 

and heat transfer is increased. The inert particles also 

provide a thermal energy reservoir through their heat 

capacity and thereby contribute to a very stable bed 

temperature, which is advantageous in the control of the 

process. Hence, in the design of the FB reactor, a mass 

ratio of 1:10 may be suitable (although other mass ratios, 

somewhat higher or lower may also be considered). 

Figure 6 also indicates that it takes as much as 30 

seconds before most of the raw meal particles have 

reached the top of the dense bed. Considering the 

required time for calcination shown in Figure 4 (< 7 

seconds), this indicates that sufficient heat will have 

been transferred from the large, inert sand particles to 

the small raw meal particles so that it is likely that they 

will have been sufficiently calcined during the contact 

period. 

 

 

Figure 6.  Distribution of limestone and silica sand 

particles with the ratio 1/10 at different periods, v=0.18m/s 

3.3 The appropriate gas velocity for 

entrainment stage 

When the calcination process is close to complete and 

the calcination degree reaches 94%, the gas velocity will 

be increased to a high value, so that the calcined meal 

particles (but not the inert coarse particles) will be 

entrained from the bed. The velocity of the entrainment 

stage must be higher than the terminal settling velocity 

of the fine raw meal particles, but lower than the 

terminal settling velocity of the inert coarse particles. 

According to the data in Figure 5, the velocity can be 

between 0.9 and 3.2 m/s. 

In order to find an appropriate gas velocity in the 

entrainment stage, different cases with the same initial 

height of raw meal and inert particles have been 

simulated. In Table 5, two cases with velocities of 1.5 

m/s and 3 m/s are compared. With the velocity of 3 m/s, 

almost all raw meal particles were entrained from the 

bed, but no inert particles left the bed. Therefore, a 

velocity of 3 m/s in the entrainment stage is seen as 

appropriate. The data has been obtained by applying the 

flux plane file of Barracuda. The simulations were 

conducted for 120 s. 
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Table 5. The values of the entrained mass of raw meal 

and inert particles in the entrainment stage  

Case 
Velocity 

[m/s] 

CaCO3 

loss 

[kg] 

CaCO3 

loss 

[%] 

SiO2 

loss 

[kg] 

SiO2 

loss 

[%] 

1 1.5 0.659 77 0 0 

2 3.0 0.850 99 0 0 

 

 

 

Figure 7. The distribution of raw meal and inert particles 

in the entrainment stage 

As can be seen in Figure 7, at the gas velocity of 3 

m/s, the raw meal particles left the bed, but the inert 

particles remained in the bed. After entrainment of the 

calcined meal, the bed is ready for a new calcination 

period. 

4  Conclusion 

To enhance the fluidization of the raw meal particles 

(0.2-180 µm; i.e. Geldart C), mixing them with inert 

coarse particles (550-800 µm; i.e. Geldart B) was 

proposed. 

Such mixing tends to counteract the interparticular 

forces in the Geldart C powder. Another advantage is 
that the Geldart B particles provide a thermal energy 

reservoir through their heat capacity and thereby 

contribute to a stable bed temperature.  

Barracuda was used for CPFD simulations to 

determine a suitable operational gas velocity at 1173 K. 

The inert coarse particles were found to have an average 

minimum fluidization velocity of 0.129 m/s and a 

terminal settling velocity of 3.24 m/s. The appropriate 

velocities for the calcination and entrainment modes 

were determined as 0.18 m/s and 3 m/s for a mass ratio 

of 1:10 between raw meal and sand particles. Based on 

literature results, this is believed to be a suitable mass 

ratio. 

The simulations illustrated that at the velocity of 0.18 

m/s (calcination velocity), with the 1:10 mass ratio, only 

2.8 % of the raw meal particles were lost from the bed 

during the calcination period. At the velocity of 3 m/s 

(entrainment velocity), 99 % of the raw meal particles 

were entrained, while no inert particles were entrained. 

Hence, it is possible to operate the system with an 

appropriate separation efficiency during the entrainment 

period. 

The calculated reaction time of the limestone 

particles revealed that limestone particles in the 

diameter range of 0.2 – 70 µm were calcined in the time 

range 0.1 – 3.7 s. Therefore, they are likely to be 

calcined before leaving the reactor in the calcination 

mode. 

The simulations indicate that it is feasible to enhance 

the flowability of raw meal in the FB reactor by mixing 

them with the inert silica sand particles. The results also 

indicate that it is possible to obtain sufficient calcination 

of the raw meal particles during the calcination period 

and a high degree of separation during the entrainment 

period. This means that the concept should be possible 

to apply in a full-scale calcination process. 

In future work, the calcination process will be 

simulated for a full-scale system including heat transfer 

and chemical reactions. 

References 

N. Ahmadpour Samani, Ch. K. Jayarathna, and L.A. Tokheim. 

Fluidized bed calcination of cement raw meal: Laboratory 

experiments and CPFD simulations, In Proceedings, 61th 

SIMS conference, 22-24 September,Finland, 2020. 

A. Anantharaman, R. A. Cocco, and J. W. Chew. Evaluation of 

correlations for minimum fluidization velocity (Umf) in gas-

solid fluidization, Powder technology, 323: 454-85, 2018. 

M. J. Andrews and P. J. O'Rourke. The multiphase particle-in-cell 

(MP-PIC) method for dense particulate flows, International 

Journal of Multiphase Flow, 22: 379-402, 1996. 

C. Chen, J. Werther, S. Heinrich, H. Y. Qi, and E. Ulrich. CPFD 

simulation of circulating fluidized bed risers. Powder 

technology Hartge, 235: 238-47. 2013. 

Y. Chen, J. Yang, R. N. Dave, and R. Pfeffer. Granulation of 

cohesive Geldart group C powders in a Mini-Glatt fluidized 

bed by pre-coating with nanoparticles, Powder technology, 

191: 206-17, 2009. 

R. Cocco, S. R. Karri, and T. Knowlton. Introduction to 

fluidization, Chem. Eng. Prog, 110: 21-29, 2014. 

SIMS 61

DOI: 10.3384/ecp20176399 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

405



 

 

Barracuda Virtual Reactor user manual. Houston, USA, 2017. 
https://cpfd-software.com 

R. Dave, R. Pfeffer, J. Yang, and Y. Chen. Dry coating and 

downstream processing of cohesive powders. In.: Google 

Patents, 2007. 

Ch. Dechsiri. Particle transport in fluidized beds, University 

Medical Center Groningen, University of Groningen, 2004. 

N. C. I. Furuvik, R. Jaiswal, and B. M. E. Moldestad. Flow 

behavior in an agglomerated fluidized bed gasifier, The 

International Journal of Energy and Environment, 10 (2), 55-

64, 2019. 

N. C. I. Furuvik, R. Jaiswal, R. K. Thapa, and B. M. E. Moldestad. 

CPFD model for prediction of flow behavior in an 

agglomerated fluidized bed gasifier, Int. J. of Energy Prod. & 

Mgmt, 2019. 

D. Geldart. Types of gas fluidization, Powder technology, 7: 285-

92, 1973. 

R. Jaiswal, N.C. I. Furuvik, R. K. Thapa, and B. M. E. Moldestad. 

Method of identifying an operating regime in a bubbling 

fluidized bed gasification reactor, International Journal of 

Energy Production and Management, 5: 24-34, 2020. 

Y. Jiang, G. Qiu, and J. Haigang. Modelling and experimental 

investigation of the full-loop gas–solid flow in a circulating 

fluidized bed with six cyclone separators, Chemical 

Engineering Science Wang. 109: 85-97, 2014 

K. Kato. Residence time distribution of fine particles in a powder-

particle fluidized bed, Kagaku Kogaku Ronbunshu, 17: 970-75, 

1991. 

H. G. Kristensen and T. Schaefer. Granulation: a review on 

pharmaceutical wet-granulation, Drug development and 

industrial pharmacy, 13: 803-72, 1987. 

D. Kunii and O. Levenspiel. Fluidization engineering. Elsevier, 

2013. 

J. Li, P. Tharakan, D. Macdonald, and J. Xi. Technological, 

economic and financial prospects of carbon dioxide capture in 

the cement industry, Energy Policy Liang, 61: 1377-87, 2013. 

J. Olivier, G. J. Maenhout, M. Muntean, and J. Peters. Trends in 

global CO2 emissions; 2014 Report, PBL Netherlands 

Environmental Assessment Agency; European Commission, 

Joint Research Centre, Ispra, Italy, 2016.  

D. M. Parikh. Handbook of pharmaceutical granulation 

technology, CRC Press. 2016. 

G. H. Qian, I. Bágyi, I. W. Burdick, R. Pfeffer, H. Shaw, and J. 

G. Stevens. Gas–solid fluidization in a centrifugal field, AIChE 

Journal, 47: 1022-34. 2001. 

D. M. Snider and P. J. O’Rourke. The multiphase particle-in-cell 

(MP-PIC) method for dense particle flow. Computational Gas-

Solids Flows and Reacting Systems: Theory, Methods and 

Practice (IGI Global), 2011. 

B. Stanmore and P. Gilot. calcination and carbonation of 

limestone during thermal cycling for CO2 sequestration, Fuel 

processing technology, 86: 1707-43, 2005. 

S. Takkinen, J. Saastamoinen, and T. Hyppänen.  Heat and mass 

transfer in calcination of limestone particles, AIChE Journal, 

58: 2563-72, 2012. 

T. Tashimo, T. Suto, J. Murota, and K. Kato. Calcination of fine 

limestone particles by a powder-particle fluidized bed, Journal 

of chemical engineering of Japan, 32: 374-78, 1999. 

L. A. Tokheim, A. Mathisen, L. E. Øi, Ch. Jayarathna, N. H. 

Eldrup, and T. Gautestad. Combined calcination and CO2 

capture in cement clinker production by use of electrical 

energy. TCCS–10. CO2 Capture, Transport and Storage. 

Trondheim 17th–19th June 2019. Selected papers from te 10th 

International Trondheim CCS Conference. pages 101-109, 

2019. 

H. Wang, W. Chen, and J. Jingcheng. Low carbon transition of 

global building sector under 2-and 1.5-degree targets, Applied 

energy. 2018222: 148-57, 2018. 

M. Wang. Industrial tomography: systems and applications. 

Elsevier. 2015 

C. Wen and Y. Yu. A generalized method for predicting the 

minimum fluidization velocity, AIChE Journal, 12: 610-12, 

1966. 

J. H. Xu, T. Fleiter, Y. Fan, and J. Wolfgang. CO2 emissions 

reduction potential in China’s cement industry compared to 

IEA’s Cement Technology Roadmap up to 2050, Applied 

Energy Eichhammer, 130: 592-602, 2014. 

R. Zevenhoven and P. Kilpinen. Control of pollutants in flue 

gases and fuel gases. Helsinki University of Technology 

Espoo, Finland, 2001. 

 

SIMS 61

DOI: 10.3384/ecp20176399 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

406



 

 

Fluidized bed calcination of cement raw meal: Laboratory 

experiments and CPFD simulations 

Nastaran Ahmadpour Samani 1     Chameera K. Jayarathna2     Lars-Andre Tokheim3 
1 Department of Process, Energy and Environmental Technology, University of South-Eastern Norway, 

222129@student.usn.no 
2 SINTEF Industry, chameera.jayarathna@sintef.no 

3 Department of Process, Energy and Environmental Technology, University of South-Eastern Norway, 
Lars.A.Tokheim@usn.no 

 

 

 

 

Abstract 
The chemical and thermal processes associated with the 

decarbonation and fuel combustion in the cement kiln 

process produce a large amount of carbon dioxide (CO2) 

contributing with around 8 % of the global CO2 

emissions. Utilizing green electricity instead of fossil 

fuels to decarbonate the raw meal in the calciner can 

eliminate the CO2 emissions produced through fuel 

combustion and also provide a basis for simple capture 

of the CO2 generated through calcination because CO2 

is the only gaseous product exiting from the electrified 

calciner. In the current work, an electrically heated 

fluidized bed (FB) reactor is being developed to calcine 

the raw meal. The FB may replace the traditional 

entrainment calciner used in many plants. The purpose 

is to enable efficient indirect heat transfer in the 

bubbling bed and hence obtain pure CO2 as the gaseous 

product from the calciner. The minimum fluidization 

velocity and pressure drop of the particle bed are 

important characteristics in the design of a bubbling 

fluidized bed, and these have been measured in a cold-

flow lab-scale fluidized bed unit with a bed height of 

0.21 m and a circular cross-sectional area of 55 cm². The 

particle size distribution of the meal ranged from 0.2 – 

180 µm, with a median particle size of 21 µm. The 

experimental results revealed that the regular cement 

raw meal is difficult to fluidize due to the large fraction 

of Geldart C particles in the meal (approximately 60%). 

Based on experimental observation, this may be 

explained by inter-particular electrostatic forces 

forming particle clusters. The fluidization process has 

also been simulated with the commercial computational 

particle and fluid dynamics (CPFD) software 

Barracuda® (version 17.4.1). The purpose of using 

CPFD was to be able to simulate the process at cold-

flow conditions and then, based on this, simulate the 

process at large-scale hot-flow conditions. The 

simulation results complied quite well with the lab-scale 

experiments and confirmed the difficult fluidization of 

the meal. 

Keywords: bubbling fluidized bed, calciner,
electrification, CPFD, Barracuda, Geldart C, limestone

1 Introduction

Cement is a key constituent in concrete, the most widely

used building material in the world. The cement industry

is one of the main contributors to climate change by

producing 8 % of the global CO2 emissions. Hence,

strict carbon capture mitigation strategies are needed in

the cement industry to comply with the Paris agreement

on climate change.

Clinker is the main constituent in cement, and in the

clinker production process, there are two major

contributions to emissions of CO2: 1) The raw meal

contains typically 75-80 % calcium carbonate (CaCO3),

and during the calcination of the raw meal, CaCO3 will

decompose into lime (CaO) and CO2: 𝐶𝑎𝐶𝑂3 → 𝐶𝑎𝑂 +

𝐶𝑂2. In a modern cement kiln, the calcination process

typically contributes to 65% of the CO2 emissions. 2) As

the calcination is an endothermic process, fuel

combustion is used to provide thermal energy,

contributing to about 35% of CO2 emissions (Andrew,

2018; Tokheim et al., 2019).

Utilizing green electricity instead of fossil fuels to

decarbonate the raw meal in the cement kiln process can

eliminate the CO2 emissions produced through fuel

combustion and also provide a basis for simple capture

of the CO2 generated through calcination, as CO2 is the

only gaseous product exiting from the electrified

calciner (Tokheim et al., 2019).

Different reactors can be used as an electrified

calciner. A bubbling fluidized bed (BFB) provides good

mixing, hence giving efficient heat transfer and good

temperature control. The BFB may operate with almost

isothermal conditions, and the thermal reservoir

provided by the bed prevents abrupt process changes.

Hence, an electrically heated bubbling fluidized bed

reactor is used to calcine the raw meal in the current

study.

The BFB will replace the traditional entrainment

calciner used in many cement plants. The purpose is to
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enable efficient indirect heat transfer in the bubbling bed 

and hence obtain pure CO2 as the gaseous product from 

the calciner. 

2 Methods 

In order to design an electrically heated BFB reactor to 

calcine the raw meal, two approaches have been 

combined: 1) Lab-scale experiments have been 

performed in order to determine some key design 

variables for the BFB. 2) CPFD simulations have been 

used to simulate the process in the lab-scale unit. The 

experimental part is further described in section 4, 

whereas the simulation part is described in section 5. 

3 Theoretical considerations 

Raw meal from Norcem Brevik (a Norwegian cement 

plant) was used as the basis for the experiments, 

simulations, and design work. The meal had a particle 

size distribution ranging from 0.2 to 180 µm and a 

median particle size of 21 µm. 59 % of the particles were 

below 30 µm, i.e. being Geldart C particles  (Kunii and 

Levenspiel, 2013), whereas 30 % and 11 % were Geldart 

A and B particles, respectively.  

Geldart C particles are difficult to fluidize and tend 

to grow as a plug of particles. When exposed to the 

fluidization gas, cracks, channels, or so-called rat holes 

are formed, and the particles are not properly fluidized, 

especially if the diameter of the bed is large. The 

fluidization behavior of Geldart C powders is due to the 

vigorous inter-particle forces. When the surface-to-

volume ratio of the particles increases, the interparticle 

forces get larger, and consequently the distance between 

the particles is reduced. The cohesive forces become 

greater than the particle gravity and the hydrodynamic 

forces applied by fluidization gas around the particle 

(Kunii and Levenspiel, 2013; Chen et al., 2009).  

With a larger particle size, it could have been 

possible to fluidize the meal well. However, use a 

coarser meal is not an option as small particles are 

required to obtain the right clinker quality. 

One of the approaches that can be applied to 

facilitate fluidization of Geldart C particles is mixing 

them with Geldart B particles. According to Kunii and 

Levenspiel (Kunii and Levenspiel, 2013), “One way of 

processing these solids is to introduce them into a bed of 

the same material but of larger size, preferably Geldart 

B. Even though the fines are very small, they are not 

entrained immediately but may stay in the bed an 

average of several minutes. This usually is long enough 

for a physical or chemical transformation of these 

solids.” 

Since the meal does contain some Geldart B (and A) 

particles, the experimental tests have been applied to test 

the flowability of the meal.  

4 Experimental work 

To investigate the fluidizability of the raw meal of 

limestone particles, some tests have been conducted by 

a cold-flow lab-scale fluidized bed unit. 

4.1 Experimental procedure 

Figure 1 shows a cold-flow lab-scale fluidized bed unit 

with a height of 1.5 m and a circular cross-sectional area 

of 55 cm2. The gas flow rate is controlled by the mass 

flow rate controller, and the pressure is measured by 

pressure transmitters mounted at different axial 

positions in the cylinder wall (P1 to P9). The distance 

between two adjacent transmitters is 10 cm. The 

pressure and volume flow rates are recorded through a 

LabVIEW program.  

Table 1 shows some key experimental data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Experimental data (fluidization air properties 

taken from (Incropera et al., 2006)). 

Total bed height 1.5 m 

Bed diameter 84 mm 

Particle size 0.2-180 µm 

Median particle size 21 µm 

Particle density 2795 kg/m³ 

Initial dense bed height 0.21 m 

Air density 1.1707 kg/m³ 

Air viscosity 1.836·10-5 Pa·s 

4.2 Experimental results 

As described above, close to 60 percent of particles 

belong to the cohesive Geldart C powder, and Figure 2 

indeed confirms that proper fluidization does not occur. 

When the gas flow rate is increased, rat holes and cracks 

Figure 1. Cold flow lab-scaled fluidized bed unit. 
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are formed, and the particles are not fluidized. Instead, 

the particles have a tendency to form clusters of particles 

probably due to electrostatic forces, and the particle-

particle interactions prevent proper fluidization. 

Ratholes and channeling effects are observed in the 

figures. The higher the superficial gas velocity, the 

higher number of rat holes. With increasing gas velocity, 

the height of the bed is almost doubled. At high gas flow 

rates, a significant fraction of the particles is entrained 

and leave the cylinder, whereas larger particles at the 

bottom of the bed form clusters. Consequently, in order 

to fluidize this particle size distribution of raw meal, 

other methods should be applied. 

 

 

Figure 2. Snapshots from experimental tests with different 

superficial gas velocities 

A diagram of pressure drop over the bed versus 

superficial gas velocity is shown in Figure 3. Since the 

fluidization did not happen in the bed, the minimum 

fluidization velocity could not be determined 

experimentally by this diagram. According to the 

observations, rat holes are starting to form when the 

superficial gas velocity reaches 0.036 m/s, which 

explains the pressure drop decline. 

 

 

Figure 3. Experimental results for pressure drop vs 

superficial gas velocity. 

5 Simulations 

Computational Particle Fluid Dynamics (CPFD) 

modelling is applied to simulate the experimental 

system, aiming at finding consistency between the 

experimental results and the simulation results. 

5.1 The CPFD method 

CPFD is a numerical method based on the Eulerian-

Lagrangian method to simulate a large-scale multiphase 

(particle-fluid) flow system in three dimensions by 

adopting the multiphase particle-in-cell (MP-PIC) 

method and the particle parceling algorithm (Andrews 

and O'Rourke, 1996; Snider and O’Rourke, 2011). The 

Eulerian-Lagrangian method uses a continuum model 

for the fluid phase and a Lagrangian method is applied 

for the particle phase. This gives an appropriate 

numerical solution for a wide range of particle sizes, 

shapes, and velocities. The Navier-Stokes equation with 

coupling between the discrete particles is applied for the 

fluid phase. The direct element method (DEM) fits into 

the Lagrangian method to solve the particle phase (Chen 

et al., 2013; Jiang et al., 2014). 

5.2 Simulation set-up 

In this project, to find the minimum fluidization velocity 

as the main characteristic of the design of bubbling 

fluidized bed reactor, the flow of particles in a bubbling 

fluidized bed has been simulated with different flow 

rates. The goal is to be able to simulate the physical 

process at cold-flow conditions and, based on this, be 

able to use the CPFD model to simulate an upscaled 

high-temperature calcination process and hence predict 

the behavior of the full-scale process. 

A computer-aided design (CAD) model of the BFB 

geometry with a stereolithography (STL) format has 

been prepared by applying SolidWorks. 

Grid generation is the base for all simulations since 

it determines the spatial resolution for calculating the 

flow properties of the particle-gas flow. The resolution 
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should be sufficiently high, so that the particle-fluid 

dynamics can be calculated with sufficient accuracy. 

However, increasing the number of cells leads to an 

increase in the time of the calculation. Hence, a suitable 

trade-off between accuracy and simulation time should 

be found. Besides, to achieve a stable and efficient 

simulation, having close to uniform cell sizes in the grid 

is important. Figure 4 illustrates the generated grid on 

the model. 

 
Figure 4. (a) Grid and original CAD geometry and (b) 

Original model geometry 

 

The drag force (𝐹𝑝) acting on a particle through a 

fluid flow can be calculated by equation (1). In this 

equation, 𝑚𝑝 is the particle mass, 𝑢𝑓 is the fluid 

velocity, 𝑢𝑝 is the particle velocity and 𝐷 is a drag 

function, shown in equation (2). 

 

𝐹𝑝 = 𝑚𝑝𝐷(𝑢𝑓 − 𝑢𝑝) (1) 

 

𝐷 =
3

8
𝐶𝑑
𝜌𝑓(𝑢𝑓 − 𝑢𝑝)

𝜌𝑝𝑟𝑝
 (2) 

 

There are several drag models in Barracuda, and 

each of them provides specific correlations for the drag 

coefficient, 𝐶𝑑. The Wen-Yu drag model is appropriate 

for the dilute systems, and equation (3) shows the 

correlation for 𝐶𝑑 as a function of Reynolds number 

(equation (4)). 𝜃𝑓 is the fluid volume fraction.  

 

𝐶𝑑 =

{
 
 

 
 24𝜃𝑓

𝑛0

𝑅𝑒
                  𝑅𝑒 < 0.5

(𝐶𝑑)1        0.5 ≤ 𝑅𝑒 ≤ 1000

𝑐2𝜃𝑓
𝑛0               𝑅𝑒 > 10000

 (3) 

 

 

𝑅𝑒 =
2𝜌𝑓𝑟𝑝|𝑢𝑓 − 𝑢𝑝|

𝜇𝑓
 (4) 

(𝐶𝑑)1 =
24

𝑅𝑒
𝜃𝑓
𝑛0  (𝑐0 + 𝑐1𝑅𝑒

𝑛1) (5) 

The model constants are:  

𝑐0 = 1.0, 𝑐1 = 0.15, 𝑐2 = 0.44, 𝑛0 = −2.65 𝑎𝑛𝑑  

𝑛1 = 0.687 

 

The Ergun model, shown in equation (6), is suitable 

for higher packing fractions. The Wen-Yu/Ergun blend 

drag model is a combination of the Wen-Yu and Ergun 

drag models and can be applied for dilute as well as 

dense systems. 

𝐷 = 0.5(
𝑐1𝜃𝑝

𝜃𝑓𝑅𝑒
+ 𝑐0)

𝜌𝑓|𝑢𝑓 − 𝑢𝑝|

𝑟𝑝𝜌𝑝
 (6) 

 

Here, 𝑐0=2 and 𝑐1=180 (Barracuda Virtual Reactor 

user manual, 2017). 

Approximately 60% of the raw meal particles 

belong to Geldart C, and there is not any specific drag 

model recommended for this group of particles 

(Jayarathna et al., 2014; Jayarathna et al., 2017). 

However, the Wen-Yu drag model was used to simulate 

different cases in the current study.  

Figure 5 shows the initial condition (a) and the 

boundary conditions (b). The initial height of limestone 

particles was set to 21 cm. In Figure 5 (b), the inlet flow 

position, and the outflow position have been specified 

with red and yellow colours, respectively. 

 

 

Figure 5. Initial condition (a), boundary condition (b) and 

transient points (c)  
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The time step should be chosen so as to achieve 

pseudo-steady-state conditions as well as give 

reasonable total calculation time. To make sure that 

(pseudo) steady-state conditions would be reached, 

based on experience, and also including a safety factor, 

the simulations were conducted for 60 s of process time 

for all cases. 

For data exploration and analysis, flux planes may 

be defined and transient data from the simulations can 

be saved in text files. The date in the text files provide a 

basis for comparison between simulations and 

experimental data. As can be seen in Figure 5 (c), 

transient points were determined in the positions of P2 

and P3 pressure transmitters. By using the text files and 

collecting the value of pressures in the two positions, the 

minimum fluidization velocity can be calculated. 

5.3 Simulation results and comparison with 

experimental results 

The simulation results for ambient temperature and a 

velocity equal to 0.08 m/s are presented in Figure 6. A 

diagram of pressure drop versus superficial gas velocity 

was also plotted, see Figure 7. The figure indicates that 

the simulation results comply well with the 

experimental data. After increasing the air velocity, it 

does penetrate into the bed, and the pressure drop 

increases. However, with rathole formation, the pressure 

drop starts to decrease. The figures illustrate that a 

pseudo-steady-state condition is obtained after around 

20 seconds, hence demonstrating that the selected 

superficial gas velocity is likely adequate. 

Both experimental results and simulations reveal 

that the fine Geldart C particles cannot be fluidized by 

conventional methods of fluidization. Other methods 

may be applied in order to fluidize this group of 

particles, such as mixing with coarse (Geldart B) 

particles, using flow conditioners, mechanical vibration, 

sound-assisted fluidization, fluidization with 

magnetic/electric fields, pulse fluidization, or 

centrifugal fluidization (Kristensen and Schaefer, 1987; 

Chen et al., 2009; Parikh, 2016) 

 

Figure 6. Simulation results of particle volume fraction of 

limestone 
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Figure 7. The pressure drop versus velocity for 

experimental and simulation results. 

6 Discussion 

According to (Geldart, 1973; Kunii and Levenspiel, 

2013; Ram, 2013), due to the large inter-particular 

forces between Geldart C particles, they are difficult to 

fluidize. The results of experiments and simulations 

confirmed this. Therefore, although the meal of 

limestone consists of Geldart A and B, the fine powders 

of Geldart C have dominated the meal (approximately 

60% of the meal) and there are not enough large 

particles to give a significant improvement in 

fluidization. 

The minimum fluidization velocities of larger 

particles (120-500 µm) have previously been calculated 

by Barracuda simulations and determined in 

experiments (Jayarathna et al., 2014) and showed 

reasonably good agreement with each other and with 

other literature data (Yang et al., 2004). The deviation 

between simulated and measured data varies between 

1% and 15 %, and the root means the square error is 

10%. These studies indicated that fluidization is much 

easier for Geldart A and B particles. 

One of the approaches that can be applied to 

improve the flowability of Geldart C particles is mixing 

them with a large fraction of Geldart B particles, as 

explained in the literature (Kunii and Levenspiel, 2013) 

and as shown in experiments with small limestone 

particles (Tashimo et al., 1999; Kato, 1991). 

7 Conclusion 

Although there were some fractions of larger particles 

of Geldart A and B in the raw meal, the results of the 

experiments of the cold-flow lab-scale BFB unit 

revealed that regular cement raw meal is difficult to 

fluidize. This is likely due to the large fraction of 

Geldart C particles in the meal (approximately 60%). 

Owing to the fine particle sizes of the raw meal, there 

are strong cohesive forces between the particles, and this 

prevents fludization. 

The results confirm the results published in the 

literature about Geldart C particles. Hence, a 

conventional bubbling fluidized bed is difficult to 

fluidize Geldart C particles. The pressure drop profile 

and the minimum fluidization velocity determined by 

CPFD simulation compared quite well with the 

experimental results (RMSE 10 %). 
In future work, the mixing of the cement raw meal 

and a rather high fraction of inert Geldart B particles will 

be investigated to find out whether this could be a way 

to solve the fluidization problem of the regular cement 

raw meal. 
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Abstract
Particle agglomeration is one of the obstacles for
successful application and commercial breakthrough of
fluidized bed biomass gasification. The problem is
generally associated with molten ash components that
interact with the bed particles, forming agglomerates
that interfere with the flow behavior.
     In this work experimental and computational study
are combined in order to gain more insight into the fluid
dynamics in a bubbling fluidized bed gasifier. The goal
is to develop a Computational Particle Fluid Dynamic
(CPFD) model that can be used in further investigations
of the correlation between flow behavior and bed
agglomeration during biomass gasification in fluidized
beds. The experimental part was performed in a 20 kW
laboratory scale bubbling fluidized bed system. The
commercial CPFD software Barracuda Virtual Reactor
(VR) version 17.4.1 was used for the computational
study. Simulation results were compared to the
experimental data in order to validate the CPFD model.
Pressure drops predicted by the simulations were in
good agreement with the experimental measurements,
which indicate that the model is well capable of studying
the fluid dynamics in a fluidized bed system.

Keywords:     biomass gasification, fluidized bed,
agglomeration, CPFD simulations

1 Introduction
Fluidized bed reactors have a broad use in various
industrialized applications and are common in both
petroleum and petrochemical processes, as well as heat
and power production. A typical fluidized bed system
consists of a cylindrical column packed with a suitable
bed material, which is kept in a fluidized state by
passing a fluid through at a velocity that is sufficiently
high to “loosen” the bed particles. The fluidized bed
design allows for good mixing in all directions within
the reactor, resulting in enhanced fuel/fluid contact and
thereby increased heat and mass transfer (Sansaniwal,
2017). As a result of the combination of intense solid
mixing and bed materials with large thermal capacity,
the fluidized beds can be operated under nearly
isothermal conditions. Additionally, they have the
benefit of continuous and controlled operations (Basu,
2013). Due to their homogenous operation conditions,
the fluidized bed reactors are capable of handling a wide

range of fuels, and compared to other conversion 
technologies they are considered well suited for 
processing highly reactive fuels such as biomass (Basu, 
2013; Capareda, 2014). 
     Despite the many advantages with the fluidized beds, 
some difficulties are reported related to the gasification 
process of biomass-derived fuels. Generally, these 
problems are associated with ash-melting and following 
agglomeration of bed material. Biomass fuels refer to a 
broad variety of feedstock, and are characterized as 
heterogeneous with widely varying chemical and 
physical properties (Capareda, 2014). Due to the 
differences in chemical and physical properties, the 
biomass fuel characteristics are associated with 
diversity in composition of ash forming elements, which 
may represent significant barriers for successful 
fluidized bed gasification processes (Tiffault et al, 
2018).  

Understanding the fluid dynamics in the fluidized bed 
is essential for maintaining ideal operational conditions 
for an appropriate fluidized regime. This work is divided 
into one experimental part and one simulation part. The 
experimental setup is a 20 kW laboratory scale bubbling 
fluidized bed gasifier. The laboratory scale model is 
used to study the fluidized conditions at different 
gasification temperatures. Additional experiments with 
a mix of bed material and agglomerates are performed 
to investigate the dependence of fluidization on particle 
shape, size and density. For the simulation part, the 
commercial CPFD software Barracuda VR version 
17.4.1 is used for simulations of the flow behavior in a 
bubbling fluidized bed gasifier. The data and 
measurements achieved from the fluidization 
experiments are used to develop and validate a CPFD-
model that can be used for further investigations.     

2 Particle agglomeration in fluidized 
beds 

Ash related problems are a key concern in gasification 
of biomass in fluidized beds. The problems are generally 
related to alkali ash components that interact with the 
bed particles, forming agglomerates that cause fluid 
dynamic disturbances in the bed. The agglomerates 
interfere with the flow behavior, change the fluidized 
conditions and make further fluidization impossible. 
During bed agglomeration processes, the solid mixing 
becomes ineffective because the agglomerates tend to 

SIMS 61

DOI: 10.3384/ecp20176414 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

414



obstruct the particles movement, resulting in decreased 
heat transfer and local temperature deviations that in 
turn create de-fluidized volumes in the bed (Bartles et 
al, 2008). De-fluidization is described as a total collapse 
of the fluidized bed, and is recognized by a rapidly 
decreasing bed pressure drop and/or a substantial 
change in the bed temperature. In the most severe cases, 
particle agglomeration results in  unscheduled 
shutdowns of the whole installation (Öhman and 
Nordin, 2000).  

Particle agglomeration in fluidized bed biomass 
gasification is highly coupled to the high temperature 
chemistry of the biomass ash, i.e. its melting and the 
consequently appearance of an alkali liquid phase that 
glue the ash to the surface of the bed particles (Öhman 
et al., 2000). The mechanisms are dominated by a 
combination of ash particles attaching the surface of the 
bed material and chemical reactions that occur between 
the ash-coated bed particles and the condensed gaseous 
alkali components (Figure 1). 

 

Figure 1. Ash deposition onto the surface of silica sand 
bed material (Öhman et al., 2000). 

As a consequence of repeated collisions between the 
ash-coated particles in the bed, the particles stick 
together and eventually they grow towards larger 
agglomerates. Figure 2 shows a photo of agglomerate 
formed during gasification experiments with grass 
pellets in a bubbling fluidized bed gasifier (Furuvik et 
al, 2020).  

 

Figure 2. Agglomerate of biomass ash and silica sand 
particles, formed in a bubbling fluidized bed gasifier.   

3 Experimental setup 
The fluidization experiments were performed in a 20 
kW laboratory scale bubbling fluidized bed reactor with 
a height of 100 cm and an inner diameter of 10 cm. A 
schematic of the experimental setup is shown in Figure 
3. The fluidizing agent was air introduced into the bed 
through two pipes from the bottom of the column. The 

air mass flow rate was controlled with a Brook air 
flowmeter, with an operating range between 0.5 kg/h – 
4.7 kg/h. Five pressure transducers placed along the 
height of the reactor were constantly monitoring the 
operating conditions in the bed. Each pressure 
transducer measures the gauge pressure in the given 
position, i.e. the fluid pressure above the atmospheric 
pressure. The temperature and pressure sensors are 
connected to the LabVIEW software for data 
acquisition. The locations of the pressure and 
temperature sensors (P1/T1, P2/T2, P3/T3, P4/T4 and 
P5/T5) are seen in Table 1.  

 
Figure 3. Schematic of the laboratory scaled bubbling 
fluidized bed used in fluidization experiments. 

Silica sand particles with a mean diameter of 305 µm 
and particle density 2600 kg/m3 were used as bed 
material. The sand particles were preheated to the 
operating temperature by letting the air pass through a 
preheated chamber before entering the reactor. The 
experiments were run without feeding biomass to the 
reactor. The externally heated reactor was operated at 
temperatures that were kept constant throughout each 
test run. Five thermocouples were used to determine the 
temperature profile in the bed and to control the 
temperatures at experimental conditions of 300ᵒC, 
600ᵒC, 700ᵒC and 800ᵒC. For each temperature, a 
fluidization experiment of the bed particles were 
performed. The pressure drop in the bed were recorded 
at different superficial air velocities ranging from 0.029 
to 0.330 m/s. The superficial air velocities (𝑢௙) were 
calculated from the mass flow rate (𝑚̇), the area of the 
reactor (𝐴) and the air density at the specific 
temperatures (𝜌௙): 

𝑢௙ =
𝑚̇

𝐴 ∙ 𝜌௙
 (1) 

Table 1 lists the operating parameters for the bubbling 
fluidized bed reactor. The minimum fluidization 
velocity for each experimental condition was calculated 
using the equation for minimum fluidization derived 
from Ergun’s equation (Kuuni and Levenspiel, 1991).  
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Table 1. Operating parameters for fluidization 
experiments. 

Description Value 

Operating 
temperatures  

300, 600, 700 and 800°C 

Air flow rate 0.5 – 3.0 kg/h 

Superficial air 
velocity range 

0.029 - 0.172 m/s @ 300°C 
0.044 - 0.262 m/s @ 600°C 
0.049 - 0.292 m/s @ 700°C 
0.054 - 0.330 m/s @ 800°C 

Calculated minimum 
fluidization velocity  

0.050 m/s @ 300°C 
0.038 m/s @ 600°C 
0.036 m/s @ 700°C 
0.034 m/s @ 800°C 

Pressure and 
temperature 
measurement 
locations  

P1/T1: 0.023 m 
P2/T2: 0.143 m 
P3/T3: 0.238 m 
P4/T4: 0.538 m 
P5/T5: 0.838 m 

The mass of the bed particles was 2.355 kg, 
corresponding to a static bed height of 20 cm. For the 
temperatures of 700ᵒC and 800ᵒC additional test runs 
were carried out, for these runs a mix of agglomerates 
of different sizes was introduced to the bed together with 
the bed materials. The mass of agglomerates was 116 g 
corresponding to a bed agglomeration of 5% by weight. 
The agglomerates were produced from previous 
performed gasification experiments (Furuvik et al, 
2020). Detailed specification of the properties of the bed 
material and the agglomerates are shown in Table 2.  

Table 2. Specification of particle properties. 

Particle properties Value 

Mass of bed material  2.355 kg 

Bed material particle size range  180 – 710 µm 

Particle density of bed material 2600 kg/m3 

Mass of agglomerates  116 g 

Size of agglomerates  1.0 – 3.0 cm 

Agglomerate density 1510 kg/m3 

4 Simulation model 

4.1        CPFD model description 
CPFD simulations are useful tools in modelling of fluid-
particle interaction in fluidized bed reactors. In this 
study, the commercial software package Barracuda VR 
was used to simulate the fluid dynamics in a 20 kW 
laboratory scale bubbling fluidized bed system. 
Barracuda VR uses the three-dimensional Multiphase 
Particle-in-Cell (3D-MP-PIC) method for calculating 
the fluid-particle flow. The method is based on the 

Eulerian-Lagrangian approach, wherein the Eulerian 
approach is used for solving the continuum phase and 
the Lagrangian approach is used for solving the particle 
phase. In the MP-PIC method, the solid particles are 
modeled as computational particles with a proper size 
and density distribution (Jayarathna et al, 2017; Thapa 
and Halvorsen, 2014).  The governing equations include 
the conservation of mass, momentum and energy in the 
system. The interphase momentum transfer is an 
important term when modelling fluidized bed systems, 
and is described in details by Chladek et al. (Chladek et 
al, 2018) and Jayarathna et al. (Jayarathna et al, 2017).  
    The particle fluidization results from the drag forces 
exerted by the fluid on the particles. The drag forces are 
the main cause of transfer of mass, momentum and 
energy between the different phases in the fluidized bed 
system (Marchelli et al, 2020). In Barracuda VR the 
drag forces (F) have their general form: 

𝐹 = 𝑚௣𝐷(𝑢௙ − 𝑢௣) (2) 

Where mp is the mass of the particles, uf is the fluid 
velocity, up is the particle velocity and D is the drag 
function (CPFD Software, 2020). The dimensionless 
drag function is the fluid-particle interphase exchange 
coefficient and differs for the different drag models.  
Common for all systems are that D always has a 
complex dependency on the bed porosity and the 
particle Reynolds number (Re) (Marchelli et al, 2020). 
The Re is defined as: 

𝑅𝑒 =  
2𝑟௣𝜌௙(𝑢௙ − 𝑢௣)

𝜇௙
 (3) 

Where rp is the particle radius, ρf is the fluid density and 
µf is the fluid viscosity. The drag models determine the 
drag forces acting on the particles, and several drag 
models are available in Barracuda. In order to study the 
behavior of different drag models for the chosen system, 
the Wen-Yu drag model (CPFD Software, 2020; Wen 
and Yu, 1966), the Ergun drag model (CPFD Software, 
2020; Ergun, 1952) and the Wen-Yu/Ergun drag model 
(CPFD Software, 2020) were tested.   
    The Wen-Yu model is considered most valid for 
dilute systems.  The drag function for the Wen-Yu 
model (DWY) is dependent on the fluid conditions and 
the particle properties, and is related to the drag 
coefficient (Cd) (CPFD Software, 2020; Wen and Yu, 
1966): 

𝐷ௐ௒ =  
3

8
𝐶ௗ

𝜌௙(𝑢௙ − 𝑢௣)

𝜌௣𝑟௣
 (4) 

Where ρp is the particle density.  
    The drag coefficient (Cd) is defined as a function of 
Re and is calculated by the following set of equations 
(CPFD Software, 2020; Wen and Yu, 1966): 
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𝐶ௗ =

⎩
⎪
⎨

⎪
⎧  

24

𝑅𝑒
𝜃𝑓

𝑛0

24

𝑅𝑒
𝜃𝑓

𝑛0  (𝑐0 + 𝑐1𝑅𝑒𝑛1)

𝑐2𝜃𝑓
𝑛0

 

𝑅𝑒 < 0.5 
 
 

𝑅𝑒 ≤ 0.5 ≤ 10000 
 

𝑅𝑒 > 10000 

(5) 

 
Where θf is the fluid volume fraction, c0, c1, c2, n0 and n1 

are model constants with default values 1.0, 0.15, 0.44, 
-2.65 and 0.687 respectively. 
    The Ergun drag model is developed from dense bed 
data and is primarily most suitable for picturing flow 
through static packed beds. The drag function (DE) is 
given by (CPFD Software, 2020; Ergun, 1952): 
 

𝐷ா = 0.5 ቆ
𝑘ଵ𝜃௣

𝜃௙𝑅𝑒
+ 𝑘଴ቇ

𝜌௙(𝑢௙ − 𝑢௣)

𝜌௣𝑟௣
 (6) 

 
Where θp is the particle volume fraction, k0 and k1 are 
constants with default values 2 and 180 respectively. 
    Wen-Yu/Ergun drag model is a combination of the 
Wen-Yu and the Ergun models. This allows it to be able 
to work well in both dense and dilute systems. The drag 
function (DWYE) is controlled by the close pack volume 
fraction (θcp) with a switch from Ergun to Wen-Yu at 
defined values. Wen-Yu/Ergun uses the Ergun function 
for θp > 0.85·θcp and the Wen-Yu function at higher 
voidage (CPFD Software, 2020). 
 

𝐷ௐ௒ா =

⎩
⎪
⎨

⎪
⎧

 𝐷𝑊𝑌

𝐷 𝐸_𝑊𝑌

𝐷 𝐸

 

𝜃௣ < 0.75𝜃௖௣ 

0.75𝜃௖௣ ≥ 𝜃௣ ≥ 0.85𝜃௖௣ 

𝜃௣ > 0.85𝜃௖௣ 

(7) 

 
Where DE_WY is defined as: 

𝐷ா_ௐ௒ = (𝐷ா − 𝐷ௐ௒) ቆ
𝜃௣ − 0.75𝜃௖௣

0.85𝜃௖௣ −  0.75𝜃௖௣
ቇ + 𝐷ௐ௒ (8) 

4.2 CPFD simulations 
CPFD simulations of a 20 kW laboratory scale 

fluidized bed were performed. The 3D computational 
grid was created using 10000 control volumes. The 
reactor was initially loaded with silica sand particles 
with mean particle diameter of 305 µm and a particle 
density of  2600 kg/m3.  The particle size distribution is 
determined based on the discrete mass frequency 
distribution (Crowe et al, 2012), the result is shown in 
Figure 4. 

 

Figure 4. Particle size distribution of bed material. 

Fluidizing agent was air at atmospheric pressure. Flow 
boundary conditions were applied at the bottom of the 
reactor. The pressure in the bed was measured at 
positions P1= 0.023 m, P2 = 0.103 m and P3 = 0.183 m 
above the bottom of the column.  The simulations were 
run for 70 s with a time step of 0.0001 s. Table 3 shows 
the values of the model parameters used in the 
simulations. In order to add agglomerates to the 
fluidized bed a coarser grid was required, and the 
number of grid cells was therefore reduced from 10000 
to 5120. The size of the agglomerates was limited by the 
chosen grid, which allowed a maximum particle size of 
1.0 cm. In the present simulations, the size of the 
agglomerates ranged from 0.5 cm to 1.0 cm with a 
particle density approximately equal to 1510 kg/m3 

(Furuvik et al, 2019).  

Table 3. Model parameters used in the CPFD 
simulations. 

Description Value 

Particle density  2600 kg/m3 

Fluidizing agent Air 

Type of flow 
Isothermal@ 
300, 600, 700 and 800°C 

Particle size 
Range: 180 - 710 µm 
Mean diameter: 305 µm 

Close-pack volume 
fraction 

0.6 

Particle sphericity 0.86 

Static bed height 0.20 m 

Superficial gas 
velocity 

0.005 – 0.200 m/s 

Agglomerate particle 
size 

1.0 cm 

Agglomerate density  1510 kg/m3  

5 Results and discussion 
The bed pressure drop was measured experimentally at 
different superficial gas velocities. The operating 
temperatures were 300°C, 600°C, 700°C and 800°C. 
Figure 5 shows that the pressure drops decrease with 
increasing bed temperatures. The drag equations explain 
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how the bed operating temperature alters the fluidized 
conditions in the bed. All drag functions indicate that the 
drag forces are strongly dependent on both the bed 
porosity and the Re. Moreover, increased bed 
temperature results in increased fluid viscosity (µf) and 
decreased fluid density (ρf), and hence lower Re. From 
the Wen-Yu drag functions, equation (3) and (4), it is 
obvious that changing the Re will cause a change in the 
magnitude of drag forces exerted on the bed particles. 
Stronger drag forces acting on the bed material give 
lower pressure drop in the fluidized bed.  

 

Figure 5. Comparison of experimental bed pressure drops 
with different operating temperatures. 

Additional two fluidization experiments were carried 
out, where 5 wt% of agglomerates were mixed together 
with the bed particles. The experimental temperature 
conditions were 700°C and 800°C. Figure 6 shows that 
adding agglomerates to the process alters the character 
of the fluidized conditions. This can also be seen in drag 
force calculations using the drag functions described in 
equation (3), (5) and (7). The drag functions describe 
how the relation between the superficial velocity and the 
particle shape, size and density determine the bed 
conditions during fluidization. 
    The agglomerates are relatively big, but porous, 
which give them low particle density (ρp). A change in 
the ρp alters the gravitational forces acting on the 
particles. Looking at the drag equations, lower ρp gives 
increased drag function that further results in stronger 
drag forces and decreased pressure drop. 
    The agglomerates are more angular compared to the 
sand particles. Lower sphericity alters the packing 
properties of the bed and leads to change in the 
associated void spaces. Larger voids in the bed result in 
higher fluid volume fraction, which based on the Wen-
Yu drag coefficient give increased drag forces and 
thereby lower bed pressure drop.  

 

Figure 6. Comparison of experimental bed pressure drops 
with and without agglomerates. 

To predict the fluidized conditions in the bubbling 
fluidized bed, the experimental setup was modeled 
using CPFD calculations. The simulation model was 
validated by comparing the measured pressure drop 
from experiments with results from the CPFD 
simulations. Wen-Yu, Ergun and the combined Wen-
Yu/Ergun drag models were tested in order to study the 
behavior of the different drag models for the present 
system. Figure 7 compares the experimental results and 
the results from the simulations of the three different 
CPFD models at bed temperature of 300°C. The results 
show that the Wen-Yu drag function gives better 
prediction compared to the other drag models.  

The advantage of Wen-Yu is that the drag force only 
depends on the fluid volume fraction and the Re, which 
make it very suitable for predicting the fluid dynamics 
in stabilized systems with isothermal bed conditions. 
The Wen-Yu drag function is based on a dependence on 
the Re, with a switch between different functions for 
Re<0.5 and Re>1000. Re increases as the superficial 
fluid velocity increases. However, Re will never exceed 
1000 nor fall below 0.5 in the selected superficial 
velocity range. For this system, Wen-Yu therefore uses 
the same equation to calculate the bed conditions for all 
measuring points during the simulations. As the bed 
temperature is kept constant during the whole 
simulation time, it can be assumed that both the fluid 
conditions and the particle properties are unchanged.  
Fluid volume fraction will admittedly fluctuate slightly 
as a result of where and how bubbles are formed in the 
bed. These fluctuations are relatively small, hence they 
will not give large disturbances in the fluidized 
conditions. 

Ergun drag model is based on data from fixed bed 
experiments and is therefore expected to be more 
appropriate at higher packing fractions. The superficial 
fluid velocity has large contribution to Ergun equation. 
For low velocities, the bed conditions are mainly 
controlled by the particle packing. As the superficial 
velocity increases, the velocity takes more control over 
the bed conditions. At higher velocities, Ergun gives 
large fluctuations in the pressure drop. As seen in Figure 
7, the drag model fails in the fluidized regime.  

Wen-Yu/Ergun drag model is a combination of the 
Wen-Yu model and the Ergun model, whereas the close-

SIMS 61

DOI: 10.3384/ecp20176414 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

418



pack volume fraction (θcp) determines which drag 
function that are used. For this system with θcp = 0.6, the 
Ergun equation is applied when the particle volume 
fraction (θp) > 0.51, and Wen-Yu is applied when θp < 
0.45. The results indicate that the only drag function 
used for the present CPFD calculations is Ergun, which 
explains why the simulated pressure drop for Ergun and 
Wen-Yu/Ergun drag models are about the same. 

 

Figure 7. Comparison of experimental result and 
simulations using different drag models. 

Figure 8 shows the experimental and the simulated 
pressure drops in the fluidized bed for temperature 
conditions of 300°C. The theoretical minimum 
fluidization velocity (umf) for the particles was 
previously calculated to umf,theoretical = 0.05 m/s. From the 
CPDF simulations, the minimum fluidization velocity is 
found at approximately the same value, umf,simulated = 0.05 
m/s. Comparison of the experimental pressure drop and 
the simulations using the Wen-Yu drag model shows 
that the CPFD model can predict fluid dynamic behavior 
of fluidized bed reasonably well. 

 
Figure 8. Comparison of experimental and simulated bed 
pressure drops for 300°C. 

Figure 9 shows the experimental and the simulated 
pressure drops in the fluidized bed for temperature 
conditions of 800°C. As seen in the figure, the minimum 
fluidization velocities have decreased with the increased 
temperature. umf is indicated by black vertical lines in 
the figure, which read off umf,theoretical = 0.034 m/s and 
umf,simulated = 0.046 m/s. The large deviation between 
umf,theoretical and umf,simulated can be explained by the 
theoretical calculation using the mean particle diameter 
of 305 µm, while the CPFD calculation use the particle 
size distribution  (Figure 4) where the particle diameter 
ranges from 180-710 um.  However, the CPFD 

simulation correctly predicts the fluidized regime and 
pressure drops in the fluidized bed system.  

 

Figure 9. Comparison of experimental and simulated bed 
pressure drop at 800ᵒC. 

Figure 10 and 11 compare the experimental and the 
simulated pressure drops for fluidization of sand and 
sand mixed with agglomerates for the temperature 
conditions of 700°C and 800°C respectively. One 
problem in the application of CPFD modelling of the 
agglomerated fluidized bed systems is that the 
agglomerates exist in all types of size, shapes and 
structures, which makes it difficult to define the 
agglomerated particles properties correctly. Although 
the simulations show instabilities in the fluidized 
regimes, the CPFD model maintains good agreement for 
the fluidized operation conditions in the fluidized 
regime.  

 

Figure 10. Comparison of experimental and simulated 
pressure drop for agglomerated bed at 700°C. 

 

Figure 11. Comparison of experimental and simulated 
pressure drop for agglomerated bed at 800°C. 

SIMS 61

DOI: 10.3384/ecp20176414 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

419



6 Conclusion 
In this study, the fluid dynamics of a bubbling fluidized 
bed gasification system were investigated 
computationally and experimentally. The study 
included CPFD simulations of fluidization of silica sand 
particles and agglomerates using the commercial 
simulation software Barracuda VR version 17.4.1. 
Comparison of experimental and simulated pressure 
drops over the bed showed that the model can predict 
fluid dynamic behavior of fluidized bed reasonably 
well. Furthermore, the comparison showed that the 
Wen-Yu drag model gave better prediction of the 
fluidized conditions in the bed compared to the Ergun 
and the Wen-Yu/Ergun drag models.  

The agglomerates are large sized and porous, which 
give them low density. The fluid dynamics in the bed 
depend upon the particle shape, size, density and 
diameter. Thus, the agglomeration process disturbs the 
fluidized conditions in the bed. The CPFD model is well 
capable of predicting the effect of agglomerates on flow 
behavior in a fluidized bed gasifier, and can be used for 
further studies including ash from different types of 
biomass. 
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Abstract 
Fluidized bed reactors can be used for biomass 

gasification. The product from biomass gasification is 

syngas, which can be used for production of bio oil. The 

main challenge when using fluidized bed for 

gasification is ash melting and agglomeration of the bed 

material. Agglomeration of the bed material influences 

on the flow behavior in the fluidized bed reactor and 

thus affects the gasification efficiency. A Computational 

Particle Fluid Dynamic (CPFD) model is developed to 

predict the flow behavior in a fluidized bed gasifier. The 

CPFD model was validated against experimental data 

from a cold fluidized bed. The model was then tested 

against the results from a biomass gasifier, and a few 

modifications were needed. Glickman’s scaling 

parameters were used to scale up from a lab-scale to a 

full-scale gasifier. Simulations using the modified 

model were performed to study the flow behavior in a 

full-scale gasifier with agglomerates. It was found that 

the CPFD model is capable of predicting the effect of 

agglomerates on flow behavior in a fluidized bed 

gasifier.  

Keywords:     Biomass, gasification, ash, agglomeration, 

CPFD, Barracuda 

1 Introduction 

Biomass is considered a renewable energy source, and 

it is crucial to make the biomass conversion processes 

more energy effective. Biomass is converted via 

gasification into a syngas consisting of mainly CO and 

H2. Different technologies are used for gasification of 

biomass, and one of the most promising technologies is 

fluidized bed reactor. Fluidized bed reactors are used to 

ensure proper mixing of biomass and fluidizing gas, and 

thus increase the heat and mass transfer. Fluidized bed 

reactors are also very flexible when it comes to the type 

and quality of the biomass feed. The challenges when 

using fluidized bed gasifiers are ash melting and 

agglomeration of the bed material. Agglomeration may 

disrupt the flow behavior in the fluidized bed and thus 

affect the overall efficiency of the gasifier (Basu, 2013).  

2 Ash melting and agglomerates 

Ash melting is a big challenge in operation of biomass 

fluidized bed gasifiers. The amount of ash from biomass 

varies a lot depending on the type of biomass used. The

typical content of ash in wood chips, straw and solid

municipal waste is about 1 wt%,  8 wt% and 50 wt%

respectively. However, even a small amount of ash can

harm the gasification process, and it is therefore

important to study how ash melting and agglomeration

affect the flow behavior in a fluidized bed. Biomass such

as grasses, demolition wood, and straw have a high

potential to create agglomeration, fouling, and corrosion

in a gasifier. (Basu, 2013)

The operating temperature for biomass fluidized bed

gasifiers is usually kept in the range of 700-900°C to

avoid ash melting. Ideally, the temperature should be

increased to obtain a higher quality of the syngas and to

avoid problems with tar. The ash melting temperature

varies depending on the composition of the biomass.

The melting temperature for spruce wood is 1170℃,

whereas the melting point for wheat straw is 915℃

(Basu, 2013).

The most significant ash-forming elements in

biomass are silica (Si), potassium (K), calcium (Ca),

magnesium (Mg), aluminum (Al), phosphor (P),

chlorine (Cl), sodium (Na) and sulphur (S). (Balland 

et al., 2017; Furuvik et al., 2020). The ash-

forming elements are released from the biomass 

during the heating process. When the ash melts, 

the inorganic elements from the melted ash can 

create a sticky component, which functions as a glue 

between the ash and the sand particles, and 

agglomerates are formed. Figure 1 shows 

agglomerates which are created by melted biomass 

ash and sand particles. (Furuvik et al., 2019a; Furuvik 

et al., 2019b). The agglomerates are of various sizes 

and shapes, and may change the fluidization 

properties in a biomass gasifier significantly. 

An agglomerated bed creates instability in the bubble 

frequency and can cause fluid  channeling.

Agglomeration can also result in defluidized zones in

the gasifier. In the most severe cases, particle

agglomeration may lead to unscheduled shutdowns of

the whole installation. (Öhman et al., 2000)
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Abstract
Fluidized bed reactors can be used for biomass

gasification. The product from biomass gasification is

syngas, which can be used for production of bio oil. The

main challenge when using fluidized bed for

gasification is ash melting and agglomeration of the bed

material. Agglomeration of the bed material influences

on the flow behavior in the fluidized bed reactor and

thus affects the gasification efficiency. A Computational

Particle Fluid Dynamic (CPFD) model is developed to

predict the flow behavior in a fluidized bed gasifier. The

CPFD model was validated against experimental data

from a cold fluidized bed. The model was then tested

against the results from a biomass gasifier, and a few

modifications were needed. Glickman’s scaling

parameters were used to scale up from a lab-scale to a

full-scale gasifier. Simulations using the modified

model were performed to study the flow behavior in a

full-scale gasifier with agglomerates. It was found that

the CPFD model is capable of predicting the effect of

agglomerates on flow behavior in a fluidized bed

gasifier.
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1 Introduction

Biomass is considered a renewable energy source, and

it is crucial to make the biomass conversion processes

more energy effective. Biomass is converted via

gasification into a syngas consisting of mainly CO and

H2. Different technologies are used for gasification of

biomass, and one of the most promising technologies is

fluidized bed reactor. Fluidized bed reactors are used to

ensure proper mixing of biomass and fluidizing gas, and

thus increase the heat and mass transfer. Fluidized bed

reactors are also very flexible when it comes to the type

and quality of the biomass feed. The challenges when

using fluidized bed gasifiers are ash melting and

agglomeration of the bed material. Agglomeration may

disrupt the flow behavior in the fluidized bed and thus

affect the overall efficiency of the gasifier (Basu, 2013).

2 Ash melting and agglomerates

Ash melting is a big challenge in operation of biomass

fluidized bed gasifiers. The amount of ash from biomass



 

Figure 1. Agglomerates formed during gasification of 

biomass. 

3 Material and methods 

3.1 Experimental set-up 

Two different experimental set-ups have been used in 

this study. One is a cold fluidized bed, where the fluid 

dynamic properties and flow behavior are studied. The 

other one is a biomass gasification reactor used to study 

the gasification yield at different operation conditions.  

3.1.1 Cold fluidized bed set-up 

The cold fluidized bed consists of a transparent 

cylindrical tube open to the atmosphere, and with a gas 

distributor plate at the bottom. The height and diameter 

of the cylinder are 140 cm and 8.4 cm, respectively. 

Pressure transducers are installed along the height of the  

bubbling fluidized bed, and the distance between the 

transducers is 10 cm. The model is shown in Figure 2. 

Experiments were performed with sand particles with 

density 2650 kg/m3 as the bed material. A sieving 

analysis of the sand particles was performed and it was 

found that the particles had a size range of 300-700 µm. 

The weighted mean particle diameter was calculated to 

535 µm. An aspect ratio (bed height/bed diameter) of 

2.5 was used in the experiments. Pressure drop in the 

bed was monitored and plotted versus the superficial air 

velocity.  

 

Figure 2. Experimental set-up; cold fluidized bed 

(Jaiswal et al, 2018).  

 

3.1.2 Biomass gasifier set-up. 

A lab-scale bubbling fluidized bed reactor with a feed 

capacity of 3–5 kg/h was used for the experimental 

biomass gasification tests. A drawing of the reactor is 

presented in Figure 3. The experimental rig is composed 

of a feeding system, a fluidized-bed reactor, a pre-

heating system for the fluidizing gas stream, a sampling 

line and an exhaust line. The biomass gasification rig is 

made of stainless steel. It has three electrical heating 

elements, which are installed externally. The gasifier is 

insulated with refractory material on the inside, and a 

200 mm thick fiberglass layer on the outside to 

minimize the heat losses.  

The feeding system consists of a silo followed by a 

cold and a hot screw feeder. The cold screw feeder 

conveys the feed from the silo to the hot screw feeder. 

The hot screw feeder transports the feed into the reactor. 

The reactor is a cylindrical vessel with an inner diameter 

of 0.1 m and a height of 1.0 m. Air is used as the 

fluidizing agent, and flows through a pre-heater with a 

capacity of 18 kW. The exhaust line goes from the top 

of the reactor and transports the product gases into a 

flare. At the top of the reactor, there is also a sampling 

line, where samples of the syngas are taken at regular 

intervals and analyzed in a gas chromatograph (GC SRI 

8610C). Two experiments were performed at 

temperature 735℃ using gas flow rates of 1.5 and 2 

kg/h. The bed material was sand with a mean particle 

diameter of 367 µm and density 2650 kg/m3. The 

pressure drop over the particle bed was monitored. 

 

Figure 3. Experimental set-up; biomass gasifier.   

3.2 CPFD modelling 

Computational Particle Fluid Dynamics (CPFD) 

simulations are used to predict the minimum fluidization 

velocity and the flow behaviour in a cold fluidized bed 

and in a gasification reactor. The bed dimensions and 

the fluid and particle properties were the same as in the 

experimental tests. The CPFD model is developed using 

Barracuda VR. The CPFD numerical methodology 
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incorporates the multi-phase-particle-in-cell (MP-PIC)

method, where particles with the same properties are

grouped into parcels and each parcel is represented by

one computational particle (Snider, 2001; Amarasinghe,

2017). The gas phase and the particle phase are

modelled using the Eulerian and the Lagrangian

approaches respectively. Chladek et al. (2018) and

Jayarathna et al.  (2017) have described the 

transport equations in detail. Several drag models are 

available in Barracuda, and five of them were tested 

in this study. The five drag models are Ergun, 

Wen-Yu, Wen-Yu&Ergun, Turton-Levenspiel 

and Nonspherical Haider-Levenspiel. The Ergun 

drag model is derived based on dense bed systems, 

and is only valid for gas volume fractions lower than 

0.8. The Wen–Yu drag model (Wen and Yu, 1966) 

is developed based on a series of experiments 

performed by Richardson and Zaki in 1954. The 

experimental data are available in (Richardson and 

Zaki, 1997). The Wen-Yu correlation is valid when 

the internal forces between particles are negligible, 

meaning that the viscous drag forces dominate 

the flow behavior. The Wen-Yu drag coefficient 

is a function of the Reynolds number and the void 

fraction. Researchers have reported good

agreement between experiments and simulations using

the Wen-Yu drag model (Furuvik et al., 2019). The 

Wen-Yu & Ergun drag model, is a combination of 

the two drag models. Wen-Yu’s drag model is 

for dilute systems, and the Ergun drag model is for 

dense systems. This blend of drag models is 

controlled by the conditions set by the particle 

volume fraction and close pack volume fraction. 

Bandara et al. obtained good results when using the 

Wen-Yu & Ergun drag model in simulation of a 

circulating fluidized bed system (Bandara et al., 

2019). The Turton-Levenspiel model (Turton and 

Levenspiel, 1986) and the non-spherical Haider-

Levenspiel model (Haider and Levenspiel, 1989; 

Chhabra et al., 1999) utilize a single particle drag

function dependent on the fluid volume fraction.

3.3 Scaling

Fluidized bed reactors are operating under relatively

high temperatures, and it is difficult to observe the flow

behavior during operation. Therefore, cold fluidized

beds are often used for these types of studies. A CFD or

CPFD model can be developed and validated against

experimental data from cold bed tests. The model can

further be used for a biomass gasifier operating at high

temperatures. The cold bed has to be scaled based on

scaling rules to get the correct dimensions for the

particles and reactor, and to fit with the flow behavior

observed in the cold fluidized bed.  Scaling rules are

used to scale from cold to hot, and also for up-scaling

from lab scale to pilot or industrial sized reactors. To

obtain the fluid dynamic similarities between two

reactors, properly developed scaling rules must be used.
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The most commonly used scaling rules for fluidized

bed reactors are the rules proposed by Glicksman

(Glicksman, 1984; Glicksman 

study, a simplified set of Glicks

parameters is used. This simplified set is known 

as Glicksman’s viscous limit set of dimensionless 

parameters, and can be used when  Reynolds 

number is less than 4. The dimensionless numbers 

are:

 
𝑈2

0

𝑔∙𝐿

, 
𝐿

𝑑𝑝
,  

𝐿1

𝐿2
, 

𝑈0

𝑈𝑚𝑓
, 𝜑 

  

where 𝑈0 is the operating gas velocity,

minimum fluidization velocity, 

diameter, 𝐿 is a reactor dimension (eg. diameter, height, 

bed height) and 𝜑 is the sphericity. 

4 Results and discussion

4.1 Validation of CPFD model

A CPFD model of the cold fluidized bed was developed 

and validated against experimental data. 

was to find the drag model that gave the best fit 

experimental data. The grid resolution was set to

cells, which resulted in a uniformly distributed grid of 

9536 cells. Figure 4 shows the simulated pressure drop 

versus the superficial velocity for the different drag 

models.   

The Turton-Levenspiel model fits well with the 

experimental results in the fixed bed area (velocities 

lower than 0.17 m/s), whereas the Wen

a good agreement with the experimental data in the 

fluidized regime (velocity between 0.16 and 0.20 m/s). 

A fluidized bed reactor will operate in the fluidized 

regime, and therefore it was decided to use the Wen

drag function for the further validation of the CPFD 

model. 

Figure 4. Comparison of different drag models against 

experimental data. 

The next was to perform a grid resolution test. The 

number of cells was reduced from 12000 to 4000, and it 

was clear that using 4000 cells gave a significant 

deviation from the experimental results. 

was also run with 20000 cells, but this did not give any 

significant difference compared to using 12000 cells. 

Since simulation with 20000 cells are more time 



consuming, the further simulations were run with 12000 

cells. A time step dependency test was carried out, The 

time steps were changed from 0.001 s to 0.0001 s. The 

results are presented in Figure 5. The plot shows that the 

CPFD model using Wen-Yu drag model, 12000 cells 

and time step 0.0001 s gives a good agreement with the 

experimental data. This model is further used to 

simulate agglomerates in an up-scaled fluidized bed 

reactor.   

 

 

Figure 5. Comparison of simulations with different time 

step.  

Figure 6 shows a comparison of the minimum 

fluidization velocity from the experiments and the 

simulation using the final model. The simulated 

minimum fluidization velocity is about 10% higher than 

the experimental. The deviation may be due to small 

differences in particle size distribution and the closed 

packed volume fractions. The drag model could have 

been tuned to fit the experimental data better. However, 

the model is capable of predicting the flow behavior in 

a fluidized bed with acceptable accuracy. 

 

 

Figure 6. Comparison of minimum fluidization velocity. 

Dotted  lines mark the minimum fluidization velocities. 

The CPFD model was further tested against the results 

from the biomass gasifier, and it gave a good fit 

regarding the pressure drop over the bed at gas velocity 

0.20 m/s. 

4.2 Scaled model 

The lab scale fluidized bed gasifier was up-scaled 

using Glicksman’s viscous limit set of dimensionless 

parameters. Before doing the scaling, the diameter ratio 

of the two beds was set to 1:5, which means that the up-

scaled gasifier has a diameter of 0.5 m. The reason why 

the geometry ratio was fixed, was to be able to simulate 

large agglomerates by using the same number of cells as 

in the simulation of the lab scale gasifier. In CPFD 

simulations of gas particle systems, the particle sizes 

cannot exceed the size of the computational cells. The 

scaling parameter L/dp had to be neglected to avoid 

unreasonably large sand particles to be used in the up-

scaled bed. The scaling parameters  
𝑈0

2

𝑔∙𝐿
, 

𝐿1

𝐿2
, 

𝑈0

𝑈𝑚𝑓
, 𝜑 , were 

used for the up-scaling. The calculated parameters for 

the scaled and the lab scale gasifier are presented in 

Table 1. The highlighted values in the table are 

calculated based on the scaling rules.  

Table 1: Parameters for the lab-scale and the up-scaled 

gasifier.  

Parameters Lab-scale Up-scaled 

D 0.1 m 0.5 m 

Hbed 0.21 m 1.05 m 

T 735℃ 735℃ 

ρp 2650 kg/m3 2650 kg/m3 

ρg 0.35 kg/m3 0.35 kg/m3 

µg 0.000042Pa∙s 0.000042Pa∙s 

dp 367 µm 549 µm 

    𝑈0 0.153 m/s 0.342 m/s 

    𝑈𝑚𝑓 0.051 m/s 0.114 m/s 

    daggl - 3-4 cm 

    ρaggl 1506 kg/m3 1506 kg/m3 

 

Simulation with pure sand particles and with sand 

particles together with agglomerates were performed. 

The operating air velocity was set constant to 0.15 m/s 

in both simulations. In the simulation with 

agglomerates, agglomerates were fed continuously to 

the gasifier at a mass flow rate of 1.0 kg/s. The 

simulations were run for 90 s, and the pressure drop over 

the bed versus superficial gas velocity was monitored. 

The aim of these simulations was to find the amount of 

agglomerates required to influence on the flow behavior 

in the bed. Figure 7 shows the comparison of the 

simulations with and without agglomerates. As can be 

seen from the figure, there is a drop in the pressure for 

the agglomerated bed already after 20 s (20 kg of 

agglomerates fed to the reactor). The reason can be that 

the average density of the bed decreases due to the 

presence of agglomerates having a lower density than 

the sand. The lower pressure drop can also be due to air 

channeling caused by the large agglomerates. Between 

45 and 70 s the pressure drop over the agglomerated bed 

decreases gradually from 13500 Pa/m to 12300 Pa/m. 

During this time interval, the mass of agglomerates in 

the bed has increased from 45 kg to 70 kg, and it seems 
that the agglomerates have started to affect the flow 

behavior significantly. A higher concentration of 

agglomerates may lead to higher degree of channeling 
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of the air, which again gives a lower pressure drop over 

the bed. The problem is that a large part of the air leaves 

the bed through channels, and that the remaining air is 

not sufficient to fluidize the bed. This can result in 

defluidized zones in the bed, low mass and heat transfer 

and uneven temperature in the bed. Zones with very high 

temperature can occur, which promotes ash melting and 

formation of more and bigger agglomerates. In the end, 

the bed will collapse, and the gasification process has to 

be shut down. Ash melting and agglomeration of bed 

material can also plug the reactor totally, and thereby 

lead to a dangerous situation. It is therefore crucial to 

ensure that the gasifier is always running in the fluidized 

regime.  

    

 

Figure 7. Simulation of gasifier with and without 

agglomerates. Gas velocity 0.15 m/s. Agglomerate 

feeding 1 kg/s. 

Figure 8 shows the distribution of agglomerates (red) in 

the gasifier at time 0 s (no agglomerates), 60 s (60 kg of 

agglomerates and 90 s (90 kg of agglomerates). The 

agglomerates seems to segregate towards the bottom of 

the bed as the fraction of agglomerates increases. Figure 

9 shows the flow behavior in the bed with 14 kg, 60 kg 

and 90 kg of agglomerates. The shape and frequency of 

the bubbles (areas with low particle fractions) change as 

the fraction of agglomerates increases. Also, the bubbles 

are getting more diffuse, meaning that the fraction of 

particles in the bubbles is increasing. This indicates that 

most of the air is leaving the bed in channels or through 

the emulsion. 

 

Figure 8. Distribution of agglomerates in the bed at time 

0 s, 60 s and 90 s. Sand is blue, agglomerates are red. 

 

Figure 9. Flow behavior in agglomerated fluidized bed. 

Gas velocity 0.15 m/s, agglomerates 14, 60 and 90 kg. 

The next simulations were run to predict the minimum 

fluidization velocity for pure sand and for sand with 60 

kg (26% by volume) of agglomerates. The results are 

presented in Figure 10.  

 

 

Figure 10. Minimum fluidization velocities (marked with 

dotted lines) for sand bed and agglomerated bed. 

The pressure drop over the bed is significantly lower for 

the agglomerated bed than for the sand bed both in the 

fixed bed regime and in the fluidized regime. The 

minimum fluidization velocities are 0.05 m/s for the 

sand bed and 0.055 m/s for the agglomerated bed, which 

is significantly lower than the operating velocity of 0.15 

m/s in the previous simulations. It is also observed that 

the minimum fluidization velocity for the sand bed (0.05 

m/s) is less than half of the scaled minimum fluidization 

velocity (0.114 m/s). The reason is that the scaled 

minimum fluidization velocity is calculated from the 

Ergun’s equation using the mean particle diameter. The 

minimum fluidization velocity very much depends on 

the particle size and the particle size distribution, and the 

smallest particles in a mixture influence significantly on 

the minimum fluidization velocity (Jayarathne and 

Halvorsen, 2009).  In the simulations with Barracuda, 

the particle size distribution is included, and the 

simulations are therefore giving a more realistic value 

for the minimum fluidization velocity. 

     Figure 11 shows the distribution of the agglomerates 
(red) in the bed at minimum fluidization velocity (0.055 

m/s) and at velocity 0.085 m/s. The volume fraction of 
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agglomerates is 26%. At minimum fluidization velocity, 

the agglomerates are uniformly distributed in the 

gasifier. However, when the gas velocity is increased to 

0.085 m/s, the agglomerates segregates towards the 

bottom of the bed. Segregation of agglomerates can 

have unfortunate consequences for the gasification 

process, as it can lead to defluidized zones with high 

temperature at the bottom of the bed. This can trigger 

the formation of more and also larger agglomerates.  

  

 

Figure 11. Distribution of agglomerates in the bed at gas 

velocity 0.055 m/s and 0.085 m/s. 

Figure 12 shows the comparison of the flow behavior in 

the bed without agglomerates (left) and with 26% 

agglomerates (right) at gas velocity 0.101 m/s. In the 

sand bed, the bubbles seem to be well distributed in the 

bed, whereas in the agglomerated bed it seems like the 

gas (bubbles) is channeling through the bed in the 

center.  The channeling of the air will cause bad mixing 

and limited mass and heat transfer. It is crucial to run the 

gasifier at temperatures well below the ash melting 

temperature to avoid agglomeration of the bed material. 

It is also important to operate the gasifier well above the 

minimum fluidization velocity to avoid defluidization 

and segregation of the larger particles if agglomeration 

occurs. Reduction in pressure drop over the bed 

indicates that formation of agglomerates has occurred.  

 

Figure 12. Distribution of particles in bed without 

agglomerates (left) and with agglomerates (right). Gas 

velocity 0.101 m/s.  

5 Conclusion 

The objective of this study was to develop a model to 
predict the flow behavior in a fluidized bed gasifier. A 

CPFD model is developed using the commercial 

software Barracuda VR. Experiments were performed 

using a cold model of a fluidized bed reactor to study 

the flow behavior and determine the minimum 

fluidization velocity. Additional experiments were 

performed in a lab-scale biomass gasifier 735℃ to 

determine the pressure drop over the bed.  

     The CPFD model was first validated against 

experimental data from the cold fluidized bed. Grid 

resolution tests, tests with different time steps, and tests 

with different drag models were performed, and the final 

model gave good agreement with the experimental 

results. The average deviation between the experimental 

results and the simulations regarding pressure drop and 

minimum fluidization velocity was 6% and 10% 

respectively. The model was further tested against the 

results from the biomass gasifier, and it gave a good fit 

for the pressure drop over the bed at gas velocity 0.20 

m/s. A few modifications were needed to be able to 

simulate an agglomerated fluidized bed gasifier.  

Glicksman’s scaling rules were used to scale up the lab-

scale gasifier to a full-scale gasifier. Simulations using 

the modified model were performed to study the flow 

behavior in a full-scale gasifier with agglomerates. The 

pressure drop over the bed decreased with increasing 

mass of agglomerates. The minimum fluidization 

velocity for the bed with 26 vol % agglomerates was 

about 10% higher than for the sand bed. The bubble 

shape and bubble frequency changed with the fraction 

of agglomerates in the bed. This may be due to gas 

channeling and segregation of agglomerates. The 

developed CPFD model is capable of predicting the 

effect of agglomerates in a fluidized bed gasifier. 
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Abstract
Entrained flow gasification is a promising technology

for conversion of biomass into valuable fuels and

chemicals. Residues and byproduct formed during a

gasification process possess a significant challenge prior

to the production of synthetic fuel (biofuel). Present

work focuses on the simulation of an entrained flow

gasification reactor in Barracuda, which is based on the

Computational Particle Fluid Dynamics (CPFD)

modelling. The model is validated against experimental

gas compositions reported in the literature. The model

was used to study the flow behavior as well as the

distribution of product gases and temperature inside the

reactor. Simulations showed zones of high and low-

temperature regions suggesting different reactions zones

such as a partial combustion zone near a fuel injector

followed by a gasification zone. The flow behavior

inside the reactor shows zones of recirculation,

spreading and the fast flowing zone. Results from the

product gas distributions inside a reactor supports the

reason behind the zones with different temperature.

Keywords:     entrained flow, biomass gasification,

CPFD, MP-PIC approach

1 Introduction

World economy primarily depends upon the use of

fuels, dominated by the use of fossil fuels compared to

the use of renewable fuels. Fossil fuels has a share of

81% in the total energy consumption (Dudley, 2018).

Due to the negative impact of the use of the fossil fuels,

clean and efficient energy sources are getting prioritized

in the energies and climate policies across the globe

(Solorio and Jörgens, 2020). Biomass energy is a

carbon-neutral fuel due to its sustainable life cycle.

Besides this, low amounts of N2 and S in biomass

generates low emissions of NOx and SOx. Biomass has

been one of the economic and efficient energy sources

for the humankind for many years. Biomass energy

covers about 14% of the global energy demands and

plays an important role in replacing the fossil fuel

(Bandara et al., 2018). Biomass gasification is a key

technology for the conversion of biomass into syngas, a

mixture of CO and H2. The produced syngas can be used

as a source for the production of bio fuels, valuable

chemicals as well as for the heat and power generation.

Nearly 25% of the global emission in 2016 were

generated by transport sector, out of which air- and road

transportation accounts for 86% (Guo, 2020).  Fossils

fuels primarily drive the transport sector. Among the

different alternatives, second generation biofuels via

gasification and catalytic conversion is a promising

technology. Integration of biofuels from biomass does

not require major infrastructure modification, which

makes it very relevant to conservative industries such as

aviation and marine (Guo, 2020).

Due to the high content of volatile matters, thermal

gasification often encounters technical challenges

related to tar formation. This problem can be overcome

by operating at high temperatures (> 1100°C), which

promotes tar-reforming reactions (Llamas et al., 2020).

Entrained flow (EF) biomass gasification reactors meet

this requirements and typically operate at high

temperatures (1300-1500°C) and high pressure (25-30

bar) (Molino et al., 2016).

EF gasification reactors can operate both in a

slagging and non-slagging mode. Slagging mode EF

biomass gasifiers are more flexible due the ability to

melt the ash formed during the operation. Also, the EF

gasifiers have high carbon conversion efficiency as

compared to the fluidized bed gasifiers (Weiland et al.,

2013).

In addition, solid fuel particles have typically very

short residence time (2-3 sec) (Qin, 2012). Therefore,

smaller particles of typically around a few hundred

microns are needed to achieve good heat transfer and

mixing (Guo, 2020).  Pre-treatment of biomass particles

to achieve particle size of a few hundred microns of

feedstocks requires a high amounts of energy. Also, the

less reactive products, i.e. soot and char, formed during

the devolatilization steps limits the complete conversion

of fuel. Therefore, it is crucial to model EF reactors

accurately to the increase the overall efficiency.

Figure 1 depicts the different processes occurring

inside a gasifier. The main chemical reactions for the

biomass gasification process are listed below (R1-R7).

Heat is supplied to the reactor during the primary

pyrolysis/devolatilization, which gives the volatiles and

char. Volatiles consists of non-condensable gases such

as CO, CO2, CH4, H2 and condensable tar.
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Figure 1. Process occurring in a gasifier:

pyrolysis/devolatilization of fuel and

gasification/reformation of the resulting gases and char

After initial decomposition, a variety of gas-solid and

gas-gas reactions take place.  Tars formed during the EF

gasification cracks into light hydrocarbons such as CH4,

C2+. Liu et al. have demonstrated that the reaction rate 

of char gasification is relatively high at a temperature 
range of 1273-1673K (Liu et al., 2006).

The hydrodynamics and the reactions are quite

complex, which limits the optimization of a gasifier

performance. It is difficult to study the hydrodynamics

and reactions from the experimental tests. Simulation

using computational fluid dynamics is becoming an

important tool to study these parameters. During this

study, a CPFD model is developed for the Pressurized

Entrained Flow Biomass Gasification plant (PEBG)

operated by Weiland et al. (2013).

1.1 Previous works

 Wu et al. (2010) have studied EF coal slurry gasifiers. 

A three-dimensional numerical model based on the 

probability density function was developed and the 

simulation results agree well with the industrial data.

Chen et al. (2012) have developed a numerical 

methods for the prediction of the coal

gasification in an EF gasifier. The model particularly

focused on the influence of the injection pattern and

provide an accurate prediction for syngas formation.

Abani and Ghoniem (2013) have developed a model 

for coal-fed EF gasifiers using large-eddy simulations 

and Reynolds-averaged Navier Stokes models. The 

model shows that the unsteady mixing is critical for 

the estimation of the product gas and carbon

conversion. Kumar and Ghoniem (2013) have 

developed a multiscale model for EF gasifiers to 

investigate the effects of particle grinding size on 

carbon conversion. Fine grinding accelerated the char 

conversion under diffusion-control conditions,

whereas there is not noticeable effects under kinetic-

control operation.

Due to the complexity of the EF gasification reaction

and the limitation of the computational power, the above
mentioned model were often simplified to two

dimensional or semi three dimensional. Most of the

simulations were based on the steady state simulations.

There were also limited information about the particle

temperatures, carbon content and locations for the

discrete particles (Liang et al., 2020).
Liang et al. (2020) have developed a CPFD 

simulation model for an EF gasification reactor. The 

detailed particle information and residence time

were studied. The rapid expansion from a tracer injector

and fast reactions plays an important role in forming the

particle distribution zone in the gasifiers.

Thus, further understanding of the reactor

hydrodynamics and the transient behavior of the reactor

is crucial. This paper will gives information about the

transient behavior and the reactor hydrodynamics.

2 Numerical model

There are two distinct approaches in modelling of gas-

solid flows in an EF reactor: Eulerian-Eulerian (EE) and

Eulerian-Lagrangian (EL) approach. EE modelling

defines the gas and solid phases as continuous phases

(interpenetrating continua). It lacks the detailed

transient information of the two-phase interactions and

does not accounts the particle size distribution of the slid

phase. The EL approach models the solid phase as

discrete elements and the motion of the individual

particles is tracked by using Newton’s law of motion.

The fluid-particle, particle-particle, and particle-wall

interaction as well as the particle size distribution is

taken into account (Thapa et al., 2014). Thus, EL

modelling requires a high computer power to calculate

these interactions.

Multi-Phase Particle-In-Cell (MP-PIC) modelling

was developed by considering a computational particle

as a group of particles (called parcels) with the same

size, density, residence time, velocity etc. Parcels are

modelled in the discrete frame and the particle

interaction are modelled in the Eulerian frame. Fluid

particles are solved with an Eulerian set of equations.

This reduces the computational costs for discrete

modelling of the solid particles.

The main governing equations for CPFD simulations

are based on MP-PIC approach and are described by

Snider et al. (Snider, 2001; Snider and Banerjee, 2010).

Biomass undergoes devolatilization after the

introduction into the reactor. Biomass is then

decomposed into char particles and gases at the reactor

temperature in the absence of oxygen. Equation 1

defines the global reaction for the devolatilization

process (Authier and Lédé, 2013).
 

𝑊𝑜𝑜𝑑
ℎ𝑒𝑎𝑡
→  𝐻2, 𝐶𝑂, 𝐶𝑂2, 𝐶𝐻4, 𝑐ℎ𝑎𝑟𝑠(𝑠), 𝑡𝑎𝑟𝑠 (1) 

 

The minor elements such as sulphur and nitrogen are 

neglected and all the tar formed during the process 

converts into CO, CO2 and CH4. The heavier 

hydrocarbons such as C2H2, C2H4 were neglected to 
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make the model as simple as possible. The

devolatilization rate is defined as (Wu et al., 2010):

 
𝑑𝑚𝑝

𝑑𝑡
=−𝐴𝑣 T exp (

𝐸𝑣

𝑇
) (𝑚𝑝 −𝑚𝑐,𝑎) (2) 

 

Where, mp is the particle mass and mc,a is the mass of

char and ash in the particle. The activation energy (Ev)

and the pre-exponential factor (Av) are 3945.15 K-1 and

2.1×105 s-1respectively (Wu et al., 2010).

Char and ash are the main components of the particles

after the devolatilization process. Char reacts with the

gases present inside the reactor (heterogeneous

reactions). The main reaction involving char

gasification are as follows:

 2C + O2 → 2CO (R1)

 C + CO2 → 2CO (R2)

 

The reaction rate for the heterogeneous reactions is

determined by the intrinsic reaction rate and the

diffusion rate. The expression for the intrinsic reaction

rate and the diffusion rate can be found in the study of

Wu et al. (2010). Further, char reactivity plays an 

important role in determining the reaction rate of

these equations. The reactivity of char is given by:

 

𝑟𝑚 =−
1

𝑚𝑐

𝑑𝑚𝑐
𝑑𝑡

=  
1

(1 − 𝑥𝑐)

𝑑𝑥𝑐
𝑑𝑡

 (3) 

 

Where mc and xc are the mass of carbon contained in the 

sample and its conversion rate at time t (Gómez-Barea 

and Leckner, 2010).  

     A series of homogeneous reaction occurs inside the 

reactor. Five major global reaction were considered for 

this study. 

 CO + 0.5O2 → CO2 (R3) 

 H2 + 0.5O2 → H2O (R4) 

 CH4 + 1.5 O2 → CO + 2H2O (R5) 

 CO + H2O → CO2 + H2 (R6) 

 CH4 + H2O → CO + 3H2 (R7) 

 

The reaction rates for these reactions are listed in Table

1.

Table 1. Reaction rate kinetics (Timsina et al., 2020)

Reactions Reaction rate (mol.m-3.s-1)

R1 4.34×107msTexp(
−13590

T
)[O2] 

R2 1.12×108msP0.31θfexp(
−29518

T
)[CO4] 

R3 5.62×1012exp(
−16000

T
)[CO][O2]0.5 

R4 5.69×1011exp(
−17610

T
)[H2][O2]0.5 

R5 5.0118×1011exp(
−24357

T
)[CH4]0.7[O2]0.8 

R6 7.68×1010Texp(
−36640

T
)[CO]0.5[H2O] 

R7 3×105exp(
−15042

T
)[CH4][H2O] 

 

The temperature for the heterogeneous reactions were

taken as a weighted average with 75% particle

temperature and 25% gas temperature.

     Barracuda includes the model for both gas-solids and

gas-wall heat transfer as well as radiation model. It also

has different built-in drag models (Software, 2016).

3 Computational model

The EF reactor simulated in this work is the same reactor

constructed and operated by Weiland et al. (2013). 

The reactor diameter is 0.52m and the height is 1.67m 

as shown in Figure 2.

 

Figure 2. Schematic diagram of the CPFD model and its 

boundary conditions 

A simulation model was developed in the Barracuda 

VR software. The reactor was modelled as an open 

cylinder with a conical shaped outlet at the bottom. The 

Wen-Yu-Ergun drag model was used for this work. A 

burner was modelled as an injector at the top center of 

the reactor. Other sets of injectors (20) were place 

concentrically outside of the fuel entrance burner. 

Oxygen required for gasification was supplied through 

these injector boundary parameters.  The operating 

conditions of the reactor are shown in Table 2. Table 3 

gives the properties of the biomass used during their 

study. 

A total of 87300 real cells were generated using the 

inbuilt mesh generator available in Barracuda. In the 

CPFD simulations, the number of computational 

particles is controlled by a parameter called the number 



density (Software, 2016). Number density was set to

125000 to achieve a smoother and healthier particle feed

for the system. This gives the particle to cell ratio of

about 10:1.

Table 2. Experimental test conditions performed by

Weiland et al. (2013)

Particle size, µm 100

Fuel feeding rate, kg/h 40

Total N2 inlet, kg/h 14.4

O2 inlet, kg/h 26.6

O2 equivalence ratio 0.44

System pressure, bar 1.94

Injection boundary conditions were used to define the

inflow of fuel and gasifying agents along with nitrogen

into the reactor. Accuracy of the injection boundary is

not affected by the mesh sizes of the geometry. The

angle of expansion of the injection boundary was set to

20° but it is significantly dependent upon the gas

behavior inside the reactor. A pressure boundary was

defined at the bottom of the reactor to allow the outflow

of the gas and the solid particles.

Table 3. Properties of the soft stem wood used by

Weiland et al. (2013)

Proximate analysis (wt. %, dry)

Fixed carbon 15.1

Volatile matter 84.5

Ash 0.4

Ultimate analysis (wt. %, dry)

C 50.90

H 6.30

O 42.4

N 0.10

S 0.006

Cl 0.02

4 Results

The developed model was simulated for 50 seconds. The

average gas composition were taken as the time average

over final 20 seconds of simulations. The obtained

results were compared with the results from an

experiment performed by Weiland et al. (2013)1.

The average molar composition of the produced gas

on nitrogen free dry basis is 0.457 of CO, 0.275 of H2,

0.226 of CO2 and 0.038 of CH4.  Table 4 shows that the

simulation results agree well with the experimental

results. The mole percentage of CH4 in the experiment

also includes the mole percentage of C2H2 (0.3) and

C2H4 (0.1).

                                                 
1 Results are taken from the experiment on 14 February.  

Table 4. Comparison between the simulation and 

experimental results (mole percentage on nitrogen free dry 

basis) 

 Product gas species 

CH4 CO CO2 H2 

Simulation 3.8 45.7 22.6 27.5 

Experiment 2.7 48.5 21.1 27.8 

 

As the EF gasification reactors operate at a high 

temperature, it was desired to monitor the reactor 

temperature. The gas temperature distribution inside the 

reactor is presented in Figure 3. 

 

 

Figure 3. Gas temperature (K) distribution inside the

reactor

It can be seen from Figure 3 that the temperature

around the fuel injector is comparatively higher than in

the rest of the reactor. Often the reactor injector up to

the burners are purged with nitrogen to avoid the

burning of biomass before the burner (Weiland et al.,

2013). The reactor temperature at different cross

sections (right) shows that the temperature distribution

becomes uniform with an increase in the reactor depth.

The product gas composition was monitored along

the height of the reactor. Figure 4 shows the mole

fractions of CO, H2 and CO2 along the height of the

reactor. There is a high concentration of CO and H2

along the center of the reactor. From the distribution of

the CO, it can be seen that there are dead spots at the top

corner of the reactor. This gives rise to the uneven

distribution of the gas components and the temperature

inside the reactor. The gas distribution is similar along

the radial direction except for in the top region (high

temperature region as can be seen from Figure 3).
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Figure 4. Gas composition along the reactor (mole fraction 

at t = 30 sec) 

The high temperature close to the fuel burner (fuel 

injector) gives rise to high concentration of CO2 and low 

concentration of CO and H2. As the mixture of biomass 

and the pyrolysis gas move down, several chemical and 

physical transformation of the biomass occurs resulting 

in the product gas composition as shown in the Figure 

4. 

Therefore, it is important to know the fluid velocity

and direction inside the reactor. Figure 5 shows the

instantaneous fluid velocity distribution. It can be seen

from the figure that recirculation of gas occurs near the

wall of the reactor. The gas velocity in the central region

gradually increases as it flows downward in the gasifier.

The rapid gas expansion as well as recirculation is due

to the expansion effects of the injection nozzles. Due to

the jet velocity along the axial direction, expansion in

radial direction is high compared to the axial direction.

This is in agreement with the published result by Liang

et al. (2020), where the reactor has three distinct 

flowing zones, i.e. the recirculation zone, the

spreading zone and the fast flowing zone. The flow

direction is random except in the middle of the reactor.

This behavior has a great influence on the particle flow

as well as the overall conversion efficiency of the

process.

A summary of the results from the experiment can be

obtained from the published article by Weiland et

al. (2013). The article also compares the results from 

the different gasification technologies. A gasification 

process with higher concentration of CH4 in the product 

gas is more suitable for power generation as well as for 

Substitute Natural Gas (SNG) production.

 
Figure 5. Gas speed distribution at t = 30 sec. 
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The H2/CO ratio is an important parameter for the

conversion of syngas into synthetic fuels. The ratio of

H2/CO will vary depending upon the synthesis route.

For example, the low temperature Fischer-Tropsch

synthesis (FT Synthesis) requires H2/CO ratio in the

range of 1.7 - 2.15 depending upon the catalyst, while

the ratio is approximately 1.05 for FT synthesis at higher

temperature (Weiland et al., 2013). Therefore, syngas

requires shifting towards high H2 content prior to the

fuel synthesis irrespective of the gasification

technology.

Higher operating temperature for the EF reactor

reduces the amounts of tar and heavier hydrocarbons in

the product gas compared to the other gasification

technologies. This potentially reduces the cost for the

extensive syngas cleaning prior to fuel synthesis.

However, the gasification pressure needs to be high

enough to make the conversion process economically

feasible. The convective and radiative losses from the

reactor also plays an important role for the thermal

efficiency of the plants. Dry biomass powder was

gasified during the experiments in PEBG gasifier.

However, Brown et al. (1986) have shown that 

the premixing of the coal with steam or coal with 

moisture gave high concentration of H2, but lower CO/

CO2 ratio decreases the carbon conversion. This

could be due to the reduced gasification temperature.

Therefore, it is important to characterize (pros and

cons) different alternatives before selecting a suitable

conversion technology for the conversion of the biomass

into biofuels via gasification. The difficulty of

understanding the hydrodynamics as well as the reaction

chemistry during an experiment can be studied by

developing a simulation model. A CPFD model can give

a detail insight of the reaction operating conditions,

which in turn help a lot for the optimization and design

of the EF reactor.

5 Conclusion

A CPFD simulation model was developed in Barracuda

using the MP-PIC modelling approach. The model was

used to simulate a pressurized entrained flow biomass

gasification reactor operated by Weiland et al. (2013). 

The composition of the product gases obtained 

from the model agree well with the

experimental results. The average molar composition of

the produced gas on nitrogen free dry basis is 0.457 of

CO, 0.275 of H2, 0.226 of CO2 and 0.038 of CH4. An

accurate prediction of the reactor performance is a

challenging task, which is investigated in this study. A

simple CFD model is presented in this work, which

needs testing in different conditions and the authors

believe that the model will be of use in the development

and design of the entrained flow biomass reactor.

The gas expansion played a significant role for the

particle speed and direction inside a reactor. Certain

groups of particles in the center of the reactor has higher

velocity and lower residence time. Other groups of the 

particles are recirculated giving a different flow 

direction and velocity. The CO2 concentration is highest 

and the CO and H2 concentration is lowest at the fuel 

injector. 

Selection of suitable technology for the production of 

syngas prior to the synthetic fuel production depends 

upon different criteria such as biomass feed, desired 

syngas quality, capacity and costs. Entrained flow 

reactors are best suited for a feed with small particles at 

large capacity, at high temperatures and high pressures. 

Entrained flow reactors give cleaner syngas compared 

to fluidized and fixed bed reactors, which potentially 

reduces the cost for the extensive syngas cleaning prior 

to fuel synthesis. 
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Abbreviations 

CPFD Computational Particle Fluid Dynamics 

EF Entrained flow 

EE Eulerian-Eulerian 

EL Eulerian-Lagrangian 

FT 

Synthesis 
Fischer-Tropsch synthesis 

MP-PIC Multi-Phase Particle-In-Cell 

PEBG 
Pressurized Entrained Flow Biomass 

Gasification plant 
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Abstract
In subcooled flow boiling, heat transfer mechanism
involves phase change between liquid phase to the vapour
phase. During this phase change, a large amount of
energy is transferred, and it is one of the most effective
heat transfer methods. Subcooled boiling heat transfer
is an attractive trend for industrial applications such as
cooling electronic components, supercomputers, nuclear
industry, etc. Due to its wide variety of applications for
thermal management, there is an increasing demand for a
faster and more accurate way of modelling.

In this work, a supervised deep neural network has
been implemented to study the boiling heat transfer
in subcooled flow boiling heat transfer. The proposed
method considers the near local flow behaviour to predict
wall temperature and void fraction of a sub-cooled
mini-channel. The input of the network consists of
pressure gradients, momentum convection, energy con-
vection, turbulent viscosity, liquid and gas velocities, and
surface information. The output of the model is based
on the quantities of interest in a boiling system i.e. wall
temperature and void fraction. The network is trained
from the results obtained from numerical simulations,
and the model is used to reproduce the quantities of
interest for interpolation and extrapolation datasets. To
create an agile and robust deep neural network model,
state-of-the-art methods have been implemented in the
network to avoid the overfitting issue of the model. The
results obtained from the deep neural network model
shows a good agreement with the numerical data, the
model has a maximum relative error of 0.5 % while
predicting the temperature field, and for void fraction, it
has approximately 5 % relative error in interpolation data
and a maximum 10 % relative error for the extrapolation
datasets.

Keywords: deep neural network (DNN), CFD, machine
learning (ML), sub-cooled boiling, heat transfer.

1 Introduction
Subcooled flow boiling exists when the bulk liquid
temperature remains below its saturation value, but the

surface is hot enough for bubbles to form. Subcooled
boiling is generally observed in micro-channel heat sinks,
due to high heat transfer rates and maintaining relatively
low wall temperature under high subcooled conditions.
Due to the nature of high heat transfer mechanism in
subcooled boiling, it plays a paramount role in enhancing
the thermal efficiency of a system in industrial applica-
tions. However, the physical process that occurs during
the subcooled boiling process is a complex phenomenon,
and it remains a major challenge to predict the heat
transfer behavior correctly in the boiling regime. One
of the first attempts was made by Mohammed (1977),
where they used multiple experimental data of different
fluids to derive a correlation for low and high subcooled
regions to predict the heat transfer coefficients. Kandlikar
(1998) carried out an extensive review of the subcooled
boiling heat transfer correlation, and he also introduced
the region of void flow, where the convective heat transfer
plays an important role due to void fraction. Yin et
al.(2000) examined subcooled boiling heat transfer of
R-134a in a horizontal annular duct, where they showed
that increased subcooling had a huge effect in the bubble
diameter. Through this work, they proposed an empirical
correlation for boiling heat transfer coefficient and bubble
departure diameter.

More recently, Multiphase Computational Fluid Dy-
namics (MCFD) models have been used for modeling
boiling heat transfer and regarded as promising tools
to understand the underlying physic in boiling flows.
Jakobsen et al.(2005) reported that among the available
modeling techniques, the Eulerian multi-fluid approach is
most commonly used for bubble simulation. The Eulerian
multi-fluid approach treats each phase as interpenetrating
continua and relies on an ensemble averaging of the
multiphase Navier-Stokes equations (Ishii, 1975). To
solve the two-fluid model, a closure equation has to
be introduced in the conservation equations for the
individual phase, and the accuracy of the model highly
depends on the closure equations (Besagni et al., 2018).
These closure terms are combination of mechanistic
models and empirical correlation, including nucleation
site density, bubble departure diameter, bubble departure
frequency, and heat flux. A comprehensive review on
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MCFD from Cheung et al.(2014) stated that there is no
single combination of empirical correlations that can
provide satisfactory predictions for all the quantities of
interest for a variety of input conditions.

Machine learning (ML) algorithms provide an agile
framework for specific problems, let it be medical data
or fluid mechanics data. These algorithms can be used
as an additional tools to optimize, understand the corre-
lation that exist in data, speed up simulation and, better
understand the underlying physics that occurs in fluid
flow simulation or heat transfer problems. In recent years
ML techniques are rapidly making an inroad towards
fluid mechanics and heat transfer domain, and this is
becoming possible due to high-performance computing
and the advancement of experimental techniques. Ansari
et al.(2020) successfully implemented Artificial Neural
Network (ANN) for multiphase flow to predict the
dynamic features including pressure, velocity, and the
evolution of phase fraction. They claimed that their model
was capable of predicting within few minutes under 10
% error. Alic et al.(2019) tested various ML algorithms
(Genetic algorithms, ABC algorithms, Support vector
machine (SVM), Decision Tree (DT), and Multi-Layer
Perceptron (MLP)) to predict the heat flux of pool boiling
heat transfer. According to their study SVM regression
model gave the best prediction. Kumar et al.(2018) use
ANN as an inverse model to estimate unknown heat flux
in fin heat transfer with a maximum error of 0.41 %.
They used surrogate data generated from Asymptotic
CFD as an input to the ANN. Hobold and da Silva(2019)
applied supervised and unsupervised ML techniques
to study boiling heat transfer mechanisms, concerning
bubble dynamics and bubble morphology on a wire.
They demonstrated that the ANN-based model could
quantify heat transfer using only direct and indirect visual
information of the boiling phenomenon. Moreover, they
used these models to infer heat flux in real-time using
Raspberry Pi. Buist et al.(2019) used ML algorithms to
learn the closure term for stratified multiphase flow in
channels, from an unsteady high-fidelity simulation data.
Then, the ML model was used to establish a functional
relation between the two-fluid model and the closure
terms, which served as the source term to the two-fluid
model. Ma et al.(2015) used a neural network to fit
Direct Numerical Simulation (DNS) data to develop
closure relations for the average two-fluid equations.
Once the network was trained it was used for different
initial velocity and void fraction. They observed that
the average equations with the neural network closure
model were capable of reproducing the main aspect of
the DNS results. The aforementioned, methods focus
on addressing the heat transfer behavior in pool boiling,
multiphase flow in a channel, or deriving a closure model
with the aid of ML techniques. However, according to
the authors best knowledge, there is no study related to
sub-cooled boiling heat transfer in mini-channel using

Deep learning techniques to predict the void fraction and
the temperature field.

This work focuses on the investigation of a Deep Neu-
ral Network (DNN) model to estimate the quantities of
interest for subcooled boiling in a mini-channel. Data for
training this model is obtained from CFD simulations and
the data are then divided into training, validation, and test-
ing datasets. The model used in this work is tailored to
predict the quantities of interest for varying heat flux and
inlet velocities. This model has 16 input features, and 2
output features, namely wall temperature and void frac-
tion. Overall, this study shows that the DNN model can
capture the physics and non-linear behaviors that exist in
subcooled boiling heat transfer in mini-channel. Once the
DNN model is trained and validated it is used to predict
the QoIs for a new case for interpolation and extrapola-
tion datasets, and it predicted with exceptional accuracy.
From the predictive nature of the trained DNN model and
its predictive speed, it opens up the possibility to use such
a model for the design phase in thermal management for
subcooled boiling systems.

2 Numerical Method for data genera-
tion

The data used for training the Deep NN in this work
are obtained from applying Eulerian two-fluid method to
model the subcooled boiling flow in a mini channel. Nu-
merical simulations are performed using open-source soft-
ware OpenFOAM. The three conservation equation of in-
compressible Navier-Stokes equations are solved to gen-
erate the data. The mass conservation equation for each
phase can be written as following:

∂αkρk

∂ t
+∇.(αkρkUk) = Γki−Γik (1)

where k is the phases, α is the void fraction, ρ is the
phase density, U is the phase velocity and Γ is the mass
transfer rate per unit volume. The momentum conserva-
tion equation for each phase:

∂αkρkUk

∂ t
+∇.(αkρkUkUk) =−αk∇p+Rk +Mk+

αkρkg+(ΓkiUi−ΓkiUk)
(2)

where ∇p is the pressure gradient, R is the combined tur-
bulent and laminar stress term, calculated based on the
Reynolds analogy, g is the gravitational acceleration, and
M is the interfacial momentum transfer which accounts
for the drag forces. The energy transport equation is writ-
ten in terms of specific energy h for each phase k as fol-
lowing:

∂αkρkhk

∂ t
+∇.(αkρkUkhk) = αk

Dp
Dt

+∇

(
αkDe f f

t,k ∇hk

)
+Γkihi−Γikhk +Qwall,k

(3)
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The standard k−ε turbulence model is used to account for
turbulence dispersed flow in the vapor phase. To account
for the turbulence flow behavior of the continuous phase,
the Lahey k−ε (Lahey Jr, 2005) turbulence model is used
for the liquid phase. The k−ε turbulence model is adopted
since it is valid for fully turbulent flows and computation-
ally inexpensive also due its robust nature for pipe flows.
The boiling model used here is based on the well known
RPI model (Kurul, 1991), where the total heat flux q”

w on
the wall is divided in three components, evaporation heat
flux q”

w,e, forced convection heat flux q”
w,c and quenching

heat flux q”
w,q.The total applied heat flux can be written as

follows:
q”

w = q”
w,e +q”

w,c +q”
w,q (4)

For this simulation active nucleation site density is define
on the surface where total heat flux is applied as per the
correlation (Benjamin and Balakrishnan, 1997):

Na = 218Pr1.63
l ∆T 3

supγ
−1

θ
−0.4 (5)

where Prl is the liquid Prandtl number, ∆Tsup is the wall
superheat, γ is a coefficient taking into account the liquid
and heated surface thermophysical properties and θ is a
coefficient taking into account the heated surface rough-
ness and the system pressure.

The bubble departure diameter is calculated based on
the semi-empirical model of Ünal (Ünal, 1976), given as
following:

ddep =
2.42 10−5 p0.709a√

bφ
(6)

where a and b are the model coefficients, taking into ac-
count the working fluid and the heated surface thermo-
physical properties, and φ is a parameter controlled by the
local flow velocity.

The closure term for the bubble departure frequency is
calculated according to the mechanistic model of Brooks
and Hibiki (Brooks and Hibiki, 2015) as:

fdep =
C f dJa0.82

w N−1.46
T ρ∗−0.93Pr2.36

sat

d2
dep

(7)

where C f d is the model coefficient depending on the size
of the channel where boiling occurs, NT is a dimension-
less temperature, ρ∗ is a dimensionless density ratio, Jaw
is a modified Jacob number and Prsat is the liquid Prandtl
number evaluated at the corresponding saturation temper-
ature. With the initial and boundary conditions specified
along with closure terms, the solver is able to predict the
boiling heat transfer accurately and data are generated.

2.1 Data Extraction
The 2D computational domain of the mini-channel used
for simulation is shown in the Figure 1. The channel has
a total height of 0.6 m along the y-axis and 0.003 m along
the x-axis. To avoid the influences of the boundary, non-
developed flow, and to account, only the surface where

Figure 1. Domain region of interest

Table 1. Input features used for training the network.

Input Features Feature Expressions

Pressure gradient ∂ 〈p〉
∂x

∂ 〈p〉
∂y

Momentum convection ∂ 〈p〉〈u〉〈u〉
∂x

∂ 〈p〉〈u〉〈v〉
∂x

∂ 〈p〉〈u〉〈v〉
∂y

∂ 〈p〉〈v〉〈v〉
∂y

Energy convection ∂ 〈p〉〈T 〉〈u〉
∂x

∂ 〈p〉〈T 〉〈v〉
∂y

Total heat flux qtotal
Velocity inlet Uinlet
Pressure inlet pinlet
Temperature inlet Tinlet
Ambient pressure pamb
Fluid and gas viscosity µl µg
Non-dimensional x and y axis x∗, y∗

Table 2. Output features (quantities of interest).

Output Features Feature Expressions

Wall Temperature Twall
Void Fraction α

heat flux is applied, domain region of interest (ROI) is
selected for data extraction. The number of cells in the
ROI is 321x26 resulting in 8,346 data points for each case.
The domain axis (x and y) is further converted into a non-
dimensional number so that the model is not constrained
to learn based on the height of the channel and applicable
for other channel lengths. In total 106 simulations have
been performed for inlet velocity ranging from 0.05 ms−1

to 0.2 ms−1 and heat flux ranging from 1000 Wm−2 to
40000 Wm−2. 100 cases are used for training and val-
idation, further, the data are split into 80 % percent for
training and 20% for validation purpose. The remaining 6
cases are used for evaluating the model performance.

The selected feature inputs obtained from CFD simu-
lations are shown in the Table1. The inputs are chosen
based on their influence on the quantities of interest. The

SIMS 61

DOI: 10.3384/ecp20176435 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

437



quantities of interest chosen in this work are void fraction
which controls the pressure drop and the flow regimes, and
wall temperature which is relevant for cooling. The output
of the deep neural network model is shown in the Table 2.
Before feeding the data into the network, the input features
and output features are normalized between 0 and 1. This
way the ML algorithms can learn better since the scale
of data is very sparse. It is also worth mentioning that the
data are randomly shuffled with a random instance of 8000
data points for every reshuffle. Shuffling the data ensures
low variance and avoids the risk of creating batches that
are not representative of the overall dataset while training
the model.

3 Deep Neural Network Architecture
DNN is a type of Artificial Neural Network, where the
number of hidden layers is more than one layer. The first
and last layer serve as input and output layers similar to
that of an ANN. The DNN architecture used in this work
is shown in Figure 2. The network is trained using the
backpropagation technique, meaning there are two phases
involved in training the network. The first phase is called
the forward phase. Here the signals from the input layer
(training data) are propagated along the hidden layers with
series of non-linear transformations controlled by weights
and biases, followed by a nonlinear activation function un-
til the output layer is reached.

h1 = g(W T
1 x+b1)

..

h5 = g(W T
5 h4 +b5)

ŷ = g(W T
6 h5 +b6)

(8)

g(x) =

{
0 for x < 0
x for x≥ 0

(9)

The activation function g(x) used in this work is rectified
linear units (ReLU), where h stands for hidden layers,
W is the weights of each layers, and b is biases of the
network.

A loss function is defined while training the network
to measure the error between the predicted value ŷ and
the target value y. For this work, the mean squared error
(MSE) is used as the loss function to compute the error
then the error gradient is used to compute the new weights
and biases of the neurons. Based on the computed gradi-
ents, the weights and biases are updated using Adaptive
Moment Estimation (Adam) (Kingma and Ba, 2014) opti-
mization technique in a backward direction with a learning
rate of Lr = 1e−4. Hence, the second phase is called the
backward phase.

The following measures have been taken to avoid over-
fitting while training the network. First and foremost L2
regularization term is introduced in the loss function. Sec-
ondly, callback functions are defined to save only the best

Figure 2. Architecture of the 5 hidden layer DNN.

weights of the network, early stopping of the training if the
validation loss does not improve in the next epoch. Epoch
is a term used when training a ML model, and it indicates
the number of passes of the entire training dataset the ML
algorithm has completed.

Lloss = MSE(y, ŷ)+λ

N

∑
i=1

w2
i

L2norm

(10)

Where λ is a positive hyperparameter that influences the
regularization term, N is the total number of data. While
training the network other metrics such as, RMSE and co-
efficient of determination (R2) along with loss MSE func-
tion were defined to measure the accuracy of the model.
Figure 3 shows the training RMSE and validation RMSE
of the model trained for 500 epochs.

Figure 3. Training and validation RMSE error for 500 epochs.

In this work, the open source deep learning library
Tensorflow 1.14 from google is used for constructing the
model. The model is trained using GPU which allowed
faster training compared to CPU.

4 Results and Discussion
4.1 Validation dataset
Before validation or evaluation of the model, the best
weights of the model saved by the callback functions dur-
ing training are first loaded. This confirms that the model
weights used for validation and evaluation are the best
one, and it is not an overfitted model. The errors in temper-
ature, and void fraction values predicted using the DNN
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Figure 4. Predicted error on validation dataset for DNN model.

model from that of CFD values is illustrated in Figure 4.
It is seen that the error lies around zero value for both the
fields. Looking at the number of counts it can be inter-
preted that the DNN model slightly under predicts for the
void fraction, since there are more counts on the negative
side.

To get more insight of the model and its robustness, re-
gression chart with relative error % is shown in Figure 5.
The relative error here is defined as: (Predictedvalue −
CFDvalue) ∗ 100/CFDvalue. The solid 45◦ black line is
the true line where DNN predicted values would perfectly
match the CFD results. The blue dashed line stands for
relative percentage error, the relative error is different for
temperature and void fraction due to differences in scale.
It can be further observed from the figure that the relative
error for predicted temperature is under 0.5 % error, which
clearly shows that the DNN model can capture the temper-
ature variation well. Whereas, in the case of the validated
void fraction, the relative error is about 5 %, and it is seen
that there are few outliers near-zero void fraction. The out-
liers present in the plots are statistically insignificant when
compared to the number of data points (83460) present in
the plot. The quantitative values of the DNN model on the

Figure 5. Comparison of CFD value and DNN value for the
validation dataset.

validation dataset is presented in Table 3. From the table,
it can be depicted that the model fits very well with the
validation data and has a very low value of RMSE.

4.2 Test dataset
4.2.1 Interpolation datasets

Interpolation dataset here means that the chosen Q =
15000 Wm−2 at velocity inlet u =0.05 ms−1 lies between
the range of training data, but this data were not used
for training nor validation. Once the model has been

Table 3. Statistics table of the validation dataset. Val: Valida-
tion, VF: Void Fraction, Temp: Temperature

Dataset R2 RMSE
VF Temp VF Temp

Val 0.998 0.995 0.0059 0.134

validated, the unseen test data are used to evaluate the
model. Figure 6 shows the temperature field obtained
from a CFD result, the temperature field predicted using
the DNN model, and the relative percentage error between
them. It is noticeable from the figure that the error ranges
between± 0.3 %, which implies the DNN model can cap-
ture the complex nature, and the model could be used for
predicting unseen cases. However, the model slightly over
predicts the temperature field near the wall of the channel,
and under predict around the center of the channel. To
understand furthermore and to closely observe the perfor-
mance of the model in near-wall region Figure 7 is plotted,
which shows the trend of void fraction and wall tempera-
ture along the channel. From the figure it can be further
noted that the DNN model is capable of predicting the sub-
cooled boiling regimes closely to that of CFD values.

Figure 6. Temperature field for CFD, DNN and relative error %
for Q =15,000 Wm−2 at u = 0.05 ms−1 .

Figure 7. CFD, DNN wall void fraction and wall temperature
for Q =15,000 Wm−2 at u = 0.05 ms−1 . Arc length: The
non-dimensional length along the y-axis near the wall of the
minichannel.

The void fraction field in the channel obtained from
CFD and predicted results from DNN is presented in Fig-
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Figure 8. Void fraction field for CFD, DNN and relative error
% for Q =15,000 Wm−2 at u = 0.05 ms−1 .

ure 8. Here it can be seen that the relative error ranges
from 3.2 % to -6 %, and this error is mostly concentrated
near the non-dimensional arc length of 0.5 where the void
fraction suddenly starts to increase. This sudden change
in void fraction can be observed in Figure 7, and it can
be observed that temperature is closely related to this phe-
nomenon. One explanation could be due to the presence
of a hotspot, caused by the formation of a bigger bubble
or a large number of bubbles near the wall resulting in a
sudden increase in void fraction and temperature.

Figure 9 shows how well the model fits on the interpo-
lation test data. From the plot, it can be spotted that the
trend of error is similar to that of the validation dataset,
but the number of outliers is lower because the test data is
10 times less than that of validation data. Again from the
temperature regression chart, it is noticeable that there is
an offset in predicted temperature around 374 K, but the
relative error is still under 0.3%. With the above-presented
results and from Table4, it is possible to conclude that the
DNN model can predict well for interpolation cases.

Figure 9. CFD, DNN regression chart of void fraction and tem-
perature for Q =15,000 Wm−2 at u = 0.05 ms−1 .

4.2.2 Extrapolation dataset

The dataset used for extrapolation is an extreme case,
meaning this data is far away from any data that is used
during training of the model. It is to be noted that the
extrapolation data sets are already available through CFD
calculation but it is not used for training the DNN. The
maximum heat flux and velocity used during training

Figure 10. Temperature field for CFD, DNN and relative error
% for Q =40,000 Wm−2 at u = 0.2 ms−1 .

ranges from Q= 1000 to 29,000 Wm−2 and u = 0.05 to 0.2
ms−1 , while the data used for extrapolation have a heat
flux value of Q =40,000 Wm−2 at u =0.2 ms−1 . The mo-
tive was to see if the DNN model has learned sufficiently
the underlying physics of subcooled boiling from the data
provided during training, and hence reproduce the physics
on unseen cases away from the training region.

The temperature field obtained from CFD data and the
predicted value by the DNN model is shown in Figure 10.
From the figure it can be observed that the DNN model
follows the same pattern of temperature distribution
along the channel. The next plot shows how far is the
predicted value from the CFD value, and it is worth
noticing that the relative error is still under ± 0.5 % error.
The possible explanation for this behavior could be that
the DNN model has the capability of learning from the
local features and intrinsic pattern present in the training
data, and it can extrapolate the data points to explain the
physical process of subcooled boiling temperature.

Figure 11. CFD, DNN wall void fraction and wall temperature
for Q =40,000 Wm−2 at u = 0.2 ms−1 .

The void fraction and the wall temperature near the
wall region are illustrated in Figure 11. From the plot, it
can be noted that the DNN model over predicts until the
arc length of 0.24 and it starts to under predicts until 0.75
arc length then follows the pattern of CFD data. From
this, it is possible to conclude that the DNN model finds
it difficult to capture the void fraction when its value
is equal to zero. The temperature profile near the wall,
however, follows a good trend compared to CFD data.
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Table 4. Performance of the DNN model on test dataset, VF: Void Fraction, Temp: Temperature, Inter: Interpolation, Extra:
Extrapolation. *: Results presented in the paper.

Cases U Q RMSEP R2 Error(%)
ms−1 Wm−2 VF Temp VF Temp VF Temp

Inter* 0.05 15000 0.0088 0.13 0.999 0.995 3.64 0.31
−6.09 −0.26

Inter 0.075 17500 0.0066 0.129 0.999 0.996 4.3 0.26
−4.5 −0.36

Extra 0.1 30000 0.011 0.23 0.998 0.98 9.48 0.617
−8.33 −0.303

Inter 0.15 19000 0.0025 0.08 0.96 0.99 2.4 0.121
−1.4 −0.27

Extra 0.15 30000 0.0084 0.196 0.98 0.99 7.07 0.4
−9.29 −0.414

Extra* 0.2 40000 0.013 0.278 0.982 0.987 10.8 0.58
−10.5 −0.47

Figure 12. Void fraction field for CFD, DNN and relative error
% Q =40,000 Wm−2 at u = 0.2 ms−1 .

The CFD domain and the domain predicted using the
DNN model is indicated in Figure 12. From the relative
error plot it is noticeable that the maximum relative error
is in the range of ± 10.5 %. These errors are mostly con-
centrated near the wall, and the upper region of the chan-
nel. The possible explanation for such a behavior may
be due to the lack of data for such high heat flux value
in the training data and the physical nature of the prob-
lem in these region is difficult to predict resulting in poor
prediction. Nevertheless, the DNN model still follows the
trend of CFD void fraction value, and it can predict the
whole domain under 10 % relative error. Figure 13 shows
how well the model fits the extrapolation data, for void
fraction around 90 % of the data lies between ± 5% rela-
tive error to that of the true line (solid black line) and re-
maining 10 % of the data points are the sparse one which
inflicts the maximum error in the model. Looking at tem-
perature data distribution, there are some non-linear data

points around 376 K, which accounts for 0.5 % relative
error in the model.

Figure 13. CFD, DNN regression chart of void fraction and
temperature for Q =40,000 Wm−2 at u = 0.2 ms−1 .

The model performance for all the test data is presented
in Table 4. The test data consist of interpolation and ex-
trapolation dataset. It is noticeable that the model is eval-
uated, on quite a variety of datasets. This provides a
strong indication of how generalized the model used in
this work is. It is worth noticing that the RMSEP val-
ues are well below 0.3, and the coefficient of determi-
nation score is about 0.98 on average. This shows how
well the model fits the data. From the presented results,
it is possible to conclude that the model performs very
well when predicting the temperature field in the domain
with a maximum relative error of 0.6 % for both inter-
polation and extrapolation datasets. However, the models
still lacks good accuracy when it comes to predicting the
void fraction field, especially near the wall for the extrap-
olation datasets. Nonetheless, the model can still follow
the trend of CFD values and predict well for the interpo-
lation datasets, and for extrapolation datasets that are not
far away from the values used for training.
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5 Conclusion and Future Work
In this work, a supervised deep neural network model
based on the backpropagation technique is implemented
to study the subcooled boiling heat transfer. The training
data are obtained from CFD simulations from varying heat
fluxes and inlet velocities. In total 106 cases were simu-
lated, out of which 80 cases were used for training the net-
work, 20 cases for validation purposes, and the remaining
6 cases for evaluating the model. After training, the per-
formance of the DNN model was validated using the vali-
dation dataset, and then the model performance was eval-
uated using test datasets. The model showed good level of
accuracy while predicting temperature and void fraction
field for both interpolation and extrapolation dataset. In
the case of extreme extrapolation, the model performance
deteriorated while predicting the void fraction field with a
maximum error of 10.8%. Nonetheless, the model showed
an exceptional level of accuracy while predicting the tem-
perature field with a maximum error of 0.6%. From the
results obtained in this work, it is demonstrated that the
DNN model is capable of capturing the subcooled boiling
pattern, and it is applicable for interpolation and extrapo-
lation data extraction of the quantities of interest. More-
over, the DNN model trained on the local flow features
has acceptable generalization property, and it can be used
as a promising tool to help improve the predictive speed
of MCFD solvers. Therefore, the future work will fo-
cus on improving the predictive nature of the DNN model
for void fraction field, and for quantifying the uncertainty
present in the DNN model.
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Abstract
The aim of this paper is to estimate the parameters of

the model of Pressure Peaking Phenomena (PPP). This

project focuses on the investigation of the overpressures

arising from the ignited hydrogen releases in 14.9m3

enclosure (explosive chamber) through a 4mm nozzle.

The various ventilation areas and mass flow rates were

applied in 31 tests. The controlled variables for

experiments are mass flow rate (MFR, g/s), ventilation

area (Av, m2) and time of hydrogen releases (t, s). The

Bayesian approach was implemented in the parameter

estimation using Markov chain Monte Carlo method for

simulations. The discharge coefficient and heat loss

coefficient has been analyzed and gave by posterior

distribution.

Keywords: pressure peaking phenomena, hydrogen

safety, Bayesian analysis, parameter estimation,

MCMC.

1 Introduction

Hydrogen releases in confined spaces are bringing new

hazards into underground transportation systems.

Unexpected hydrogen releases in confined spaces can

result in dynamic overpressures with characteristic

peaks. The phenomenon called pressure peak

phenomena is distinct for hydrogen and occurs while

introducing gas with lower density than the gas inside

the enclosure (Brennan and Molkov, 2018). The

characteristic transient pressure can be observed during

releases with a high molar flow in combination with a

relatively low ventilation area.

In a study by Makarov et al. (2018) a model for

hydrogen jet fires from the TPRD (Thermal activated

Pressure Relief Devices) was presented, which was

demonstrated to be consistent with the experimental

observations on in ~1m3 enclosure. The model predicted

much higher overpressures compared to the unignited

releases. The model consists of the volumetric mass

balance of the gasses in the enclosure during a

combustion process. They applied a perfect mix

assumption and included adiabatic temperature in the

calculations. The results of their simulation for garage-

like enclosures showed the risk of enclosure collapse in

a few seconds. The parameters used for the simulation

were typical TPRD diameter and low ventilation area

(commonly used in UK and France). Further numerical 

study of pressure peaking from ignited hydrogen 

releases was performed by Hussein et al. (2018). Their 

simulations were performed for small scale enclosures 

(experimental result from 1m3 enclosure) and real scale 

(garage-like) for the common use of TPRD diameters. 

The model used ANSYS ICEM CFD (Computational 

Fluid Dynamics) to generate geometries for both studied 

cases. The RANS (Reynolds-Average Navier-Stokes) 

conservation equations were used for solving energy, 

mass, species and momentum, turbulent model, 

radiation, and combustion model. The EDC  (Eddy 

Dissipation Concept) model was used to solve the 

combustion process and DO (Discrete Oridantes) model 

to include the radiation process. Results demonstrated 

the relation between vent area and release rate. The big 

impact of heat transfer mechanisms in the prediction of 

the pressure peaking phenomenon was acknowledged. It 

was concluded that the current TPRD diameters may 

result in a significantly dangerous situation in under-

ventilated enclosures. The heat transfer mechanisms 

(radiation and conduction) has been investigated 

(Hussein et al., 2018). The assumption of adiabatic walls 

showed high over predictions compared to simulations 

where both radiation and conduction were included. The 

heat transfer has been computationally demonstrated but 

due to the small scale of experiments (2 s experimental 

run) couldn’t be physically observed. The heat transfer 

in the system is found to be important and needs further 

investigation. 

In this study, the model of ignited hydrogen releases 

developed at USN (University of South-Easter Norway) 

is presented for the first time. It is based on the problem 

approach presented by Brennan et al. (2010). The model 

was validated against large scale experiments in the 

explosion chamber, allowing to observe high 

overpressures (over 45 kPa). In this study, we use the 

Bayesian parameter estimation approach to estimate the 

model parameters, the discharge coefficient and the heat 

loss. The Bayesian method combines the information on 

a discrepancy between the model and the measurements 

given a set of parameter values (described by the 

likelihood) and the information available in the 

literature (described by the prior) through use of the 

Bayes rule to determine the probable values of the 

unknown parameters. An important distinction between 
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the Bayesian method and other classical methods is that 

it can explicitly and consistently incorporates all the 

existing knowledge about the unknown parameters. The 

results of each parameter consistent with the 

measurements are represented by a posterior 

distribution. We use a Markov Chain Monte Carlo 

(MCMC) method to generate samples from the 

posterior, which can be used for estimation of the 

unknown parameters. In recent years, the popularity of 

the MCMC methods has been on the rise (Vrugt, 2016). 

The prior distribution is chosen based on information 

found in the literature in order to impose bounds on the 

parameter space. The prior and posterior densities have 

been graphically presented as a normal distribution 

function as in studies on combustion kinetics models 

(Wang et al., 2020).  

The main goal is to create a probability density 

function (pdf) for parameters giving the most accurate 

model.  

Using Bayesian analysis allows us to understand the 

parameters' influence on pressure dynamics in the 

system hence improve the model. The pressure peaking 

model is designated to be an engineering tool for safety 

engineers. The accurate parameter estimation plays a 

significant role in its development. 

The investigation of occurring overpressures from 

ignited hydrogen releases in confined spaces is part of 

pre-normative research for the safety of hydrogen fuel 

vehicles and transport through tunnels and similar 

confined spaces (Hy-Tunnel CS). 

2 Case set up and methodology 

2.1 Experimental setup and materials 

All experiments were performed in a steel explosion 

with a total volume of 14.9 m3. The explosion chamber’s 

walls in total have five vents of 80 mm diameter each 

(0.005027m2). The vent in the middle of the front wall 

was used for the hydrogen and propane pipes. Three of 

the vents were used to vary the passive ventilation area. 

The flanges were used to fully close/open the vents with 

gasket ensuring no leakage. The specifics of the releases 

were obtained with hydrogen mass flow through a 

stainless pipe outlet located in the center of the 

chamber’s floor to vertically discharge hydrogen jets 

fires. 

The Coriolis mass flow meter and the pneumatic 

valve were mounted to measure and control hydrogen 

releases. Oscilloscope Sigma has recorded pressure and 

mass flow rate from Coriolis mass flow. The complete 

overpressure development was measured with Kulite 

pressure transducer XTM - 190-50A. Oscilloscope 

Gen3i recorded the overpressure constantly with 

parallel measurement initiated by the voltage signal 

(with 25 ks/s). In the table below are listed the 

uncertainties of measurement. 

Table 2. Standard deviations of instruments 

Pressure sensor ±1% FSO BFSL 

250 point (0.025 sec) filter 

Mass flow sensor ±0.5% of a flow rate 

Thermocouples type K ±0.75% 

2.1.1 Data set 

The experiments were designed for three different 

ventilation areas and with a variety of mass flow rates 

The purpose of those experiments was to validate the 

model of PPP. To observe overpressure the mass flow 

rate of discharged hydrogen into an enclosure has to be 

relatively high while the ventilation area has to be 

relatively small (Makarov et al., 2018). The chosen 

combination of vent area and mass flow rates is based 

on previous unignited experiments (Lach, 2019) and 

studies on PPP (Hussein et al., 2018). The pressure peak 

phenomenon for hydrogen jet fires in the 14.9m3 

enclosure was successfully observed during all 31 

experiments. Experiment 11 described in Table 1  will 

be used to present methods of the Bayesian approach for 

parameter estimation.  

The measured pressure of experiment 11 is presented 

in Figure 1. The uncertainty of the Kulite sensor together 

with the sampling time, result in uncertainty -/+ 0.22 

kPa. 

Table 1 Experimental results: H2 releases through 4mm nozzle in 14.9m3 enclosure with ventilation area: 1 open 

vent=0.0055m2, 2 vent open= 0,0109m2, 3 vents open= 0.0164m2. 

Setup Measured 

Exp 
nr 

T0 in enclosure 
[K] 

H2 release 
time [s] 

Open 
vent 

Mass flow rate 
[g/s] 

Experimental overpressure 
(max) [kPa] 

Experimental underpressure 
(max) [kPa] 

11 280 7.50 3 8.63 14.70 -3.30 

Figure 1. Exp 11; Overpressure for MFR 8.63 g/s with 

3 open vent with total vent area 0.0164 m2. Measurement 

uncertainty 0.22kPa. 
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2.2 Model of Pressure Peaking Phenomena-

governing equation 

The model of pressure dynamics in the enclosure during 

ignited hydrogen releases (jet fires) is presented. In the 

calculations, the stoichiometric hydrogen combustion 

was applied where one mole of hydrogen requires 0.5 

moles of oxygen: 𝐻2+0.5(𝑂2+3.76𝑁2)↔𝐻2𝑂+1.88𝑁2. 

The system of conservation equations described in this 

chapter provides a solution for the PPP model 

explaining mass balance and temperature based on the 

internal energy in the enclosure.  

The mass balance for each species in the enclosure is 

described with the system of equations (1)-(6). The 

number of moles in the enclosure 𝑛𝑡𝑜𝑡 is a sum of the 

number of moles of each species in the enclosure 

𝑛𝑡𝑜𝑡=Σ𝑛𝑖 : 

 
𝑑𝑛𝐻2

𝑑𝑡
= 𝑛̇𝑖𝑛𝐻2

− 𝑛̇𝑜𝑢𝑡𝐻2
+ 𝑛̇𝑟𝑥𝐻2

  (1) 
𝑑𝑛𝑂2

𝑑𝑡
= 𝑛̇𝑖𝑛𝑂2

− 𝑛̇𝑜𝑢𝑡𝑂2
+ 𝑛̇𝑟𝑥𝑂2

   (2) 
𝑑𝑛𝑁2

𝑑𝑡
= 𝑛̇𝑖𝑛𝑁2

− 𝑛̇𝑜𝑢𝑡𝑁2
+ 𝑛̇𝑟𝑥𝑁2

   (3) 
𝑑𝑛𝐻2𝑂

𝑑𝑡
= 𝑛̇𝑖𝑛𝐻2𝑂 − 𝑛̇𝑜𝑢𝑡𝐻2𝑂 + 𝑛̇𝑟𝑥𝐻2𝑂                (4) 

 

 

Where 𝑛̇𝑖𝑛,𝐻2
= 𝑚̇𝑖𝑛/𝑀𝐻2

 (hydrogen mass flow 𝑚̇𝑖𝑛 

was measured with coriolis mass flow meter), given the 

initial conditions (at t=0) 𝑛𝐻2.0 = 0. 𝑛𝑂2.0 = 0.21 ⋅

𝑛𝑡𝑜𝑡.0.  𝑛𝑁2.0 = 0.79 ⋅ 𝑛𝑡𝑜𝑡.0. 𝑛𝐻2𝑂.0 = 0 and 𝑛𝑡𝑜𝑡.0 =

𝑝0 ⋅
𝑉

𝑅𝑇0
 . If the pressure inside the enclosure will be 

lower than ambient pressure ∆p<0.001 that means the 

hydrogen mass flow into the enclosure was closed and 

𝑛̇𝑖𝑛,𝐻2
= 0. Then the air from outside the chamber starts 

to flow into the enclosure through the vent area, means 

the 𝑛̇𝑜𝑢𝑡,𝑖 = 0 and: 

𝑛𝑖𝑛, =
𝐶𝑖𝑛∙𝐴

𝑀𝑎𝑖𝑟
√2 ∙ ∆𝑝 ∙ 𝜌𝑎𝑖𝑟    (5) 

Where 𝑀𝑎𝑖𝑟 is the molecular mass of air and 𝜌𝑎𝑖𝑟 is 

the density of air. The 𝐶𝑖𝑛 and 𝐴 is the discharge 

coefficient and the vent area, respectively. Using 

equation (5) the 𝑛̇𝑖𝑛,𝑖 can be calculated:  𝑛̇𝑖𝑛,𝑂2
= 0.21 ∙

𝑛̇𝑖𝑛  and  𝑛̇𝑖𝑛,𝑁2
= 0.79 ∙ 𝑛̇𝑖𝑛  given the assumption that  

𝑛̇𝑖𝑛,𝐻2𝑂 = 0. 

By balancing the combustion reaction equation, to 

burn all hydrogen  𝑛̇𝑟𝑥,𝐻2
= −𝑛̇𝑖𝑛,𝐻2

 the oxygen needed 

will be: 𝑛̇𝑟𝑥,𝑂2
= 0.5 ∙ 𝑛̇𝑟𝑥,𝐻2

. The produced water vapor 

then will be   𝑛̇𝑟𝑥,𝐻2𝑂 = −𝑛̇𝑖𝑛,𝐻2
, and 𝑛̇𝑟𝑥,𝑁2

= 0.  

Equation (6) based on the steady-state in a 

compressible energy equation (Bernoulli equation)  

gives the molar flow out 𝑛𝑜𝑢𝑡,𝑡𝑜𝑡,  which contains all the 

species in the enclosure from the initial stage and 

combustion products (no condensation of the water on 

the walls inside the chamber): 

𝑛𝑜𝑢𝑡,𝑡𝑜𝑡 = 𝐶 ∙ 𝐴√
2∙∆𝑝∙𝑛𝑡𝑜𝑡

𝑉∙𝑀𝑒𝑛
    (6) 

Where 𝑛𝑡𝑜𝑡 = ∑ 𝑛𝑖𝑖  is the number of moles in the 

enclosure, the molecular mass in the enclosure is then 

𝑀𝑒𝑛 = ∑ 𝑋𝑖𝑀𝑖𝑖  where 𝑋𝑖 = 𝑛𝑖/𝑛𝑡𝑜𝑡 and 𝑛̇𝑜𝑢𝑡,𝑖 = 𝑋𝑖 ∙
𝑛𝑜𝑢𝑡,𝑡𝑜𝑡 can be calculated. The C is the discharge 

coefficient and A is the ventilation area.  

To calculate the pressure in the enclosure (12) the 

temperature has to be solved first. The internal energy 𝑈 

for the system is equal to: 
𝑑𝑈

𝑑𝑡
= 𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 + 𝑄̇𝑟𝑥 − 𝑄̇𝑙𝑜𝑠𝑠   (7) 

And 
𝑑𝑈

𝑑𝑡
=

𝑑𝑛𝑈̂

𝑑𝑡
      (8) 

With the assumption of specific internal energy 𝑈̂: 

 𝑈̂𝑖 = 𝑈̂𝑟𝑒𝑓,𝑖 + ∫ 𝑐𝑣,𝑖𝑑𝑡
𝑇

𝑇𝑟𝑒𝑓
    (9) 

Where  𝑈̂𝑟𝑒𝑓,𝑖 = 0 at 𝑇𝑟𝑒𝑓 = 298.15K and 𝑐𝑣,𝑖  is the 

molar heat capacity in a constant volume. Changing the 

internal energy to the temperature will result in a 

governing equation of temperature in the enclosure 𝑇𝑒𝑛: 
𝑑𝑇𝑒𝑛

𝑑𝑡
=

1

∑ 𝑛𝑖𝑐𝑣,𝑖𝑖
(𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 + 𝑄̇𝑟𝑥 − 𝑄̇𝑙𝑜𝑠𝑠 − (𝑇 −

𝑇𝑟𝑒𝑓) ∙ ∑ 𝑐𝑣,𝑖
𝑑𝑛𝑖

𝑑𝑡𝑖 )     (10) 

The 𝐻̇𝑖𝑛 = ∑ 𝑛̇𝑖 𝑖𝑛.𝑖
𝐻̂𝑖 is the sum of enthalpies of each 

species at 𝑇 = 𝑇𝑖𝑛. Using the same analogy the enthalpy 

of the system at 𝑇 = 𝑇𝑒𝑛 is the sum of enthalpies: 

𝐻̇𝑜𝑢𝑡 = ∑ 𝑛𝑜𝑢𝑡.𝑖 ∙ 𝐻̂𝑖 𝑖
.  

The 𝑐𝑣,𝑖 was calculated by reducing the heat capacity 

at constant pressure by the universal gas constant 𝑐𝑣,𝑖 =

𝑐𝑝,𝑖 − 𝑅. The 𝑐𝑝,𝑖 𝐻̇𝑖𝑛,𝑖 and 𝐻̇𝑜𝑢𝑡,𝑖 where calculated with 

NASA polynomials (Mcbride et al., 1993) which 

includes thermodynamic data coefficients and enthalpy 

of formation 𝐻̂𝑓,𝑖. 

The 𝑄̇𝑟𝑥 is the heat of formation. Since the water 

vapor is the only product 𝑄̇𝑟𝑥 = 𝑄̇𝑟𝑥,𝐻2𝑂 = 𝑛̇𝑟𝑥𝐻2𝑂 ∙

(−∆𝐻̂𝑓𝐻2𝑂
) where the 𝐻̂𝑓𝐻2𝑂

 is the enthalpy of formation 

of water vapor. 

The 𝑄̇𝑙𝑜𝑠𝑠 is the heat loss calculated with the major 

assumption of a simple heat transfer with no 

condensation of water:  𝑄̇𝑙𝑜𝑠𝑠 = ℎ𝑙𝑜𝑠𝑠 ∙ 𝐴𝑤𝑎𝑙𝑙 ∙ (𝑇𝑒𝑛 −
𝑇𝑤𝑎𝑙𝑙) where 𝐴𝑤𝑎𝑙𝑙 is the surface area inside the 

enclosure and ℎ𝑙𝑜𝑠𝑠 is the heat transfer coefficient. When 

the pressure inside the enclosure will be lower than 

ambient pressure ∆𝑝 < 0.001 the cold air is entering 

into enclosure and heat transfer coefficient is assumed 

to be  ℎ𝑙𝑜𝑠𝑠,2 = 0.5 ∗ ℎ𝑙𝑜𝑠𝑠. 

The change of the number of moles in enclosure 

causes temperature change, expressed in equation (10) 

with ((𝑇 − 𝑇𝑟𝑒𝑓) ∙ ∑ 𝑐𝑣,𝑖
𝑑𝑛𝑖

𝑑𝑡𝑖 ). The temperature of the 

wall 𝑇𝑤𝑎𝑙𝑙, was calculated with the major assumption 

that the whole wall is one thermal mass with the same 

temperature inside (i.e. no temperature gradient in the 

wall): 
𝑑𝑇𝑤𝑎𝑙𝑙

𝑑𝑡
=

𝑄̇𝑙𝑜𝑠𝑠

𝑚𝑤𝑎𝑙𝑙∙𝐶𝑠𝑡𝑒𝑒𝑙
     (11) 
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Where 𝑚𝑤𝑎𝑙𝑙 is the mass of walls and 𝐶𝑠𝑡𝑒𝑒𝑙 is the 

heat capacity of the wall. 

Solving the PPP model with conservation equations 

(1), (2), (3), (4), (10), (11) then allows to calculating 

pressure inside the enclosure with the ideal gas law (12): 

𝑝𝑒𝑛 =
𝑛𝑡𝑜𝑡∙𝑅∙𝑇𝑒𝑛

𝑉
     (12) 

2.3 Bayesian framework 

A Bayesian approach with Monte Carlo simulation was 

used in estimating the parameters: the discharge 

coefficient, 𝐶, and the heat transfer coefficient, ℎ𝑙𝑜𝑠𝑠. 

The purpose of using Bayesian inference is to obtain 

new recognition about the parameters 𝜃. Whereas 

standard optimization techniques would estimate the 

optimal value for these parameters, Bayesian simulation 

instead estimates a distribution of probable values 

(based on including observed data and prior 

knowledge). Using a Bayesian approach makes sense 

given the uncertainties inherent in experiments and 

measurements. 

The relationship between 𝜃 = [𝐶, ℎ𝑙𝑜𝑠𝑠] and the 

measurement data 𝑑 is given according to Bayes’ 

theorem, equation (13).  𝐶 and ℎ𝑙𝑜𝑠𝑠 are assumed to be 

independent. 

 

𝑝𝑝𝑜𝑠𝑡(𝜃|𝑑, 𝑀, 𝐼) =
ℒ(𝑑|𝜃, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼)

∫ ℒ(𝑑|𝜃, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼)𝑑𝜃
  (13) 

 

                   ∝ ℒ(𝑑|𝜃, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼)  

 

Here 𝑝𝑝𝑜𝑠𝑡(𝜃|𝑑, 𝑀, 𝐼) is the posterior probability for 

parameters 𝜃 given the measurement data 𝑑, 𝑀 

representing the previously described model, and 𝐼 

represents other unspecified information given in this 

paper, such as the experimental setup. The 

𝑝𝑝𝑜𝑠𝑡(𝜃|𝑑, 𝑀, 𝐼) expresses the updated knowledge of 

the 𝜃 given the 𝑑, 𝑀, 𝐼. Further, 𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼) 

represents the prior probability distribution for 

parameters 𝜃 given the model 𝑀 and the information 𝐼- 

the initial belief about the 𝜃. Preliminary testing 

suggested that the value of ℎ𝑙𝑜𝑠𝑠 was between 20 and 40, 

while the value of 𝐶 was between 0.6 and 1. The prior 

distributions used are further detailed in the next 

subchapter. Finally, ℒ(𝑑|𝜃, 𝑀, 𝐼) represents the 

likelihood (probability) of seeing the measurement data 

𝑑 given the parameters 𝜃, the model 𝑀, and other 

information 𝐼. The Bayesian calculation will confront 

the simulation results of the earlier described model as a 

function of 𝜃 and 𝑑, 𝑀, 𝐼 to gather the pdf (probability 

density function) of the 𝜃 for the observed data. 

Assuming the measurement uncertainties are 

normally distributed, the likelihood is given by the 

Gaussian function (Daly et al., 1995). As experiments 

consist of multiple measurements, this gives us equation 

(14), where 𝑑𝑖 (experimental overpressure) and 𝑚𝑖 

(simulated overpressures) represent measurement data 

and model data at index 𝑖 (step), respectively. The 

sigma, 𝜎 is the standard deviation of the measurement 

uncertainty (constant 𝜎, Table 2).  

ℒ(𝑑|𝜃, 𝑀, 𝐼) = ∏
1

√2𝜋𝜎2
𝑛
𝑖=1 exp (−

(𝑑𝑖−𝑚𝑖)2

2𝜎2 ) (14) 

Having the priors and likelihood allows the posterior 

pdf to be estimated through Monte Carlo simulation. 

This was done using the standard Metropolis Markov 

Chain Monte Carlo algorithm, which is further detailed 

in algorithm 1.  

 
Algorithm 1 

The Metropolis algorithm (adapted from (Kruschke, 2015) 

1. Given: data 𝑑; prior distribution  𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼); 

likelihood function ℒ(𝑑|𝜃, 𝑀, 𝐼); step standard deviation 

𝜎; number of steps 𝑇  

2. Initialize 𝜃0 

3. For 𝑖 = 1 to 𝑇: 

4. Sample 𝜃′ ~ 𝒩(𝜃𝑖−1, 𝜎2) 

5. Sample 𝑢 ~ 𝒰(0,1) 

6. 𝑝𝑚𝑜𝑣𝑒 = min (1,
ℒ(𝑑|𝜃′, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟(𝜃′|𝑀, 𝐼)

ℒ(𝑑|𝜃𝑖−1, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟(𝜃𝑖−1|𝑀, 𝐼)
) 

7. If 𝑝𝑚𝑜𝑣𝑒 ≥ 𝑢:  𝜃𝑖 = 𝜃′; else:  𝜃𝑖 = 𝜃𝑖−1 

 

This is a sampling algorithm where samples 

producing a higher probability than the current sample 

is always accepted, while samples producing a lower 

probability than the current sample is sometimes 

accepted, depending on a randomly sampled value. This 

process is then repeated for a limited number of steps. 

However, with high numbers of measurements, the 

likelihood has a tendency to vanish, as many values 

between 0 and 1 are multiplied. Using the natural 

logarithm is a natural way of overcoming this. Using the 

natural logarithm changes steps 6 and 7 of algorithm 1 

in the following way. The fraction in step 6 is changed 

as shown in equation (15). Here ℓ refers to the 

loglikelihood, and 𝓅𝑝𝑟𝑖𝑜𝑟 refers to the logarithm of the 

prior. Due to a high number of steps (100000) needed to 

describe our physical event the Gaussian distributions 

were assumed for the loglikelihood and the logprior. 

Then ℓ and 𝓅𝑝𝑟𝑖𝑜𝑟 can be calculated as shown in 

equation (16) and (17). In equation (16), as in equation 

(14), 𝑑𝑖 and 𝑚𝑖 represent measurement data and model 

data at index 𝑖, respectively, and 𝜎 is the standard 

deviation of the measurement uncertainty. In equation 

(17) 𝜃𝑗 represents the 𝑗-th parameter in 𝜃, and 𝜇𝑗 and 𝜎𝑗 

represent the expected value and standard deviation, 

respectively, for the prior for this parameter. Equation 

(17) is only valid if the parameters of 𝜃 are independent. 

The final change that needs to be made is to alter step 7 

to compare 𝑝𝑚𝑜𝑣𝑒 to the value of ln (𝑢) instead of u. 

  ln (
ℒ(𝑑|𝜃′, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟

(𝜃′|𝑀, 𝐼)

ℒ(𝑑|𝜃𝑖−1, 𝑀, 𝐼)𝑝𝑝𝑟𝑖𝑜𝑟
(𝜃𝑖−1|𝑀, 𝐼)

) =  

(15) 
  ℓ(𝑑|𝜃′ , 𝑀, 𝐼) + 𝓅𝑝𝑟𝑖𝑜𝑟(𝜃′|𝑀, 𝐼)  

  −ℓ(𝑑|𝜃𝑖−1, 𝑀, 𝐼) − 𝓅𝑝𝑟𝑖𝑜𝑟(𝜃𝑖−1|𝑀, 𝐼)  

SIMS 61SIMS 61SIMS 61

DOI: 10.3384/ecp20176443 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

446



  

  ℓ(𝑑|𝜃, 𝑀, 𝐼) = 𝑘 + ∑ −
(𝑑𝑖−𝑚𝑖)2

2𝜎2
𝑛
𝑖=1   (16) 

  𝓅𝑝𝑟𝑖𝑜𝑟(𝜃𝑖−1|𝑀, 𝐼) = 𝑙 + ∑ −
(𝜃𝑗−𝜇𝑗)

2

2𝜎𝑗
2

𝑚
𝑗=1   (17) 

2.3.1 MCMC Setup 

There are parameters that must be set for the MCMC 

algorithm, including the number of steps 𝑇, the standard 

deviation of the step 𝜎2. Additionally, the prior 

distributions for 𝜃 must be specified. Based on this the 

MCMC was run with the parameters and priors shown 

in Table 3. The prior probability distributions for 𝐶 and 

ℎ𝑙𝑜𝑠𝑠 are also shown in Figure 2. 

Table 3. MCMC parameters and prior distributions 

𝑇 100000 
𝜎𝐶 0.01 

𝜎ℎ𝑙𝑜𝑠𝑠
 0.1 

𝑝𝑝𝑟𝑖𝑜𝑟(𝜃|𝑀, 𝐼) 𝑝𝑝𝑟𝑖𝑜𝑟(𝐶|𝑀, 𝐼) ∙ 𝑝𝑝𝑟𝑖𝑜𝑟(ℎ𝑙𝑜𝑠𝑠|𝑀, 𝐼) 

𝑝𝑝𝑟𝑖𝑜𝑟(𝐶|𝑀, 𝐼) 𝒩(0.8, 0.05) 

𝑝𝑝𝑟𝑖𝑜𝑟(ℎ𝑙𝑜𝑠𝑠|𝑀, 𝐼) 𝒩(30, 5) 

 

Figure 2. The prior probability distributions for A: 

discharge coefficient 𝑪 and B: heat loss coefficient ℎ𝑙𝑜𝑠𝑠. 

Additionally, some lead/lag compensation was 
implemented due to a time offset between the 

experimental and simulated data of approximately 4000 

time-steps, consistent between experiments. It resulted 

in a significant difference during the rise and fall of the 

pressure response in the experiments.  

The model was solved using solve nonstiff 

differential equations- medium order method ode45 

(MathWorks, 2020), with a maximum time step of 0.5 s. 

2.3.2 Evaluation of MCMC representativeness  

The representativeness and performance of the MCMC 

chains that were run were evaluated as described by 

Kruschke (2015). In this subchapter “the chains” refers 

to four chains run on experiment 11. 

A visual inspection of the chains’ trajectory shows 

that after a burn-in period, all the chains had converged 

to the same area. The first 3000 steps of each chain were 

then removed, considered to be part of burn-in. With 

these steps removed the chains were seen to overlap and 

mix well, and distinguishing the different chains from 

one another was basically impossible. This indicates 

that none of the chains are stuck with all the chains 

sampling from the same region. The convergence of 

chains with the starting position given by the X marker 

is presented in Figure 3. 

 

Figure 3. Convergence of 4 chains run in MCMC; exp 11. 

The plots of marginal distributions were then created 

for the sampled parameter values for each chain, shown 

in Figure 4 and Figure 5. These density plots show high 

overlap, though with some difference in the peaks. 

Some difference in the density plot is to be expected, 

due to the finite number of samples drawn. The overlap 

between chains suggests the chains sample 

representative values from the posterior distribution. 

 

A

. 

B 
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Figure 4. Density plot for parameter 𝑪 for chain 1 

through 4 for experiment 11. 

 

Figure 5. Density plot for parameter 𝒉𝒍𝒐𝒔𝒔 for chain 1 

through 4 for experiment 11. 

This evaluation of the MCMC gives us confidence in 

the results produced by the simulation. The evaluation 

shows no indication of poor representativeness nor low 

accuracy. 

2.3.3 Posterior predictive check 

If our model is adequate, then replication of the current 

experiment should generate data that are similar to the 

predictions made by the model. Let 𝑦𝑡 = 𝑦(𝑡; 𝜃) denote 

the predicted pressure given 𝜃 = (𝐶, ℎ). We are 

interested in 𝑝(𝑦𝑡|𝐷, 𝑚, 𝐼), where D and m denote the 

experimental data from the previous run and the model 

output (section 2.2), respectively. It follows from the 

marginalization and the product rules that 

𝑝(𝑦𝑡|𝐷, 𝑚, 𝐼) = ∫ 𝑝(𝑦𝑡 , 𝜃|𝐷, 𝑚, 𝐼) = 
Ω

                   

∫ 𝑝(𝑦𝑡|𝐷, 𝜃, 𝑚, 𝐼)𝑝(𝜃|𝐷, 𝑚, 𝐼)𝑑𝜃  
Ω

    (18) 

In case we know m and 𝜃, it is reasonable to assume that 

previously acquired data and the prediction 𝑦𝑡 are 

conditionally independent. This means that 

𝑝(𝑦𝑡|𝐷, 𝜃, 𝑚, 𝐼) = 𝑝(𝑦𝑡|𝜃, 𝑚, 𝐼)           (19) 

Thus, the posterior predictive density is given by 

𝑝(𝑦𝑡|𝐷, 𝑚, 𝐼) = ∫ 𝑝(𝑦𝑡|𝜃, 𝑚, 𝐼)𝑝(𝜃|𝐷, 𝑚, 𝐼)𝑑𝜃 
Ω

    (20) 

The second term of the integrand, 𝑝(𝜃|𝐷, 𝑚, 𝐼) is the 

posterior density, which has been previously 

determined. The first term of the integrand, 

𝑝(𝑦𝑡|𝜃, 𝑚, 𝐼), is the model density which depends on the 

model and the measurement noise. The model density 

has the same functional form as the likelihood for a 

single data point. Note that, in the case of model density, 

this function is a probability density with respect to 𝑦𝑡 , 
with the parameter 𝜃 assumed to be known.  

 The expression for the posterior predictive density 

(20) shows that the uncertainty in the predicted pressure 

is due to two processes. The first one is contributed by 

the posterior density, which expresses the uncertainty 

about the true value of 𝜃. The second contribution is due 

to the measurement noise. Although, more experimental 

evidence can reduce the uncertainty about 𝜃, 

nevertheless, the measurement noise cannot be 

eliminated. In the maximum likelihood approach, it is 

assumed that the inferred value 𝜃𝑀𝐿 for the unknown 

parameter is the true value and therefore the only source 

of uncertainty is the measurement noise. Indeed, in the 

context of eq. (20), in the maximum likelihood approach 

one claims that 

𝑝(𝜃|𝐷, 𝑚, 𝐼) = 𝛿(𝜃 − 𝜃𝑀𝐿)               (21) 

and hence, the integral in (20) reduces to  

𝑝(𝑦𝑡|𝐷, 𝑚, 𝐼) = 𝑝(𝑦𝑡|𝜃𝑀𝐿 , 𝑚, 𝐼)           (22) 

As the evidence grows, we will become more 

confident about the true value of 𝜃 and hence the 

posterior density becomes narrower and in the limit it 

converges to (21). Nevertheless, as long as the 

uncertainty about the true value of 𝜃 is large, the 

Bayesian and maximum likelihood approaches will 

differ. 

Due to difficulties to find an analytical expression for 

𝑦𝑡, in general, a Monte Carlo based approach is more 

viable. The algorithm below describes the steps. 

Algorithm 1 

Generating 𝑦𝑡; for 𝑖 = 1, … , 𝑁 repeat the following 

steps 

1. 𝜃𝑖~𝑝(𝜃|𝐷, 𝑚, 𝐼) 

2. 𝑦𝑖~𝑝(𝑦|𝜃𝑖 , 𝑚, 𝐼) 

Applying this algorithm for large N (equal to the number 

of MCMC samples), the empirical distribution of the 

samples 𝑦𝑖 will approximate 𝑝 (𝑦𝑡|𝐷, 𝑚, 𝐼). 

3 Results and discussion 

Hydrogen jet fires are causing high overpressure due to 

the high amount of released energy in a very short time. 

The molar balance and temperature in the enclosure 

described in the methodology explained the pressure 

dynamic.  

In the model, the mass balance is crucial for the 

accuracy of overpressure prediction. Therefore the 
discharge coefficient used in the calculation of molar 

flow through the vents (in and out) needs to be 
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investigated. A discharge coefficient is a dimensional 

number representing flow and pressure loss through the 

orifice. Is a function of Reynold number 𝐶 = 𝑓(𝑅𝑒) 

while the 𝑅𝑒 is a function of the flow rate, hence the 

𝐸𝑙𝑜𝑠𝑠~𝑢2. Some assumptions have been used for 

different scenarios but when the discharge coefficient is 

unknown or uncertain it has to be found experimentally. 

For the computing methods, it is recommended to 

assume C=1 (Crowl and Louvar, 2011). From the 

previous study on PPP it is known that C=1 is an 

assumption that can’t be applied, and lower values 

showed better accuracy. The reasoning of choosing the 

values of C in the work of Hussein et al., (2018) and 

Makarov et al., (2018) was based on the literature 

knowledge and validated against their experiments. The 

values presented in their work are not. It can be due to 

different experimental setups and mass flow rates. In the 

mentioned studies the heat transfer shows its importance 

for the pressure dynamics. Nevertheless, the heat loss 

has been neglected in the model (due to the small scale 

of experiments). 

In the model presented in this paper a simple solution 

of the heat loss is used. The water condensation hasn’t 

been included in the numerical simulations. The heat 

loss described in section 2.2 determines the rate of heat 

transfer through the walls.  

The MCMC evaluation results in the posterior 

distributions. Experiment 11 has been chosen to 

presents the parameter estimation analysis. In the figure 

below (Figure 6) the posterior pdf is presented. The 

clusters you can see on the plots represent the area of 

‘the best’ 𝜃. Experiment 11 resulted in bimodal 

posterior distributions. By looking into the density plots 

of C and h_loss (Figure 4 and Figure 5) the two major 

peaks are clearly visible.  Two clusters represent two 

areas of 𝜃 value which are consistent with the 

experimental results. 

 
 

Figure 6. Bivariate posterior distributions for 

experiment 11. 

Due to uncertainty in measurements, in general, it is 

not possible to uniquely determine the values of the 

unknown parameters. In the Bayesian approach, this 

problem is addressed by the posterior distribution. The 

posterior distribution summarizes the belief in the 

probable range of the values for the unknown 

parameters (Kruschke, 2015). Models are simplified 

versions of reality. In this context, the simplification 

means that we only take into account certain aspects of 

the reality and assume that the other aspects either 

cancel out each other or have no significant influence on 

the description or predicted behaviour of the system of 

interest. One way to evaluate how good these 

simplifications are is to check how accurately the model 

mimics the data. Therefore, it is important to not confuse 

the model inadequacies with the uncertainty due to 

inference. Thus, it is important to keep track of the 

sources of uncertainty. One way to do this is by 

conducting the so called posterior predictive check. 

The MCMC results have been applied into the PPP 

model (Figure 7). Both experimental and simulation 

results have their uncertainty, included in curves. For 

experimental results, the uncertainty is ±1% FSO BFSL 

(grey area around black line Figure 1). For the 

simulation, the uncertainty was calculated at the specific 

time for each sample (vertical red lines from blue dots 

Figure 7). The simulation overestimates the actual 

pressure with 0.6 kPa in maximum pressure and 

underestimates in minimum pressure is 0.6 kPa as well 

which is acceptable.  

 

Figure 7. Pressure dynamics in 14,9 m3 the enclosure 

during experiment 11: experimental (black line), 

simulation with estimated 𝜽 individualy for each time step 

(blue dots). The standard deviation is represented by error 

bars (red lines with caps). 

The simulation result shows good accuracy with 

experiments (Figure 8).  
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Figure 8. Exp11 pressure predicted (red line) vs.

measured (black circles).

4 Summary

In this paper, we have used a Bayesian approach to

estimate parameters in a PPP model. The intended use

for this model is to simulate overpressures from

accidental hydrogen releases in confined spaces. The

parameters of interest were the heat loss coefficient and

the discharge coefficient. The data used in creating the

model, and used when estimating the parameters, was

collected from large scale experiments performed by the

University of South-Eastern Norway.

Markov Chain Monte Carlo was used to generate

samples from the posterior distribution. The

performance of the MCMC algorithm was evaluated,

and seen to perform well.

In this analysis, we found that a discharge coefficient

of 𝐶 = 0.9 and a heat loss coefficient of ℎ𝑙𝑜𝑠𝑠 = 30 are

the most likely values which capture the results across

all the experiments. The Bayesian analysis of the model

gave the most probable values for performed

experiments (set up dimension and flow rates).

Acknowledgements

The authors wish to acknowledge the European Union

Fuel Cells and Hydrogen 2 Joint Undertaking (JU) under

grant agreement No 826193 with support from

European Union’s Horizon 2020 for funding and

supporting the HyTunnel project.

This work was performed within MoZEES, a

Norwegian Centre for Environment-friendly Energy

Research (FME), co-sponsored by the Research Council

of Norway (project number 257653) and 40 partners

from research, industry and public sector.

We thank Andre V. Gaathuag for his work on the PPP

model and Ali Ghaderi for comments and supervision

that greatly improved the manuscript

References

S. Brennan, D. Makarovand, and V.V. Molkov. Dynamics 

of Flammable Hydrogen-Airixture Formation in an

Enclosure with a Single Vent. In Proceedings -Fire and

Explosion Hazards 6, 11.-16. April, Leeds, UK, 493–503,

2010. doi: 10.3850/978-981-08-7724-8_07-04.

S. Brennan and V.V. Molkov. Pressure peaking phenomenon

for indoor hydrogen releases. International Journal of

Hydrogen Energy, 43(39), 18530–18541,2018. doi:

10.1016/J.IJHYDENE.2018.08.096

D.A. Crowl and J.F. Louvar. Chemical Process Safety

Fundamentals with Applications, 3rd ed.; In B. Goodwin, J.

Fuller and E. Ryan, editor. Prentice Hall 2011.

F. Daly, D. Hand, M. Jones, A. Lunn, and K. McConway.

Elements of Statistics (1st ed.). Addison Wesley, The Open

University, 1995.

H.G. Hussein, S. Brennan, V. Shentsov, D. Makarov, and V.V

Molkov. Numerical validation of pressure peaking from an

ignited hydrogen release in a laboratory-scale enclosure and

application to a garage scenario. International Journal of

Hydrogen Energy, 43(37), 17954–17968, 2018. doi:

10.1016/J.IJHYDENE.2018.07.154.

J.K. Kruschke. Doing Bayesian Data Analysis, A tutorial with

R, JAGS and Stan. In Becoming a Brilliant Trainer (2nd

ed.) 2015. doi: 10.4324/9781315627960-16.

A.W. Lach. Pressure Peaking Phenomena-unignited releases.

Internal Report experiments, 2019.

D. Makarov,V. Shentsov, M. Kuznetsov, and V.V Molkov.

Pressure peaking phenomenon: Model validation against

unignited release and jet fire experiments. International

Journal of Hydrogen Energy, 43(19), 9454–9469,2018. doi:

10.1016/J.IJHYDENE.2018.03.162.

MathWorks. Matlab User Guide(r2020b). ode45 Apple Hill

Drive Natick, MA, 2020.

B.J. Mcbride, S. Gordon, and M. Reno. Coefficients for

Calculating Thermodynamic and Transport Properties of

Individual Species. Nasa Technical Memorandum,

4513(NASA-TM-4513), 98, NASA, US. Government

1993.

J. A. Vrugt. Markov chain Monte Carlo simulation using the

DREAM software package: Theory, concepts, and

MATLAB implementation. Environmental Modelling &

Software, 75, 273–316, 2016. doi:

10.1016/J.ENVSOFT.2015.08.013.

J. Wang, Z. Zhou, K. Lin, C.K. Law, and B. Yang. Facilitating

Bayesian analysis of combustion kinetic models with

artificial neural network. Combustion and Flame, 213, 87–

97,2020. doi: 10.1016/j.combustflame.2019.11.035.

 

SIMS 61SIMS 61SIMS 61

DOI: 10.3384/ecp20176443 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

450



Classification of Gases and Estimation of Gas Flow Rate Based on 

Unsupervised and Supervised Learning Respectively 

 
Maths Halstensen1     Simen S. Halstensen2 

1Department of Electrical Engineering, IT and Cybernetics, University of South-Eastern 

Norway, maths.halstensen@usn.no 
2Department of Electrical Engineering, IT and Cybernetics, University of South-Eastern Norway, 

simenshalstensen@gmail.com 

 

 

 

 

Abstract
In this research project, acoustic chemometrics was

assessed as a new method for both classification and

prediction of flow rate of five selected gas types. The

gas types were selected to span different densities as

much as possible while at the same time being relatively

safe to use. The five gas types were Argon, Helium,

Carbon dioxide, Nitrogen and Air. The research 

questions were 1) Can measurements of the vibrations 

in a gas control valve in combination with signal 

processing and unsupervised learning be used to

classify the five gases mentioned above? 2) Can the

vibrations in the gas valve in combination with

supervised learning be used to determine the flow 

rate of the five gases? 3) Can a simple low cost piezo 

disk provide signals comparable to that of an 

industrial accelerometer? The results show that it is 

possible to classify the five gas types based on 

principal component analysis with three components. 

The gas flow rate could also be predicted for all 

five gases based on partial least squares regression with 

an average error of 2-5%. The Piezo disk could not be 

used for gas classification, but for prediction of 

gas flow rates it was comparable to the

accelerometer. All the prediction models were 

validated based on independent data.

Keywords: supervised learning, unsupervised learning,

partial least squares regression, classification,

principal component analysis, accelerometer

 

1 Introduction 

Acoustic chemometrics (Halstensen, 2006, 2010; 

Esbensen, 1999; Arvoh, 2012) is a relatively new 

general process analytic approach for on-line 

monitoring of industrial processes. Acoustic 

chemometrics concerns capturing characteristic system 

vibrations generated by e.g. a transportation or 

manufacturing process.  

The vibrations -or acoustic signatures -can easily be 

measured by a non-intrusive sensor (accelerometer). 

Previous research has shown that these acoustic 

signatures carry embedded information about physical 

and chemical parameters, such as composition (oil, fat, 

ammonia, buttermilk, glycol, and ethanol), mixing 

progress, fiber length, flow, density, temperature - as 

well as system state. For extraction and quantification of 

these types of specific analytes and parameters of 

interest, domain transforms (Fast Fourier Transform) 

(Ifeachor & Jervis, 1993) is essential prior to 

multivariate analysis and modelling. 

Unsupervised methods such as Principal Component 

Analysis (PCA) (Esbensen and Swarbrick, 2018) can be 

used to e.g. classify products. Supervised methods such 

as Partial Least Squares (PLS) (Martens & Næs, 1989) 

regression based on empirical input-response data are 

used to extract relevant information and to calibrate 

multivariate regression models. The models can then be 

used either to classify or to predict the parameter of 

interest based on mew independent acoustic spectra. As 

with all multivariate models, the role of proper 

validation is critical (Esbensen and Geladi, 2010). 

 

Advantages of acoustic chemometrics:  

1. clamp on non-intrusive sensor 

2. No process modifications necessary 

3. Several predictions from the same measurement 

 

The fact that almost all processes produce some kind of 

acoustic emission opens up for many potential 

applications, all of which depend on multivariate 

calibration. The only requirement is that the acoustic 

emission must contain relevant information, which can 

be correlated with the parameter(s) of interest. In this 

work, we test the feasibility of acoustic chemometrics to 

both classify gas type and predict gas flow rate. The 

method is demonstrated on five different gas types: 

Argon, Helium, Carbon dioxide, Nitrogen and Air, 

which is a mixture.  

The proposed method cannot be directly compared to 

the accuracy of e.g. Coriolis type flow meters (LaNasa 

& Upp, 2014), but the advantage of this method is that 

it is non-intrusive, inexpensive, easy to implement on 

exiting equipment (no interference with existing 
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equipment is necessary). The industry often prefers non-

invasive or non-intrusive measurement methods since 

parts sticking into the process pipelines can cause 

critical fouling and clogging which is problematic but 

also leads to faulty measurements.  

The main objective in this research project is to test a 

new method for gas flow metering and show that it 

works on different gas types. The second objective is to 

show that the same method also can be used to classify 

the gas type directly from the same raw measurement as 

is used for the flow rate estimation. 

The last objective is to validate the method based on 

independent experimental data to ensure optimal model 

complexity and estimation of the uncertainty of the 

method. 

Very little causal interpretation of the acoustic 

spectra is reported in literature. In a study from 2008 

(Kupyna et al., 2008] tried to explain the physical theory 

behind the flow of liquids through an orifice plate and 

the vibrations that occurred.  The experimental results 

agreed with theory that they found, but it is difficult to 

see how it can be directly used to improve acoustic 

chemometrics. We have not attempted to explain the 

physical theory behind the vibrations that occur in the 

valve from the different flowing gases in this study. 

2 Materials and methods 

The experiments were carried out on an experimental 

gas flow rig in the chemometrics laboratory at 

University of South-Eastern Norway, Porsgrunn, 

Norway. 

2.1 The experimental gas flow rig 

 

Figure 1. Experimental gas flow rig at USN. 

All the experiments with gas flow were carried out in 

the chemometrics laboratory at the University of South-

Eastern Norway, Porsgrunn, Norway (USN). 

The experimental rig used to develop the method is 

shown in Figure 1 above. The rig consists of a 

pressurized gas bottle, a filter, a gas control valve, a 

moisture trap and a gas flow meter. All the elements are 

connected with hoses and pipes, which were pressure-

tested to avoid gas leaks in the system prior to the gas 

flow experiments. The filter is there to avoid getting 

particles into the control valve. These particles can come 

from connecting and disconnecting the hoses and 

clamps at around the gas bottle. 
The gas control valve is a simple rotary gas valve 

used in compressed air systems. A stepper motor is 

connected directly to the valve to be able to control the 

gas flow rate automatically. The control loop was 
implemented in LABVIEW 2017 from National 

Instruments. A large moisture trap/filter normally used 

for spray painting is located right in front of the gas flow 

meter to avoid moisture entering the flowmeter. 

Moisture can damage the gas flow meter or cause false 

readings.  

The gas flow meter Mass-Stream D-6300 from 

BronkhorstTM has a gas flow range up to 200 l/min of 

air. Since we here have other gas types a conversion 

factor was necessary to get the correct flow rates for all 

other gases than air. The accuracy of the flow meter is 

+/- 1 %. 

The gas leaving the gas flow meter was injected into 

the ventilation system and finally disposed to the 

atmosphere. All the elements mentioned above was 

connected with hose with inner diameter = 10mm. On 

the gas control valve shown in Figure 2 the two sensors 

(accelerometer and piezo disk) were glued on to the 

main metal body of the valve. 

 

 

Figure 2. Gas control valve with the stepper motor 

connected from top. 

2.2 Gas types 

Five different gases were selected: air, argon, carbon 

dioxide, nitrogen and helium. These gases were selected 

because we wanted to span the densities as much as 

possible but at the same time, we wanted to use gases, 

which are relatively safe. Air is a mixture containing 

mostly nitrogen (78%) and oxygen (21%) so in the gas 

classification it should behave similar to nitrogen.  

2.3 Acoustic sensors S1 and S2 

S1 is an industrial standard accelerometer with a 

frequency range of 0-40kHz, S2 is  

a simple 0.5mm thick piezo electric element. Figure 3 

shows a picture of the two vibrational sensors S1 and 

S2. 
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Figure 3. Vibrational sensors, S1 (left) is an 

accelerometer from Endevco 7259B, S2 (right) is a simple 

low cost ($1) piezo electric disk with resonant frequency 

4 kHz. 

Two different sensors were mounted in order to test if 

the results from a low cost piezo element (S2) would be 

comparable to the results based on the much more 

expensive accelerometer (S1). 

The measurement systems also consist of a Signal 

Amplifying Module (SAM) as shown in figure 4 and a 

data acquisition system from National Instruments 

(USB-6351) connected to a computer. The SAM unit is 

a special experimental equipment developed and built at 

USN. 

 

Figure 4. Signal Amplifying Module (SAM) 

 
The signal from the accelerometer was amplified 100 

times, while the signal from the piezo disk was only 

amplified 40 times. 

2.4 Signal processing 

The signals from the sensors S1 and S2 were converted 

from time to frequency domain using Fourier 

transformation (Ifeachor & Jervis, 1993) prior to 

analysis and model calibration. The Discrete Fourier 

transform (DFT) can be expressed as 

 

𝑋𝑘 = ∑ 𝑥𝑛𝑒
−𝑖2𝜋𝑘𝑛/𝑁𝑁−1

𝑛=0    𝑘 = 0,… ,𝑁 − 1    (1) 

 

A more efficient implementation of the DFT is the Fast 

Fourier Transform (FFT), which in this work has been 

implemented in LabVIEW 2017 for fast real time 

calculation of the Fourier spectrum. 

Each measurement, which was a time series of 4096 
samples recorded with a sampling frequency of 300 

kHz, were transformed using Fast Fourier Transform. 

The resulting spectrum contains 2048 frequencies.  

2.5 Principal Component Analysis 

Principal component analysis (PCA) is a standard 

multivariate data analysis method (Esbensen and 

Swarbrick, 2018), PCA uses an orthogonal 

transformation to convert a set of observations often 

described by many correlated variables into a few 

linearly uncorrelated latent variables called principal 

components. Principal Component Analysis (PCA) 

which is a so-called unsupervised method can be used 

for classification of observations. It is called 

unsupervised because of the lack of reference data to 

guide the decomposition. The decomposition of a 

multivariate matrix X is shown in equation 2. 

 

X = T PT + E           (2) 

 

The T matrix contains the score vectors, P contains the 

loading vectors and E is the residual.  

In this work, the NIPALS algorithm (Ergon et al., 

2009) was used because of one of its advantages, which 

is that it is possible to calculate only a relevant number 

of components. Principal component analysis can 

alternatively be carried out based on singular value 

decomposition (SVD). The advantage of using SVD is 

that the code is simple, the disadvantage is that all 

possible components always is calculated so if X is large 

(I.e. is made up of a high number of variables), SVD is 

time consuming. NIPALS also works on matrices with 

missing values, in which case SVD will fail.  

2.6 Partial Least Squares Regression 

Partial least squares regression PLS-R was used to 

calibrate multivariate prediction models for flow rate of 

all five gas types. The reference measurements from the 

flow meter in the experimental flow loop was used as 

the reference during calibration.  

Partial Least Squares Regression (PLS-R) is a 

supervised modelling approach which is well explained 

in literature (Martens & Næs, 1989; Ergon et al., 2009) 

thus only a short introduction is given here.  

PLS-R relies on representative training data for two 

variable blocks, often called X and Y respectively. In the 

present study, the X data matrix contains the acoustic 

frequency spectra, and Y is a vector containing the gas 

flow rates from the gas flow meter used as a reference. 

The NIPALS algorithm is the most widely used 

algorithm in PLS regression. In this algorithm, the 

intention is to model both X and y simultaneously, make 

the error as small as possible and at the same time 

extract as much useful information from the X matrix in 

order to describe the y response variable. A simplified 

version of the NIPALS algorithm is presented below 

(Ergon et al., 2009).  
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A is the optimal number of components in the model. 

1. Let 𝑋0 = 𝑋. For a = 1, 2,…, A perform steps 2 to 6 

2. 𝑤𝑎 = 𝑋𝑎−1
𝑇 𝑦 ‖𝑋𝑎−1

𝑇 𝑦‖⁄  (with length 1) 

3. 𝑡𝑎 = 𝑋𝑎−1𝑤𝑎 

4. 𝑞𝑎 = 𝑦𝑇𝑡𝑎(𝑡𝑎
𝑇𝑡𝑎)

−1 

5. 𝑝𝑎 = 𝑋𝑎−1
𝑇 𝑡𝑎(𝑡𝑎

𝑇𝑡𝑎)
−1 

6. Compute the residual 𝑋𝑎 = 𝑋𝑎−1 − 𝑡𝑎𝑝𝑎
𝑇 

 

𝑋 = 𝑇𝑤𝑃
𝑇𝑊𝑊𝑇 + 𝐸              (3) 

𝑦 = 𝑇𝑤𝑞𝑤 + 𝑓                                                           (4) 

 

where the score matrix 𝑇𝑤 = [𝑡1 𝑡2⋯ 𝑡𝐴] is 

orthogonal, loadings matrix 𝑃 = [𝑝1 𝑝2⋯ 𝑝𝐴], 

𝑞𝑤 = [𝑞1 𝑞2⋯ 𝑞𝐴] and the loading weight matrix 

𝑊 = [𝑤1 𝑤2⋯ 𝑤𝐴] 

 

The loading matrix, 𝑃, is calculated as  

𝑃 = 𝑋𝑇𝑇(𝑇𝑇𝑇)−1                                          (5) 

 

The prediction vector for 𝑦 = 𝑋𝑏 + 𝑓 corresponds to: 

𝑏̑ = 𝑊(𝑊𝑇𝑋𝑇𝑋𝑊)−1𝑊𝑇𝑋𝑇𝑦                       (6) 

The response vector 𝑦̑ = 𝑋𝑏̂
 
   (7) 

In evaluating the regression model, the root mean 

squared error of prediction RMSEP offset, slope and 

correlation coefficient are commonly used. The root 

mean squared error of prediction is calculated as:  

RMSEP = √∑ (𝑦̂i,predicted−𝑦i,reference)
2𝑛

𝑖=1

𝑛
             (8) 

3 Experimental 

The gas bottle was connected to a constant pressure 

valve, which were connected to the experimental gas 

flow rig. The constant pressure valve was adjusted to 

four bar. The set point of the gas control valve was 

entered and the gas started to flow. When the gas flow 

rate became stabile after a few seconds, the acoustic 

measurement was started. The gas flow rate was 

simultaneously measured and recorded by the flow 

meter in figure 1.  The gas flow rate levels were chosen 

randomly until all the 21 discrete levels from 1 to 100 

l/min were covered.  The discrete gas flow levels were 

1, 5, 10, 15, 20, 25,…, 100 [l/min]. The experiment was 

repeated following the same strategy as in the first round 

to get independent data for validation of the models. 

This was the experimental procedure followed for all the 

five gas types. 

In order for the gas flow meter to give reliable flow 

rate measurements for the gases different from air, a set 

of conversion factors were necessary to scale the signal 

to the correct level. The conversion factors were 

provided by the manufacturer of the flow meter. The 

conversion factors used can be seen in table 1. 

Table 1. Gas flow rate conversion factors 

Conversion factors for the five gas types measured 

by the flowmeter: 

Air: 1.00 

 Argon (Ar): 2.01 

Carbon dioxide (CO2): 1.20 

Helium (He): 0.24 

Nitrogen (N2): 1.00 

 

Seven replicates of acoustic spectra were recorded for 

each gas and flow rate. Each of these replicates was an 

average of 200 individual spectra. The averaging is 

necessary to reduce white noise and get a precise 

measurement. Each batch of seven replicates took 

approximately 35 seconds to record.  

During the experiments on CO2, a significant amount 

of ice was building up around the valve on the gas bottle. 

This is normally not a big problem but in our case, it was 

problematic because we used hoses to transport the 

gases to the flow rig and these hoses became quite 

fragile at this low temperature. Fortunately, no hoses 

broke during the experiments. 

4  Results and discussion 

4.1 Classification of gas types (S1)  

The score plot t1-t2 in Figure 5 shows that principal 

component 1 describes gas flow rate for all the five gas 

types, the gas flow rate increases from right to left in the 

score plot. The loading vector (Figure 5) for principal 

component 1 which indicates that all the frequencies in 

the acoustic frequency spectra increase with increasing 

gas flow rate since all frequencies have the similar 

loading value. All the results in Figure 5 is based on data 

from the accelerometer only.  
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Figure 5. Upper: Score plot t1-t2, Lower: loading vector 

p1. 

 

Figure 6 shows the classification of the five different 

gas types. The score plot in Figure 6 shows all the five 

gas types with different colors.  

The score plot in Figure 6 above shows that the gas 

groups/clusters are located in a star pattern. It is obvious 

why it has to be exactly like this because “no flow” 

sounds exactly the same for any gas, namely no sound 

at all! The zero flow (0 l/min) is therefore the center of 

the “classification star”. As expected, the nitrogen (N2) 

group overlaps significantly with the cluster for air 

because air contains 78% of nitrogen. 

The Loadings for the first two components shows that 

there are relevant information in almost all the 

frequencies in the spectra.  

The explained variance plot shows that most of the 

variance in the data is caused by variation in airflow rate 

as PC-1 explains 78% of the variance. PC-2 and PC-3, 

which is used for classification of the gases, only 

explains 8% and 4% respectively.  

The PCA classification model was based on data 

from two independent experiments separated in time. 

An alternative strategy would be to determine the PCA 

classification model based on one of the experiments 

and used the other one for testing. Based on the results 

shown in the score plot in Figure 6 we have here only 
shown that classification of these five gases based on 

vibration analysis is promising. Further validation of the 

concept is needed to verify reliability over time. 

 

 

 

 

Figure 6. Classification of gases based on the 

accelerometer data, Upper: Score plot t2-t3, Middle: 

Loading vectors p2 and p3. Lower: Explained variance. 

4.2 Classification of gas types (S2) 

From the analysis of the data from the low cost piezo 

disk it became clear that it was not possible to 

completely separate and thus classify the five gases. 

Figure 7 shows the score plot t2-t3 of the piezo disk data, 

which is directly comparable to the score plot in figure 

6 representing the accelerometer. As can be seen in 

figure 7 the data is more spread (noisy) leading to 
overlap between gas types. The PCA classification 

model was also here based on data from two 
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independent experiments separated in time as described 

in Section 4.1 

 
Figure 7. Classification of gases based on the piezo 

disk data, Score plot t2-t3.  

4.3 Estimation of gas flow rate 

 

 

 

Figure 8. PLS regression model for prediction of gas 

flow rate of Argon, 2 components was optimal and no 

outliers were deleted. 

Five PLS-R models were calibrated for flow rate of the 

five different gas types using the acoustic data (spectra) 

as the independent X-matrix and the reference Y-vector 

was the flow rates from the gas flow meter.  

The prediction performance of the five models were 

similar with comparable RMSEP values. Only the full 

model result for Argon is shown in Figure 8 while the 

results for all the 5 gas types has been summarized in 

table 2 for comparison. The model for argon flow rate in 

figure 8 is based on both sensors (Accelerometer and 

Piezo disk) combined. 

Table 2 below shows a comparison of all the models 

for gas flowrate of all five gases, and all combinations 

of sensors. 

 

Table 2. Comparison of gas flow rate models for Air, 

N2, CO2, He and Argon. The lowest RMSEP values of 

the models based on single sensors are indicated with 

bold numbers. 
 

Gas 

type 

Both sensors 

(4096 variables) 

Accelerometer 

(2048 variables) 

Piezo disk 

(2048 variables) 

RMS

EC 

RMS

EP 

#Co

mp. 

RMS

EC 

RMS

EP 

#Co

mp. 

RMS

EC 

RMS

EP 

#Co

mp. 

Arg

on 

3.158

3 

3.262

3 

2 3.554

5 

3.812

4 

2 3.527

5 
3.402

6 

2 

Air 2.810

9 

4.035

0 

2 3.118

4 
4.179

4 

2 3.068

4 

4.279

2 

2 

CO2 3.364

1 

3.364

1 

3 3.827

2 

5.010

7 

3 3.871

3 
4.600

2 

3 

He 2.287
0 

2.589
6 

4 1.690
9 

2.051

4 

3 4.885
6 

4.912
5 

4 

N2 1.842
0 

3.574
4 

2 2.336
8 

3.687
1 

2 1.704
9 

3.610

6 

2 

 

A comparison of the RMSEP values of the models based 

on single sensors shows that the sensors performs very 

similar and both can be used for prediction of gas flow 

rate. However, if classification of gas type is of interest 

it is only the accelerometer, which can be used. The 

loading plots in Figure 5 and 6 and the regression 

coefficients in Figure 8 shows that there is information 

in all frequencies in the acoustic spectra, an attempt to 

use variable selection where some of the variables are 

omitted in the model will fail because of this. In order to 

improve the classification or prediction of gas flowrate, 

the most effective method is to use moving average 

either in the frequency direction or in the time direction. 

Filtering in the time direction will often result in a lower 

RMSEP but since we introduce a low-pass filter, the 

model will not be able to detect rapid changes of the 

parameter of interest. 

5 Conclusion 

A new method for non-intrusive gas classification and 

flow rate estimation is proposed. The research 

objectives was 1) assess acoustic chemometrics 

potential to classify 5 selected gases, 2) predict the flow 

rate of each gas in the range 0-100 l/min and 3) compare 

results from a standard accelerometer and a simple low 

cost piezo disk. The results in section 4 shows a 

successful classification of the gas types based on PCA 

with three components on the measurements from the 
accelerometer. The results also show that it is possible 

to predict gas flowrate based on vibrations in the gas 

SIMS 61

DOI: 10.3384/ecp20176451 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

456



flow rate valve. The RMSEP values shows an average 

error between 2 and 5% for the gas flow rate models 

when tested on independent data. From the comparison 

of the low cost piezo disk and the accelerometer, it was 

clear that the piezo disk could not be used for gas 

classification, but for prediction of gas flow rates it was 

comparable to the accelerometer. 
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Abstract 

A feasibility study was carried out to assess the 

possibility of developing prediction models for 

monitoring drying conditions of wood coatings in one of 

Europe’s largest and most modern coating plants for 

exterior cladding. These models were based on data 

from real-time Process Analytical Technology (PAT) 

sensors, measuring airflow and air direction, 

temperature and relative humidity). The study revealed 

that the information from the PAT sensors gave 

sufficient input to accurately model the complex drying 

conditions and their interrelations. Modelling was 

carried out using both Principal Component Analysis 

(PCA) and PLS-regression in both its PLS1 and PLS2 

manifestations. In addition, the diagnostic prediction 

performance RMSEP between PLS1 and PLS2 models 

were not significantly different. This is advantageous 

for an industrial implementation concerning re-

calibration operations: PLS1 requires 40 separate 

calibrations whereas PLS2 requires only one, because 

PLS1-R is a regression of a singular output variable (y-

variable) and PLS2-R of several simultaneous, 

correlated output variables. While a single calibration 

based on PLS2 will take approximately one hour, the 

PLS1 approach will take more than a week. 

Keywords: process monitoring; exterior wood coatings; 

wood cladding; oven drying; multivariate modeling; 
PLS1-R, PLS2-R 

1 Introduction 

Wooden cladding is the most common façade material 

for residential buildings in Norway, most often painted 

with multi-coat opaque high-build (>60-100 µm dry 

film thickness) to very high-build systems (>100 µm dry 

film thickness). Traditionally cladding has been painted 

by hand after installation, but the last years have seen a 

strong trend towards industrial coating application in 

Scandinavia (Hundhausen et al., 2016). Industrial 

application has the advantage of offering customers 

cladding that does not need immediate maintenance 

after mounting; moreover, industrial coating takes place 

under controlled conditions, which is of special 

importance as water-based coating systems today 

dominate the marked driven by environmental 

requirements for reduced amounts of volatile organic 

compounds (Elliott and Glass, 2000). While in the 

furniture and joinery industry UV-curable coatings are 

widely used, wood products for exterior applications are 

finished as physically dried coatings. Thus air velocity, 

relative humidity (RH) and ambient air temperature are 

the three decisive factors in convection drying 

(Nienhuis, 2014) causing water to flow from the lower 

to the upper part of coating films (Trent, 1992; Beetsma, 

1996; Vanderhoff, 1966). Deficient drying can cause 

blocking, i.e. coated parts stick together after stacking 

which results in considerable transport damages, or can 

significantly affect coating adhesion, which promotes 

coating defects like paint flaking. In addition, the dry-

to-recoat stage in industrial drying is critical, as it is one 

of the major factors controlling the overall batch 

production rate. Dry-to-recoat is the time interval 

needed before a second coat can be applied without risks 

for further defects, such as blistering or loss of adhesion 

(Koleske, 2012). In short, controlling drying is of 

overall importance regarding process capacity and yield.  

The Norwegian cladding producer Gausdal Bruvoll SA 

has recently established one of the largest and most 

modern coating plants for industrial cladding in Europe 

(Hundhausen et al., 2018a). Controlled fast drying is 

crucial but technically challenging as different “orders” 

(customer specified batches of boards) often with 

different coatings pass through the approximately 70 m 

long multi-level dryer with a feed speed of 18 m/min 

(Hundhausen et al., 2016, 2018b). Reliable on-line 

drying monitoring is highly desirable to increase 

production yields by avoiding coatings defects. 

A feasibility study has been carried out to assess the 

possibility of developing prediction models for 

monitoring drying conditions of exterior wood coatings 

in 8 out of 9 possible trajectories in Gausdal Bruvoll’s 

dryer. Can drying conditions air flow, transport 

direction, air temperature and relative humidity 

recorded through a set of real-time Process Analytical 

Technology (PAT) (Bakeev, 2010) sensors be acquired 

accurately enough for process operators to run the 

drying facility reliably with a view of process optimality 

across many types of paints and coating combinations?  

The first research objective in the present study is to 

assess the real-time on-line information from a set of 
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strategically placed PAT sensors as input variables for 

modeling.  

The second research objective is strictly data analytical. 

Partial Least Squares 1 (PLS1) regression modelling is 

compared with its PLS2 alternative (Marten and Næs, 

1989; Esbensen and Swarbrick, 2018). PLS1-R is 

regression of a singular output variable (y-variable); 

PLS2-R is regression of several simultaneous, 

correlated output variables (y-variables). The rationale 

for evaluating both modelling strategies depends on the 

inherent complex industrial oven conditions: If PLS2 

prediction results are comparable to the standard PLS1 

results; this will save a significant amount of the work 

for model updating and/or maintenance during uptime 

industrial operations. PLS2 requires only one calibration 

operation while PLS1 in this case would require 40 

separate calibrations. If the single calibration based on 

PLS2 takes one hour, the PLS1 approach will take more 

than a week, so PLS2 is a much more efficient approach 

and a significant time saver in the industrial context, 

which needs to have a strong focus on minimal 

downtime. 

2 Materials & methods 

2.1 The hot air dryer 

The hot-air-dryer has a length of 73 m and a width of 10 

m. It is horizontally divided into 3 drying and 1 cooling 

zone, and is vertically stacked with three floors (Figure 

1 and 2). While the zones are separated by hanging flaps, 

the floors are not separated, making the zones the 

operative unit in the drying process. It is up to the 

operators to make effective use of the vertical floors; 

there are significant advantages in planning the 

compound drying of several batches of boards (termed 

‘orders’) intelligently.  This requires a reliable PAT-

based ‘prediction of drying-end-results’ facility, for 

which optimal monitoring of the compound drying will 

be critical. 

The physical drying of the waterborne paint coating is 

based on the parameters air T, air speed, RH and drying 

time.  The air is blown downwards onto the coating 

through tubes (Fig. 2).  

 

Figure 1. Simplified illustration of the nine drying 

trajectories for wood cladding. In the example indicated 

with red color, data from trajectory 1 was used as the input 

X data in calibration of the prediction model. The drying 

conditions in all eight other trajectories were predicted 

based on the two alternative regression models PLS1 and 

PLS2. 

As indicated with red color in Figure 1 the data from 

trajectory 1 was used as the input X data in calibration 

of the regression models. The drying condition 

described by the 40 output variables covering all the 

other eight trajectories were predicted based on the two 

alternative regression-modelling strategies PLS1 and 

PLS2, and compared see section 4.2. 

 

 

Figure 2. The dryer in the coating plant, showing the 

upper, middle and lower floors in one drying zone. Note 

the air ducts close to the ceiling, which supply the drying 

air to all levels.  

 

Partial Least Squares 1, PLS1 (single output) and 

Partial Least Squares 2, PLS2 (multiple y-outputs) 

were used to calibrate regression models for the drying 

conditions. 

 

2.2 Sensors on the move 

An innovative element in acquiring simultaneous data 

with which to perform a first model of the complex 

drying oven conditions was to send a recording ‘sensor 
box’ through the entire drying cycle. The box includes a 

temperature and relative humidity (RH) sensor (S-THB-

M002 Sensor, Onset Computer Corporation, Bourne, 

MA, USA) and three hot wire anemometers (T-DCI-

F350-W5B3, Onset Computer Corporation) measuring 

the air flow horizontally in transport direction, 

horizontally perpendicular to the transport direction and 

vertically to the transport direction. All sensors have a 

maximum update rate of 400 ms. The measurements 

were recorded with a sampling rate of 1 Hz using a 

multi-channel data logger (Hobo H22, Onset Computer 

Corporation). 
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Figure 3. The moving “sensor box” equipped with 

temperature/RH sensors and three hot-wire anemometers, 

measuring along – and across the contemporary box 

velocity vector plus vertical air velocity. 

 

2.3 Multivariate analysis and regression 

modelling 

PLS1 regression is well described in the chemometric 

literature (Marten and Næs, 1989; Esbensen and 

Swarbrick, 2018) and numerous other background 

references herein. The PLS1 model is designed to 

maximize the effective correlations between the X-

space (X-variables: PAT sensor recordings) and a 

singular y-variable. Here one also finds a description of 

the superior PLS modelling vs. prediction features in 

relationship to PCR (Principal Component Regression) 

and MLR (Multiple Linear Regression). The PLS1 

approach has been the overwhelmingly most popular 

approach within process chemometrics because of the 

optimal modelling ability when dealing with one y-

variable only.  

Originally, in the early history of chemometrics, it 

was considered an advantage to be able to employ a 

PLS-regression modelling facility also in the case of a 

full multivariate Y-space (a multivariate set of y-

variables), in cases where such a setup was required. 

The PLS2 modeling/prediction/validation situation is 

quite similar to PLS1, only the [X-space]-[Y-space] 

correlation modelling makes use of PLS components in 

both variable spaces simultaneously. In this fashion, the 

individual yi variables are modelled based on the same 

foundational X-Y model. This only succeeds in the case 

in which all influential y-variables are strongly 

correlated – otherwise it is the overwhelming experience 

that modelling the individual yi variables results in 

optimal prediction behavior – which is the reason for the 

dominant position of PLS1. 

There only exist a few successful PLS2 application 
cases in the literature, e.g. Esbensen et al. (2001) who 

interconnected an acoustic chemometric approach using 

‘clamp-on’ acoustic sensors (X) with laser velocimetry 

data in a radial pipeline profile. Their final feasibility 

demonstration successfully employed PLS2 inter-

calibration of the acoustic monitoring data (X) with the 

laser velocimetric reference profiles (Y) using 39 y-

variables. 

A higher-level treatment of PLS2 method, including two 

practical application examples, can be found in 

(Stoccero et al., 2019). 

With PLS1, the Y-data consist of a singular vector 

holding the ‘reference values’ used in calibration of the 

model. In PLS2, there are multiple y-output variables, 

so Y is a matrix in this case. Thus with PLS two 

alternative models are available, which is different from 

e.g. Linear regression and principal component 

regression (PCR) where only X is modelled; here no 

equivalent to PLS exists. The model for X and Y can be 

seen in equation (1) and (2) below.  

 

 

Figure 4. PLS data matrices (X and Y) and the resulting 

scores (T and U), loadings (P and Q) and Loading weights 

(W). 
 

𝑋 = 𝑇 ∙ 𝑃𝑇 + 𝐸       (1) 

𝑌 = 𝑈 ∙ 𝑄𝑇 + 𝐹       (2) 

 

In the PLS approach the covariance between t and u are 

maximized which connects the two models.  

 

PLS1 algorithm 

Let 𝑋𝑓 = 𝑋 and 𝑦𝑓 = 𝑦    For f = 1, 2,…, A perform 

steps 2 to 6 

1. 𝑤𝑓 = 𝑋𝑇 𝑦𝑓 ‖𝑋𝑇 𝑦𝑓‖⁄  (normalized to length 1) 

2. 𝑡𝑓 = 𝑋 𝑤𝑓 

3. 𝑞𝑓 = 𝑡𝑇𝑦𝑓(𝑡𝑓
𝑇𝑡𝑓)

−1
 

4. 𝑝𝑓 = 𝑋𝑓
𝑇𝑡𝑓(𝑡𝑓

𝑇𝑡𝑓)
−1

 

5. 𝑏 = 𝑢𝑇𝑡(𝑡𝑇 𝑡)
−1

 

6. 𝑋𝑓+1 = 𝑋𝑓 − 𝑡𝑓𝑝𝑓
𝑇 and 𝑦𝑓+1 = 𝑦𝑓 − 𝑏𝑓𝑡𝑓

𝑇 

7. f=f+1 

 

Repeat 1 through 7 until f = A (the optimal number of 

components found by validation) 
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The compact regression coefficients for the Y variable 

can then be found like this: 

 

𝑏̑ = 𝑊(𝑊𝑇𝑋𝑇𝑋𝑊)−1𝑊𝑇𝑋𝑇𝑦                     (3)    

Predictions based on new X-data can then be 

calculated: 

 

𝑦̑ = 𝑋𝑏̂
 
 +  𝑏0           (4) 

 

The PLS2 algorithm is similar but has a few more steps: 

 

PLS2 algorithm 

Let 𝑋𝑓 = 𝑋 and 𝑌𝑓 = 𝑌    For f = 1, 2,…, A perform steps 

2 to 6 

1. As the initial 𝑢𝑓 vector, use any column in Y  

2. 𝑤𝑓 = 𝑋𝑇 𝑢𝑓 |𝑋𝑇𝑢𝑓|⁄  (normalized to length 1) 

3. 𝑡𝑓 = 𝑋𝑤𝑓 

4. 𝑞𝑓 = 𝑌𝑇𝑡𝑓/|𝑌𝑇𝑡𝑓| (normalized to length 1) 

5. 𝑢𝑓 = 𝑌𝑞𝑓 

6. 𝑝𝑓 = 𝑋𝑇 𝑡(𝑡𝑇 𝑡)
−1

 

7. 𝑏 = 𝑢𝑇𝑡(𝑡𝑇 𝑡)
−1

 

8. 𝑋𝑓+1 = 𝑋𝑓 − 𝑡𝑓𝑝𝑓
𝑇 and 𝑌𝑓+1 = 𝑌𝑓 − 𝑏𝑡𝑓𝑞𝑓

𝑇 

9. f=f+1 

 

Repeat 1 through 9 until f=A (the optimal number of 

components found by validation) 

The compact regression coefficients for the Y variables 

can again be found like this: 

 

𝐵̑ = 𝑊(𝑊𝑇𝑋𝑇𝑋𝑊)−1𝑊𝑇𝑋𝑇𝑌          (5) 

 

Predictions based on new X-data can then be 

calculated: 

 

𝑌̑ = 𝑋𝐵̂
 
 +  𝐵0           (6) 

In evaluating the regression model, the root mean 

squared error of prediction RMSEP, offset, slope and 

correlation coefficient are commonly used as model 

quality indices. Besides these, visual evaluation of the 

relevant score plots, loading weights plots, explained 

variance plots also provide useful information for 

calibrating and development of the prediction model 

(Marten and Næs, 1989; Esbensen & Swarbrick, 2018). 

The root mean squared error of prediction is calculated 

as:  

RMSEP = √∑ (𝑦̂i,predicted−𝑦i,reference)
2𝑛

𝑖=1

𝑛
             (7)                                                                         

 

3 Experimental 

3.1 Air dryer experiments 

The sensor box was mounted on a cladding board of 

5518 mm length in three positions (left, middle, right) to 

record the climate across the width of the dryer. The 

position on both sides was 168 mm from the board end 

(Figure 5), and the box center was positioned 2759 mm 

from both ends. This was done for each of the three 

floors, giving nine runs (Figure 1 and Figure 2). After 

each run, the data were downloaded and deleted from 

the logger. The run-through time in each of the three 

drying zones was also recorded to assign the 

measurements to the zones. No other boards were in the 

dryer during the experiment. 

 

 
Figure 5. Positiong of the board and the box on the right 

side towards the gangway, trajectory 2 in Figure 2. 

4 Results &discussion 

4.1 PCA 

The sensor recordings are represented as variables in the 

PCA X matrix, with the successive recording time 

points serve as objects. To get an overview of the full 

data set and how samples and variables relate to each 

other; PCA was used as the initial analysis method. All 

variables from all nine trajectories were included in this 

analysis. 

The PCA score plot in figure 6 shows a marked 

depiction of the score value development with the three 

different drying zones (blue, red and green) clearly  
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separated. No outliers can be seen in the data so all the 

samples and variables will be included in the next data 

modelling steps. 

In the corresponding PCA loading plot, Fig. 7, all 

variables related to air velocity (vertical, horizontal 

along and horizontal across) are located close to the 

origin meaning their variance and covariance are less 

influential than the other variables occupying positions 

near the perimeter of this plot. These latter are the 

variables most influential on the model (variables that 

display a strong systematic inter-correlation), while the 

variables close to the origin contain a significant amount 

of irregular structure (noise). 

4.2 PLS1 and PLS2 modelling results 

Each variable in trajectory 2-9 was selected as an 

independent y-variable and was modelled by PLS1, 

which resulted in 40 separate PLS1 models. PLS2 was 

used to calibrate all the variables at once, which resulted 

in one PLS2 model also with 40 outputs.  

Selection of training vs. validation data sets: The 

training data set was every second sample and the 

validation set was the other half of the data from the 

sensor box. Each PLS1 and PLS2 model was validated 

by this validation strategy (Esbensen and Swarbrick 

2018). Results from the PLS1 and PLS2 models are 

reported and compared in Table 1 below.  
 

Start of drying 

End of 

drying 

Figure 7. PCA – score plot of data from all nine drying trajectories as revealed by a full run-though in the drying oven 

of the “sensor box”. Blue=drying zone 1, Red=drying zone 2 and Green=drying zone 3. 

 

Time in zone 

Rel. Moisture Drying zone 

Time in dryer 

Temperature 

Air velocity horizontal along 

Air velocity vertical 

Air velocity horizontal across 

Figure 6. Correlation loadings corresponding to the score-plot in figure 6 (above) showing how the 8 variables from 9 

drying trajectories relate to each other along PC1 and 2. 
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Figure 8a shows the score-plot of the first two principal 

components (t1 vs t2). As can be seen it is possible to 

completely separate the samples from the three drying 

zones. No outliers were observed in the score plots t1-t2 

nor in the score plots for the higher components.  

The loading weights plot shows in figure 8b shows that 

all variables contribute to the model for the first three 

components. Although the variable “airflow horizontal 

across” shows relatively low loading values the 

prediction performance of the model does not improve 

if this variable is deleted. 

Overfitting of regression models resulting from using 

too many components in the model is always a risk 

(Esbensen and Swarbrick 2018). As shown in the 

residual validation variance plot in figure 8c it is not 

immediately obvious how many components is optimal 

since the curve is decreasing for all the eight possible 

components. Since the model is validated based on 

independent data (test set validation), and there are 40 

output variables to “satisfy” at once, we decided to use 

three components in the final prediction model, without 

loss of generality.  

 
Figure 8. PLS2 model, a) Score plot t1-t2-t3, b) Loading 

weights for component 1, 2 and 3, c) Residual validation 

variance.  

 

Figure 9 shows the predicted and reference data for a 

randomly selected trajectory, number 4. Figure 9a-c 

shows that the predicted air velocities can outline the 

main drying trends in the data well, but there is also a 

significant amount of irregular scatter along these 

trends, which we believe is due to the less influential air 

velocity data from the interior, very complex between-

track and between-floors crosswinds set up by the 

ducted drying air supplied from the air ducts along the 

ceiling of the oven only.  

We find these first foray predictions quite acceptable 

and maybe even better that the reference measurements 

recorded with the sensor box which contains a 

significant amount of random noise in themselves. 

The plots of the predicted temperature and relative 

moisture content in figure 9d-e shows that the 

predictions follow the reference data very  closely, 

which is promising for the eventual decision of 

implementing this modelling strategy in the industrial 

production. 

 

 

 
Figure 9. Predicted drying condition in trajectory 4 a) air 

velocity vertical b) air velocity horizontal across c) air 

velocity horizontal along d) Temperature e) Relative 

moisture content 

 

A comparison of PLS 1 and PLS2 prediction results is 

shown in table 1. In all trajectories, the RMSEP values 

are similar for the two alternative modelling methods. 
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Table 1. PLS1 and PLS2 prediction comparison 

Comparison of PLS1 and PLS2 model predictions 
Trajectory Name of predicted variable PLS1 

RMSEP 
PLS2 

RMSEP 

2 Air velocity vertical [mm/s] 10,34 10,38 

2 Air velocity horizontal across [mm/s] 9,16 9,17 

2 Air velocity horizontal along [mm/s] 34,60 34,63 

2 Temperature [C] 0,04 0,04 

2 Relative moisture [%] 0,15 0,15 

3 Air velocity vertical [mm/s] 9,94 9,95 

3 Air velocity horizontal across [mm/s] 7,93 7,96 

3 Air velocity horizontal along [mm/s] 21,23 21,27 

3 Temperature [C] 0,04 0,04 

3 Relative moisture [%] 0,096 0,097 

4 Air velocity vertical [mm/s] 12,28 12,33 

4 Air velocity horizontal across [mm/s] 10,15 10,16 

4 Air velocity horizontal along [mm/s] 28,59 28,62 

4 Temperature [C] 0,085 0,085 

4 Relative moisture [%] 0,09 0,09 

5 Air velocity vertical [mm/s] 12,73 12,99 

5 Air velocity horizontal across [mm/s] 8,95 9,06 

5 Air velocity horizontal along [mm/s] 24,13 24,23 

5 Temperature [C] 0,03 0,03 

5 Relative moisture [%] 0,08 0,08 

6 Air velocity vertical [mm/s] 13,04 13,19 

6 Air velocity horizontal across [mm/s] 10,36 10,56 

6 Air velocity horizontal along [mm/s] 17,98 18,15 

6 Temperature [C] 0,06 0,06 

6 Relative moisture [%] 0,09 0,09 

7 Air velocity vertical [mm/s] 11,18 11,21 

7 Air velocity horizontal across [mm/s] 10,73 10,91 

7 Air velocity horizontal along [mm/s] 22,98 23,05 

7 Temperature [C] 0,08 0,08 

7 Relative moisture [%] 0,09 0,09 

8 Air velocity vertical [mm/s] 11,24 11,56 

8 Air velocity horizontal across [mm/s] 16,85 17,18 

8 Air velocity horizontal along [mm/s] 17,12 17,33 

8 Temperature [C] 0,06 0,06 

8 Relative moisture [%] 0,20 0,20 

9 Air velocity vertical [mm/s] 10,12 10,17 

9 Air velocity horizontal across [mm/s] 7,14 7,62 

9 Air velocity horizontal along [mm/s] 30,29 30,27 

9 Temperature [C] 0,06 0,06 

9 Relative moisture [%] 0,34 0,34 

 

These results show it is possible to predict drying 

conditions in the dryer at GB with a satisfactory first 

foray quality. There were no significant differences for 

the diagnostic RMSEP values between PLS2 and PLS1 

models. This indicates the possibility of establishing an 

effective maintenance schedule for such in-production 

models. 

5 Conclusion 

A feasibility study was carried out to assess the 

possibility of developing prediction models for 

monitoring drying conditions of wood coatings in one of 

Europe’s largest and most modern dryers for exterior 

wood cladding. It was fully possible to perform detailed 

multivariate data models of the complex drying 

conditions and their interrelations using both Principal 

Component Analysis (PCA) and PLS-regression in both 

its PLS1 and PLS2 manifestations.   

Since there were no significant differences for the 

diagnostic prediction performance RMSEP quality 

index between PLS2 and PLS1 models, PLS2 can be 

used to model the dryer at Gausdal Bruvoll, which 

indicates a positive prospect for very efficient data 

model updating and maintenance routine for future in-

production PLS2 models. However, there remains a 

significant amount of industrial calibration work before 

a final evaluation can be performed. 
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Abstract
Intelligent methodologies are beneficial in developing un-
derstandable multimodel simulation solutions. Nonlinear
scaling extends these applications by facilitating compact
nonlinear approaches already at the basic level. Compos-
ite local models can continue using linear methodologies
for various case-based models. The flexible handling of
the new structures and recursive tuning are the keys in
adapting the systems in varying operating conditions. The
recursive tuning of the scaling functions has two levels:
smooth adaptation and strong shape changes. Fuzzy set
systems further extend application areas of the models by
combining composite local models in a flexible way. The
extensions of the data-based methodologies are suitable
for developing these adaptive applications via the follow-
ing steps: variable analysis, linear models and intelligent
extensions. Evolutionary computation is used in the tun-
ing of the resulting complex models both the scaling and
interactions. Complex problems are solved level by level
to keep the domain expertise as an essential part.
Keywords: nonlinear systems, intelligent methods, recur-
sive tuning, composite local models, linguistic equations

1 Introduction
In parametric models, the output is calculated as a linear
combination of past inputs and past outputs. The output
at time t can depend on many signal values y from previ-
ous time instants. The signals should be chosen according
to the appropriate time delays. Fuzzy and neural models
are based on the same structures and input-output models.
Another solution for the operation changes with time is
to use time-dependent proportional hazard models, where
exponential functions are used to activate new hazards.

Linear methodologies extended with principal com-
ponents (Jolliffe, 2002; Gerlach et al., 1979) and semi-
physical models (Ljung, 1999) provide a feasible solution
for many applications. Nonlinearities have been handled
commonly with interaction and quadratic terms (Box and
Wilson, 1951). Linear parameter varying (LPV) extend
these solutions to decomposed systems (Hjartarson et al.,
2015; Theis et al., 2018).

Artificial neural networks (ANNs) could be extended
to highly complex architectures for handling compli-
cated interactions within different sources of varying data
(Schmidhuber, 2015). Fuzzy set systems can handle
knowledge-based information (Zadeh, 1965; Takagi and

Sugeno, 1985; Driankov et al., 1993; Dubois et al., 1999).
Nonlinear dynamic models can be built by using fuzzy set
systems (Babuška and Verbruggen, 2003) and low com-
plexity neural networks (Sahoo et al., 2013). In hybrid dy-
namic models, local models need to be combined in com-
plex systems (Sontag, 1981; Ljung, 2008; Jardine et al.,
2006).

Linguistic equation (LE) models use the static map-
ping and NARX/Nonlinear AutoRegressive with eXoge-
nous structures input models in the same way as fuzzy set
systems and neural networks. The main difference is that
the input and output variables are processed by a nonlin-
ear scaling method, which originates from the member-
ship functions used in fuzzy systems. (Juuso and Leiviskä,
1992; Juuso, 2004a) Constraints handling (Juuso, 2009a)
and data-based analysis (Juuso and Lahdelma, 2010), im-
prove possibilities to update the scaling functions recur-
sively (Juuso, 2011). Different fuzzy approaches can be
efficiently combined with LE models where the interac-
tions between the scaled variables are linear (Juuso, 2014).

The LE approach integrates the knowledge-based sys-
tems, neural networks and evolutionary computation in
the computational intelligence. Fuzzy set systems extend
to parallel and contradictory phenomena in finding the
operating areas, neural networks include more complex
interactions, and evolutionary computation provide flexi-
ble optimization tools. The compact LE structures have
many benefits: intelligent trend and deviation indices re-
veal changes and severity of them (Juuso, 2017). The non-
linear scaling is essential in dynamic models and prognos-
tics, e.g. for predicting fatigue risk by using intelligent
stress indices (Juuso and Ruusunen, 2013).

The recursive data analysis is based on two phases: first
the parameters of the nonlinear scaling and then the model
coefficients are analyzed to update the dynamic model.
The aim is to keep the model equations unchanged as
much as possible, i.e. interactions are not changing and
the new situations are handled by changing the meanings
of variables.

This paper focuses on the LE modelling approach based
on nonlinear scaling (Section 2) enhanced with recur-
sive solutions of updating the scaling and model interac-
tions (Section 3). Composite local models and intelligent
methodologies are combined in the multimodel LE simu-
lation (Section 4). Possibilities of the new structures and
recursive scaling are analyzed within a large set of previ-
ous applications in Section 5. Experiences and new pos-
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sibilities are discussed in Section 6 and conclusions and
future research are presented in Section 7.

2 Modelling methodologies
Nonlinear scaling and steady-state statistical modelling
with linear methodologies are the basis of the LE mod-
elling. The fuzzy meanings of the variables are embedded
in the nonlinear scaling. Interactions are analyzed by lin-
ear models and dynamic models are based on additional
structures.

2.1 Nonlinear scaling

The nonlinearities of the process are handled by the non-
linear scaling of the variables. The scaling functions are
monotonously increasing functions x j = f (X j) where x j
is the variable and X j the corresponding scaled variable.
The function f () consist of two second order polynomials,
one for the negative values of X j and one for the positive
values, respectively. The corresponding inverse functions
x j = f−1(X j) based on square root functions are used for
scaling to the range [-2, 2], denoted linguistification. In
LE models, the results are scaled to the real values by us-
ing the function f (). (Juuso, 2004a)

The support area is defined by the minimum and max-
imum values of the variable, i.e. the support area is
[min(x j),max(x j)] for each variable j, j = 1, . . . ,m. The
central tendency value, c j, divides the support area into
two parts, and the core area is defined by the central ten-
dency values of the lower and the upper part, (cl) j and
(ch) j, correspondingly. This means that the core area of
the variable j defined by [(cl) j,(ch) j] is within the support
area. The parameters of the functions are extracted from
measurements by using generalised norms and moments
(Juuso and Lahdelma, 2010).

2.2 Steady-state modelling

The steady-state simulation models are linear multiple in-
put, multiple output (MIMO) models~y = F(~x), where the
output vector ~y = (y1,y2, . . . ,yn) is calculated by a lin-
ear function F from the input vector ~x = (x1,x2, . . . ,xm).
Statistical modelling in its basic form uses linear regres-
sion for solving coefficients for a linear function. Lin-
ear methodologies are suitable for large multivariable sys-
tems. Quadratic and interactive terms are not used here.
Principal components compress the data by reducing the
number of dimensions with a minor loss of information
(Jolliffe, 2002). Partial least squares regression (PLS) is
an extension of these ideas (Gerlach et al., 1979). Known
semi-physical models of inputs are important in linear
modelling, see (Ljung, 1999).

The directions of the interactions analyzed with these
methodologies are aimed to be valid in a wider area than
the scaling functions of the model variables. The LPV
modelling further extends the feasible areas of the model
parameters.

2.3 Dynamic modelling
Data-driven modelling with parametric models, also
known as identification (Ljung, 1999), is the key method-
ology in the dynamic modelling. In NARX models, the
input and output values are chosen according to appropri-
ate system orders. The regressor vector consists of a finite
number of past inputs and outputs. The number may be-
come too high in nonlinear systems. The dynamic struc-
tures are reduced in dynamic models based on fuzzy set
systems or neural networks. The nonlinear scaling further
reduces the number of input and output signals needed for
all these systems.

3 Recursive modelling
Recursive data analysis facilitates the adaptation of the
functions to changing operating conditions: the parame-
ters of the scaling functions are obtained by using the ear-
lier analyzed norms, also the orders of the norms can be
re-analyzed if needed. Machine learning can be used to
decide if the recursive updates are needed.

3.1 Recursive nonlinear scaling
The parameters of the nonlinear scaling functions can be
recursively updated by including new equal sized sub-
blocks in the calculations, i.e. the norm for several sam-
ples can be obtained as the norm of the norms of the indi-
vidual samples:

||Ksτ Mp
j ||p = {

1
Ks

Ks

∑
i=1

[(τ Mp
j )

1/p
i ]p}1/p = [

1
Ks

Ks

∑
i=1

[(τ Mp
j )i]

1/p,

(1)
where Ks is the number of samples {x j}N

i=1. In automation
and data collection systems, the sub-blocks are normally
used for arithmetic mean (p = 1). The norm values can
be recursively updated with (1), and a new search for the
orders is done only if the values change considerably (Ju-
uso, 2011). The number of samples can be increasing or
fixed with some forgetting, and weighting of the individ-
ual samples can be used in the analysis. The nonlinear
scaling need to be done by a set of functions when the
nonlinearities are very strong (Juuso and Lahdelma, 2010)
and operating condition specific.

The analysis is the same for any combination of the sub-
blocks. The central tendency value is chosen by the point
where the skewness changes from positive to negative, i.e.
γ

p
3 = 0. Then the data set is divided into two parts: a lower

part and an upper part. The same analysis is done for these
two data sets. The estimates of the corner points, (cl) j
and (ch) j, are the points where γ

p
3 = 0 for the lower and

upper data sets, respectively. Since the search of these
points is performed by using the order of the moment, the
resulting orders (pl) j, (p0) j and (ph) j are good estimates
when additional data sets are used.

There is all the time an active set of scaling functions
(Figure 1. The functions are tuned to appropriate operat-
ing areas by using the corresponding sets of data collected
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Figure 1. Recursive updating of scaling functions.

from the sub-blocks of the previous periods. The feasibil-
ity ranges should be wider for the working point variables.
There are two levels of complexity for updating the scal-
ing functions:

1. Individual scaling functions are smoothly adapted by
using the existing norms (1) for the new data. This
level requires only the values for the norms with the
orders (pl) j, (p0) j and (ph) j.

2. The shape of the functions is modified by recursively
updating the norm orders. In this case, the orders
of the norms are updated from the data of the sub-
blocks.

In both methodologies, the monotonous increase of the
functions are checked and corrected if needed.

The scaling functions of the working point variables are
aimed to cover the whole modelling area, i.e. they are
analyzed with the same methodology, but for the set of the
data includes several operating conditions.

3.2 Interactions
The model parameters can be updated by re-running the
regression after the variables, whose scaling functions
have been recursively updated, have been re-scaled. This
is done for specific operating areas by using appropriate
data. The procedure is the same for all submodels and
working point models in any operating area.

Different operating areas can be analyzed with cluster-
ing to find feasible areas for local models. Cluster analysis
provides hundreds of algorithms for the data-driven anal-
ysis (Xu and Tian, 2015). Iterations are needed since the
clustering algorithms work better with linear systems, i.e.
after nonlinear scaling.

4 Multimodel LE simulation
Multimodel approaches divide the problem into smaller
parts for developing separate models for subprocesses or
different stages in the process operation interconnected
with process streams. Additional properties are achieved
because equations and delays are allowed to vary between
different submodels. The working areas can be defined
by a separate working point model. The submodels are
developed using the case-based modelling approach.

4.1 Composite local models
The composite local models use linear approximations of
the nonlinear system in different neighbourhoods. If the
partitioning is based on working point variables, the parti-
tioning can be used in weighting the local models. In lin-
ear parameter varying (LPV) models, the matrices of the
state-space models depend on an exogenous variable mea-
sured during the operation (Hjartarson et al., 2015; Theis
et al., 2018). Piecewise affine (PWA) systems extend the
local linear models to a polyhedral partition where the
models can be state-space or parametric models (Christo-
phersen, 2007). The model switches between different
modes as the state variable varies over the partition. A
high number of local models brings an overfitting risk.

Working point variables and their interactions can form
a working point index for LPV models which are useful in
smoothing the operation in varying operating conditions.
The number of specific PWA systems can be reduced by
using fuzzy set systems.

The LE models are defined by the parameters of the
scaling functions and the coefficients of the interaction
models. The idea of the exogenous variables can be used
for these parameters, which opens a set of new modelling
approaches for the nonlinear parameter (NPV) varying
models where the exogenous variables are extended with
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Figure 2. Multimodel LE system with a fuzzy decision module.

working point models (Figure 2).

4.2 Intelligent systems
The multimodel LE system consists of different types of
submodels, a working point model and a fuzzy set sys-
tem (Figure 2). The basic form includes a set of linguis-
tic equations where each equation is specific for a certain
phenomena which can be active in several operating con-
ditions. The working point model calculates the degree
of membership for each operating area which taken as a
degree of membership for all the active equations of the
case. Each model produces an alternative solution whose
degree of membership [0,1] is obtained by the fuzzy set
system. All alternative solutions are aggregated and the
response is defuzzified. Since the nonlinear scaling is op-
erating condition specific, each active equation of each ac-
tive operating condition produces an alternative result.

For certain phases of the process, the submodels in Fig-
ure 2 can be composite local models which extend the op-
erating area of the submodels. The NPV models include
a nonlinear parameter handling based on the LE working
point models, i.e. the coefficients of the equations depend
on the operating conditions. As much as possible is done
with composite models and fuzzy methodologies are used
for uncertainty and decisions.

Fuzzy set systems expand composite local models to
partially overlapping models. Fuzzy models combine lo-
cal modelling approaches and facilitate gradual changes.
Takagi-Sugeno (TS) fuzzy models are based on linear sub-
models. The smoothing problems around the submodel
borders need special techniques, e.g. smoothing maxi-
mum, or by making the area overlap very strong as it is
done in the ANFIS method (Jang, 1993) which is practice
a smoothing algorithm.

In the multimodel LE systems, a fuzzy decision system
is used for selecting and weighting suitable nonlinear sub-
models for each situation (Figure 2). The fuzzy system
based on a working point model or a single working point
index provides several alternatives with different degrees

of membership. In Linguistic Takagi-Sugeno fuzzy mod-
els (LTS), the fuzzy partition is defined with the same vari-
ables as the models and the nonlinearities are handled with
the scaling functions and the interaction part with fuzzy
set systems. The multimodel can be developed and tuned
with the same methods as the normal TS models (Juuso,
2009b).

The fuzzy calculations are beneficial if there are par-
allel gradually activating phases or contradictory models.
Decomposition is needed to extend the solutions to dif-
ferent subprocesses, process phases, phenomena and mul-
tiple operating conditions. In addition to spatial or log-
ical blocks, the decomposed modelling can be based on
different frequency ranges. The mixed systems may also
include models based on the first principles.

In deep neural networks, an ensemble of redundant net-
works improves generalisation by averaging the process
of creating multiple models and combining them to pro-
duce a desired output (Xiao et al., 2018). Naturally, this
methodology could be used together with the nonlinear
scaling. However, the fuzzy methodologies are preferred
to keep the understanding of the subsystems strong.

4.3 Evolutionary computing
Evolutionary computing is widely used to tune intelli-
gent systems which incorporate expert knowledge with
data. Genetic algorithms (GA) are well suited for LE
models based on nonlinear scaling and linear interac-
tions. The scaling functions handle efficiently the parame-
ter constraints of the monotonously increasing second or-
der polynomials and the whole system is configured with
a set of parameters. (Juuso, 2009a)

All the interactions within the multimodel LE system
(Figure 2) are represented with compact linear equations
whose coefficients can be included in the tuning based
with genetic algorithms. The coefficients of the equations
are re-analyzed for different operating conditions after up-
dating the scaling functions.

The GA approach is flexible: an appropriate set of pa-
rameters is taken in the optimization and the performance
is evaluated with the same methodology in all these lev-
els. The recursive tuning of the scaling functions can be
done with GAs without using the data-driven approach
presented in Section 3.1.

5 Applications
Nonlinear scaling forms the basis for the LE modelling: an
important benefit of the linear approach is that the models
can be inverted, technically to any direction. The com-
pact basic solution makes extensions to dynamic and case-
based systems possible. Complex models for steady-state
and dynamic systems can be built with the cascade and
interactive structures.

Possibilities of the recursive tuning are analysed for the
earlier applications presented in (Juuso, 2018). The topics
of these applications are explained with more details in
papers referred in this section. This paper focuses on how
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Table 1. Steady-state LE model applications.

Case Application area Modelling Recursive analysis
Electric furnace DSS for process design Nonlinear models transformed Raw materials

to LE models and Interactions
Lime kiln Feedforward control Fuel feed in changing capacity Fuel properties

conditions
Solar collector field Control adaptation Working point model: Deterioration of

irradiation, temperature, process condition
difference, special cases
with fuzzy set systems

Continuous cooking Quality control Quality forecasting Raw material
variations

Fatigue Stress contributions LE based stress-cycle curve: Deterioration of
-2nd order scaling for the stress process condition
-logarithmic scaling for the cycles

Water treatment Feedforward control Turbidity for control Seasonal effects
Forecasting residual aluminium

Wastewater treatment Diagnostics Operating conditions Incoming wastewater
purity

Table 2. Dynamic LE model applications.

Case Application area Modelling Recursive analysis
Gas furnace Modelling Development and tuning: Fluctuations

training, validation, testing
Solar collector field Controller tuning Time varying transport delay Deterioration

Cloudy periods of the condition
Fatigue Forecasting fatigue risk Cumulative sum of scaled Deterioration

stress contributions process condition
Rolling mill, LHD machines

Water treatment Controller tuning Water quality indicator Seasonal effects
Water circulation
Drinking water

Condition monitoring Prognostics Recursive tuning Deterioration
of the condition

the applications can be improved with the new structures
and recursive tuning, see the column Recursive analysis in
Tables 1, 2 and 3.

5.1 Steady-state LE models
Steady-state LE models are mainly used in adaptation and
feedforward control (Table 1). In most cases, the models
including only a single linear equation can be expanded
in a straightforward way. The first LE model developed
for designing submerged arc furnaces was an exception
which used well known relations represented by five equa-
tions (Juuso and Leiviskä, 1992). Variations of raw ma-
terial properties can be compared within additional lev-
els. A steady-state LE model was developed from the pro-
cess measurements in an early lime kiln control applica-
tion where varying fuel properties require attention (Juuso
et al., 1997). The working point model is an essential part

of the model-based LE control of a solar power plant (Ju-
uso and Yebra, 2013). During the years, the field condition
has deteriorated, which has required recursive updates.

For continuous cooking, a LE model was developed for
predicting the Kappa number, which is widely used qual-
ity variable (Leiviskä et al., 2001). Raw material variation
should be taken into account.

Stress-cycle (S-N) curves, also known as Wöhler
curves, are represented by a compact linguistic equa-
tion (Juuso and Ruusunen, 2013). Machine deterioration
changes the meanings of the stress levels.

In drinking water applications, models have been de-
veloped for forecasting and control (Tomperi et al., 2013).
Seasonal effects are important in these applications. Oper-
ating conditions are detected in diagnosing the wastewater
treatment process (Juuso and Laakso, 2013). The strong
effect of the biomass performance requires recursive up-
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Table 3. Decomposed LE model applications.

Case Application area Modelling Recursive analysis
Lime kiln Fuel quality Controller tuning by using Fluctuations

multiple models in raw materials
Adaptive control Working point control Varying operating

conditions are essential
Solar collector field Controller tuning Models for different operating Irradiation

for oil flow conditions fluctuations
Distributed parameter models Varying situations

at the collector field
Batch cooking On-line forecasting Three interactive models: alkali, New structure for

lignin and dissolved solids interactions and phases
Fluidised bed Forecasting Three interactive models: New structure
granulation temperature, humidity interactions and phases

and granular size
Fed-batch On-line forecasting Submodels of three growth phases, New structure for
fermentation each including three interactive interactions and phases

models Activation and decline
Totally nine interactive models of partially simultaneous

processes
Wastewater treatment Detection of operating Three submodels: load, treatment Biomass performance

conditions and settling
Trend analysis

dates.

5.2 Dynamic LE models
The basic dynamic LE model is represented by a compact
parametric model

Y (t)+a1Y (t−1) = b1U(t−nk)+ e(t) (2)

for the scaled variables Y and U . More complicated input-
output NARX models containing are simplified by using
the nonlinear scaling. The models can have an appropri-
ate number of variables. The approach was first tested in
a gas furnace data provided by (Box and Jenkins, 1970).
The dynamic models of the solar plant are based on test
campaigns, which cannot be planned in detail because of
changing weather conditions (Juuso, 2003a). The irradi-
ation changes and varying cloudy conditions have strong
effects.

The basic dynamic flotation model is the core of the
quality indicator in water treatment (Joensuu et al., 2005).
A dynamic LE model has been used for the fatigue predic-
tion in (Juuso and Ruusunen, 2013). In all these models,
only one equation is needed. The applications are indi-
rect measurements and controller tuning (Table 2). Drink-
ing water applications focus on model-based control and
forecasting (Tomperi et al., 2016). The multimodel struc-
tures (Juuso et al., 2009) and trend analysis (Tomperi et al.,
2017) are important in the wastewater treatment.

The new structure and recursive tuning allow the han-
dling of deterioration of condition, fluctuations and sea-
sonal effects (Table 2). The recursive tuning was already

used in the condition monitoring application. In most real
applications, the changes are too fast to use recursive up-
dates online. The offline analysis expands the libraries for
predefined adaptation.

5.3 Decomposition in LE models
The multimodel LE system can include several submodels
and complex interactions (Table 3). All basic submodels
are represented by (2) extended to an appropriate number
of variables. The model with a fuzzy decision module was
first used for a lime kiln (Juuso, 1999) and then for a solar
thermal power plant (Juuso, 2003a). The lime kiln model
had six operating areas defined by the production level and
the trend of the fuel feed (increasing, decreasing). The
model of the collector field includes four operating areas:
start-up, low, normal and high operation. Additional fuzzy
models have been developed for special situations (Juuso
et al., 2000). In these cases, the decision module use work-
ing point variables are provides specific degrees of mem-
bership for all the submodels. Recursive tuning is needed
only for specific submodels in new situations.

Interactive dynamic models were needed in several
cases: batch cooking (Juuso, 2003b), fluidised bed gran-
ulator (Mäki et al., 2004), industrial fed-batch fermenter
(Saarela et al., 2003) and wastewater treatment (Juuso
et al., 2009). Linguistic equations, neural networks and
fuzzy modelling with several variants have been compared
by using the process data obtained from the fed-batch fer-
menter. The LE models are sufficiently compact to be used
in the complex system presented in Figure 2.
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The phases and interactive submodels make the mod-
elling complicated (Table 3). Additional requirements
were recently detected for the fed-batch fermentation case,
where the activation and decline of different phenomena
need be taken into account (Juuso, 2019). The new struc-
ture of integrating composite submodels and intelligent
systems (Figure 2) and recursive tuning provide improve-
ments for the handling of interactions and phases as well
as the fluctuations of fuel properties and performance of
biomass in the treatment.

Phenomenological models can be integrated with these
solutions through a data-driven model which provides the
parameters needed in the models of phenomena.

5.4 Distributed parameter LE models
In the distributed parameter models, the solar collector
field is divided into modules, where the dynamic LE mod-
els are applied in a distributed way (Juuso, 2004b). The
same single equation model (2) with an appropriate num-
ber of variables is used in all modules. Element locations
for partial differential equations (PDEs) are defined by the
flow rate. In cloudy conditions, the heating effect can be
strongly uneven.

The new structure and recursive tuning provide pos-
sibilities to handle local variations of the collector field
which become important if the temperature increase is
high (Table 3).

6 Discussion
The nonlinear scaling methodology is the key in the ex-
tensions of the linear methodologies. The scaling can
be recursively updated and used in both steady-state and
dynamic applications with additional structures. Several
steady-state and dynamic models are combined with fuzzy
set systems. Distributed parameter systems can use the
same algorithms. In the applications discussed in Section
5, the scaling functions were developed before the current
data-based analysis. New structures and recursive tuning
provide additional possibilities for them.

The variable specific recursive analysis of the param-
eters of the scaling functions is feasible throughout the
modelling. This is important in the smooth adaptation of
the submodels and introducing models for new operating
areas. The interactions are tried to keep unchanged but
can be retuned when needed.

The multimodel structure facilitates deep learning ex-
tensions. All parameters of the multimodel LE systems,
including any subsystem or model, can be updated with
the same genetic tuning. Constraints are taken into ac-
count in the coding which means that penalties are not
needed in the optimisation.

The recursive approach is in this paper presented as an
offline analysis. The methodology is applicable for the on-
line analysis as well. Statistical process control provides
additional tools for detecting changes, anomalies and nov-
elties. The existing scaling functions provide a basis for

assessing the quality of new data: outliers should be ex-
cluded, but the suspicious values may mean that the oper-
ating conditions are changing and the support area should
be extended. The online analysis could be used in some
subsystems in specific operating areas.

7 Conclusions and future research
The nonlinear scaling approach extends the application ar-
eas of linear methodologies to nonlinear modelling: the
meanings of variables and interactions are analysed either
sequentially or simultaneously. Local nonlinear models
and recursive tuning reduce the number of the local mod-
els. Intelligent methodologies are essential parts of the
system: the close connection to the fuzzy set systems pro-
vides a good basis for understandable models and evolu-
tionary computation is used in the tuning of the resulting
complex models. Composite local models and intelligent
systems can be efficiently combined. The basic models are
compact and additional properties, including dynamics,
uncertainty and decomposition, are included if needed.
The recursive analysis is a basis for future research in var-
ious applications discussed in this paper.
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Abstract
To implement large-scale agent-based simulations, devel-
opers historically relied on C and C++ due to performance,
while struggling to deal with tedious explicit memory
management. This struggle translates into software de-
fects and lower developer productivity. More recently, de-
sire to harness multi-core systems via concurrent software
complicates design and implementation when memory is
shared among compute cores. When we faced this situa-
tion, we were looking for a system programming language
as fast as C and C++ but without caveats around memory
management. Between Go and Rust, we chose Rust lan-
guage which guarantees safety in memory management
even for concurrency, without a run-time or garbage col-
lector. In this paper, we have shared our experience with
Rust to build a framework named as EpiRust for agent-
based epidemiological simulations. Our simulation ex-
periments have shown some promising results for a pop-
ulation of a few million agents, using commodity-class
hardware. Key outcomes of this whole exercise are that
EpiRust could achieve following quality goals: 1. Robust-
ness 2. Flexibility 3. Performance.
Keywords: agent-based modeling, agent-based simula-
tions, epidemiology, large-scale simulations, Rust lan-
guage.

1 Introduction
Pandemics are seen as one of the top global threats, and
public health policy experts need tools to assess prepared-
ness and response strategies. Large-scale agent-based epi-
demiological simulations are one such useful tool in their
repertoire (Bisset et al., 2009).

To implement such an epidemiological model, develop-
ers can either choose to develop using agent-based model-
ing platforms such as Netlogo (Tisue and Wilensky, 2004)
and GAMA (Taillandier et al., 2019) or using general-
purpose libraries and frameworks such as Repast, Flame,
and MASON (Rousset et al., 2016).

Precursor to EpiRust was our experience of develop-
ing a SEIR model using the GAMA platform. We found
that the platform is useful for rapid prototyping and quick
feedback on the functionality but performs slower for our
needs. The GAMA-based simulations were consuming
more time for more number agents in a non-linear fash-

ion. For example, a simulation with 10000 agents would
take more than 60 minutes using 128 CPU cores on a large
server. We were discouraged with these results as our goal
is to simulate a large city like Pune, India with more than
three million population. These observations triggered us
to look for effective alternatives for large scale simula-
tions.

After surveying the literature, we started development
of a new framework for large scale epidemiological simu-
lations built on three intrinsic qualities namely, robustness,
flexibility, and performance, and we named it as EpiRust.

1.1 Related Work
Developing and maintaining such large-scale simulations
is a complex exercise, especially due to a trade-off be-
tween flexibility and performance (Rousset et al., 2016;
Fujimoto et al., 2017; Chen et al., 2017).

We observed that for large-scale agent-based simula-
tions including epidemiology models, only a few frame-
works are designed for this purpose (Abar et al., 2017;
Chen et al., 2017). The two important challenges to scale
up and out are: 1. Partitioning and distributing the prob-
lem across computers, 2. Coordinating the computers to
ensure the solution is valid (Yeom et al., 2014).

To develop such distributed systems, choosing a pro-
gramming language can play an important role in perfor-
mance, quality and evolution of software. Historically
in scientific computing, system programming languages
such as C and C++ have been the preferred languages for
the superior performance they offer. However, developers
using these languages also have low productivity in terms
of development time and software quality, and according
to (Phipps, 1999), both of these issues emerge from com-
plexity of explicit memory management. In our search for
a programming language to develop large-scale epidemi-
ological models, we were looking for the languages that
should be fast, stable, with a mature ecosystem of tools
and libraries.

C and C++ are designed for system programming which
means they can directly interface with underlying hard-
ware. However, Java, C#, and Python languages tar-
get respective virtualized runtimes to support hardware-
agnostic execution, resulting in lower performance. Ju-
lia language (which is designed for scientific computing),
and Go language (which is designed for distributed scal-
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able applications) adequately fit the bet for large-scale epi-
demiology simulations. However, both of these languages
must rely upon some system programming language to
access hardware resources. From a performance point
of view, (Kouatchou, 2018) compares many of these lan-
guages together to get a sense of their relative strengths
and weaknesses.

Software written using C and C++ typically offers bet-
ter performance however suffers from memory safety and
robustness issues due to explicit memory management and
concurrency. After evaluating these options, we finally
had two choices, Go and Rust language. Between these
two, we chose Rust language that guarantees safe mem-
ory management without a garbage collector, and the re-
sultant code is safe for concurrency as well (Klabnik and
Nichols, 2018; Balasubramanian et al., 2017). Based on
similar reasons, a recent work (Antelmi et al., 2019) also
has chosen the Rust to implement agent-based simulation
models.

1.2 The Rust Programming Language

Rust is a multi-paradigm programming language, which
offers features such as zero-cost abstractions, memory
safety without garbage collection and run-time overheads,
and fearless concurrency.

Rust has a unique approach based on “Ownership and
Borrow” principles to free the developer from the burden
of manual memory management, an Achilles’ Heel for
many developers from the perspective of memory safety
and robustness in C and C++ (Balasubramanian et al.,
2017). Rust maintains only one reference to the allocated
memory eliminating the need of garbage collection and re-
sulting in faster execution performance. All the variables
being non-mutable by default, Rust compiler forces a de-
veloper to write smaller and cleaner code. For flexibility
and testability, Rust prefers composition over inheritance
via traits.

In this paper, we have shared our rationale and learning
of implementing a large-scale epidemiological simulation
scaling up to a population of a few million agents and
capable of running on commodity-class computer hard-
ware in reasonable time. In section 2 discusses the current
EpiRust model including population, geography, disease
dynamics and interventions. In the following section 3, we
have discussed the features of the Rust language, their rel-
evance in the EpiRust implementation, and later the results
of simulating baseline and lockdown scenarios for the city
of Pune. Finally, we have concluded the paper with our
observations and plans for the EpiRust framework.

2 EpiRust Model
The EpiRust model follows a minimalist approach for
modeling an epidemic in a virtual society along three main
aspects namely population, geography, and disease.

2.1 Population
An agent represents a person in a population. Agents
are heterogeneous along two attributes namely work sta-
tus (via working and non-working) and transport prefer-
ence for office commute (via public transport and pri-
vate transport). A fraction of the working population can
be configured as the essential workers whose services are
available even when the other agents have restrictions on
their movements. Each agent follows a daily routine, pre-
scribed by its demographics and other attributes, as shown
in table 1. An agent could catch and spread infection while
interacting with other agents based on how contact proba-
bilities change due to their routine.

2.2 Geography
Factors such as geography, demographics, and transporta-
tion influence the spread and the speed of epidemics. The
EpiRust model mimics geography of a minimalist city and
represents it as a grid with various planned functional ar-
eas for homes, workplaces and transportation.

• Home Area Every agent is randomly assigned a
home location during initialization. Collectively,
these home locations represent a residential colony.
Working agents commute to-and-fro their work-
places, whereas non-working agent movements are
restricted to this area.

• Public Transport Area is used by working agents
for home and work commute. Currently, the model
assumes that agents using private transport reach di-
rectly to homes and workplaces.

• Work Area During work hours, a working agent oc-
cupies a dedicated work location in this area with re-
stricted movements.

Figure 1. Grid-based Geography Depiction
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Start Hour End Hour Start Place End Place Activity
0 8 Home Home No movement (Sleep, etc.)
8 9 Home Home Activity within home
9 10 Home Transport Go to public transport

10 11 Transport Transport Move within transport
11 12 Transport Work Go to work
12 19 Work Work Move within work
19 20 Work Transport Go to public transport
20 21 Transport Home Go to home
21 23 Home Home Activity within home

Table 1. 24-hour Routine of Working Agents

2.3 Disease Dynamics
The current disease dynamics is based on the Mordecai
SEIR model (Childs et al., 2020), and is specialized for
COVID-19 similar to (Snehal Shekatkar et al., 2020). The
model is shown in figure 2, and the disease progression
over time is rendered in figure 3.

1. Susceptible All agents are initialized in the suscep-
tible compartment.

2. Exposed A susceptible agent could get exposed to
an infection if it comes in contact with an infectious
agent. An exposed agent does not infect other sus-
ceptible agents immediately. It stays in this state for
an incubation period specific to a disease. After this
period, the agent state would switch to the infected
compartment. While initializing the simulation, a
fraction of the population can be configured as be-
ing in the exposed compartment.

3. Infected In this state, an agent could infect other sus-
ceptible agents with some probability. This probabil-
ity is specific to a disease, and can be configured by a
user. An infected agent could either be symptomatic
or asymptomatic. Symptomatic agents could later be
mild or severely infected. On the other hand, the
asymptomatic agents would not exhibit any symp-
toms but still could infect others.

4. Removed The recovered and the deceased agents
would belong to this state. A SEIR model assumes
that the recovered agents would not catch an infec-
tion again in their lifetime. The death rate is an input
parameter to decide an agent’s recovery.

2.4 Interventions
Interventions play a key role in devising policies to reduce
and eventually to stop the spread of an epidemic. An in-
tervention can be specific to demographic groups within a
population or their actions. EpiRust has support for three
interventions namely isolation via hospitalization, lock-
down of the city, and mass vaccination.

• Hospitalization intervention helps to isolate and
quarantine agents with severe infection. Hospitaliza-
tion is limited by the number of hospital beds, but
this limit can be specified via configuration parame-
ters.

• Lockdown would restrict citizen movements.
Agents would be confined in their homes and only
essential workers would be allowed to travel.

• Mass Vaccination strategy vaccinates user-defined
percentage of randomly chosen susceptible agents.
Once vaccinated, these agents would never catch dis-
ease in their lifetime. This intervention can be trig-
gered by a configurable threshold.

2.5 Simulation Loop
At the heart of the simulation, there are two simple loops:
The outer one controls the discrete time steps (or clock),
and the inner loop updates the state of each agent at each
time step.

for hour in 1..n do
if can_intervene then

Apply lockdown;
end
for each agent do

Move agent on the grid;
Update infection state;

end
if number_of_infected == 0 then

Stop simulation;
end

end
Algorithm 1: Simplified Simulation Loop

Here, updating an agent after another in a sequential
execution leads to path dependent outcomes. To solve this
issue, EpiRust uses a double buffering technique (Cosenza
et al., 2018; de Aledo Marugán et al., 2018). The tech-
nique employs a read-only buffer for referring to the cur-
rent state of agents, and a write-only buffer for updating
their next state.
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Figure 2. The Mordecai SEIR Model (Childs et al., 2020)

Figure 3. Disease Dynamics (Snehal Shekatkar et al., 2020)

3 EpiRust Implementation
As we discussed earlier, EpiRust has been designed with
three goals: Robustness, flexibility, and performance.
Rust contributes to robustness of memory management
and concurrent access via its features of borrow checking
and lifetime management (Klabnik and Nichols, 2018). In
the rest of this section, we have discussed the implemen-
tation towards flexibility and performance goals.

3.1 System Requirements
3.1.1 Model Correctness

To verify the model, a basic grid visualization is devel-
oped to observe the agents during each time step of the
simulation. Along with the grid visualization, we followed
test-driven development (TDD for short) to detect defects
and similar regression caused by code changes. TDD is
part of Agile Software Development practices, where a
developer writes unit test cases before writing the func-
tional code, and runs these test cases after implementing
a change (Beck, 2003). This approach helps in verify-
ing functional correctness, especially in case of the fre-
quent code changes. Cargo (Klabnik and Nichols, 2018),
Rust’s build and package manager gives an ability to run
unit tests and performance benchmark tests. Unit tests rely
upon Mocks which mimics structure and behavior of code
beyond the scope of the current unit. We found that creat-

ing mocks for Rust structures is not convenient for devel-
opers.

3.1.2 Flexibility
A model is flexible if a user can simulate different varia-
tions of the simulation model, either by specifying config-
uration parameters or disease-specific model extensions.

EpiRust uses the Rust constructs such as modules for
modularity, structures for entity modeling, traits to de-
fine behavioral contracts for later composition with enti-
ties (something similar to inheritance in other languages).
These constructs have contributed to separate disease dy-
namics from other components. This separation enables
the necessary flexibility to attach any SEIR-based disease
dynamics to the simulation without significant changes in
the rest of the source code. A user can alter disease dy-
namics by altering configuration parameters for not only
COVID19 but also other SEIR diseases such as smallpox.
For example, to model smallpox disease dynamics, a user
can choose to not specify asymptomatic and mild symp-
tomatic transmission rates in the configuration parameters.

The user can simulate multiple scenarios without
changing source code via configurable input parameters.
A subset of these parameters are discussed below.

General Parameters
• grid_size size of the square grid to represent the city.
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Figure 4. System Architecture

• number_of_agents the population in the city.

• working_percentage the percentage of working
population to total population.

• public_transport_percentage the percentage of the
population taking public transport to work.

• hospital_beds_percentage the number of hospital
beds per 100 people.

• starting_infections the seed infected population.

Disease Dynamics Parameters

• percentage_asymptomatic_population specifies
the percentage of population will not show any
symptoms when infected.

• percentage_severe_infected_population Fraction
of the infected population with severe symptoms
would need hospitalization.

• transmission_start_day Day after catching an in-
fection when an infected person may spread the dis-
ease.

• transmission_rate is the probability of a suscepti-
ble agent catching an infection when contacted by an
infected agent.

• asymptomatic_last_day is the last day for an
asymptomatic agent to recover completely from an
infection.

• last_day is the last day of the disease when an agent
either recovers completely or dies of a severe infec-
tion.

Intervention Parameters

• Lockdown.at_number_of_infections triggers the
lockdown intervention when the total number of in-
fected agents matches to the parameter value.

• Lockdown.essential_workers is the fraction of the
working population which would perform their work
routine even during lockdown.

• Vaccination.at_hour is the time step to trigger vac-
cination.

• Vaccination.percent is a fraction of the population
to be randomly vaccinated.

The EpiRust disease dynamics model works as a finite
state machine (FSM) with the states as the SEIR compart-
ments. For state transitions, FSM first matches the current
state and then moves to the next state. To ease this im-
plementation, Rust offers a construct Pattern for matching
numbers, strings, enums, and regular expressions, etc.

3.1.3 Scalability

While representing millions of agents with their move-
ments and disease states along with the geographical de-
tails CPU and memory consumption are two important
factors to optimize. Choosing appropriate data structures
and algorithms can help to optimally manage these re-
sources. For example, when the model used a dense ma-
trix for representing the grid-based geography for agent
locations, it consumed a large amount of memory through-
out the simulation for even smaller agent populations.
An efficient alternative is spatial hashing technique which
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stores only the locations where agents are placed. Switch-
ing from the dense matrix to the spatial hashing reduced
memory usage to a fraction of its original.

3.1.4 Performance

While spatial hashing helped to reduce memory usage, it
kept CPU time consumption at the same level of dense
matrix. For the hashmap data structure, the average-case
time complexity for retrieval and insertion is O(1). Af-
ter evaluating multiple implementations of hashmap data
structure in the Rust ecosystem, EpiRust uses FNVHash
(Crichton, 2020) for better performance. In addition, we
observed that the random number generator supplied by
the Rust standard library is adequate to avoid collisions
during agent placement.

3.2 Architecture
EpiRust has multiple smaller components as depicted in
figure 4. Engine is the simulation engine written in Rust
and discussed in this paper. The engine is invoked via
command line inputs including configuration files in the
JSON format. Server is a web server and the central com-
ponent which interfaces with other components such as
the engine and the user interface. It invokes the engine
using its command line interface. It sends simulation re-
quests to the engine and reads the engine output. The
output is later stored in a database so as to consume it
later. The server uses Apache Kafka for communication
with the engine. Kafka is a distributed streaming platform
used here for mediation between the server and the engine.
MongoDB stores simulation-generated data for later con-
sumption for visualization and debugging. React SPA is
the web user interface to specify model parameters and vi-
sualize the simulation results. It has been developed as a
single page application using React JS.

4 Scenarios and Results
When EpiRust development had started, COVID-19 had
begun to unfold in Wuhan, China. In order to get a bet-
ter understanding of COVID-19 spread in real life, we de-
cided to run it for the city of Pune, India. The city is
spread over an area approximately 331 square km in the
Western India, and has a population of more than three
million people.

To represent Pune city, we provided the following con-
figuration parameters as rendered in table 2.

To get a better understanding of the impact of various
non-pharmaceutical interventions on spread of a disease,
we simulated two different scenarios namely Baseline and
Intervention. As a model is probabilistic, we ran each of
these scenarios 5 times to ensure statistical stability.

4.1 Baseline Scenario
The baseline scenario depicts business as usual even in a
pandemic scenario. All agents will follow their routing re-
gardless of the disease spread and all of the interventions

Parameter Value
number_of_agents 3137224
grid_size 5660
working_percentage 70%
public_transport_percentage 80%
Lockdown_at_number_of_infections 100
essential_workers_population 10%
hospital_beds_percentage 0.003%
starting_infections 32645

Table 2. Input Parameters

like lockdown, increasing hospital bed capacity, vaccina-
tion etc. would not be in place.

4.2 Intervention Scenario
Lockdown can be a good intervention strategy but has its
own costs. To balance cost versus benefits requires trying
various what-if scenarios. EpiRust lockdown intervention
can be triggered for a configurable threshold of number
of infections. During lockdown intervention, the essen-
tial workers would still be working and performing their
daily routine as discussed in 2.1, and could potentially ac-
quire and spread infections. A fraction of the population
could choose to defy the lockdown intervention. This non-
compliant population could be modeled by adding their
percentage to the essential workers. Mass vaccination as
an intervention has been turned off for these simulations.

4.3 Results
We used Rust compiler version 1.44.1 for all these bench-
marks, and each scenario of this stochastic model has been
run for at least five times to ensure statistical stability. So,
the epicurves charts 5, 6(a) and 6(b) render mean and vari-
ance over time.

Compared to a similar model implemented using the
GAMA platform, a single-threaded EpiRust simulation
now completes within 30 seconds (a speedup of more than
100x). For Pune city simulations with more than 3 million
population, EpiRust takes close to 150 minutes on single
core of commodity class hardware for baseline scenario
and 50 minutes for lockdown scenario.

For every agent in the simulation, the number of inter-
actions with neighboring agents and its associated time
complexity are order of O(n3). We observed that the
Rust’s HashMap based implementation has a smaller
memory footprint, just over twenty megabytes for a mil-
lion agents, and hence computer memory is less of a con-
cern here. The performance across processors varies due
to clock frequency as well as internal architecture of the
processor.

While comparing multiple simulation scenarios for
Pune city, we found that lockdown is an effective strat-
egy to reduce the total infections in the society. Based on
our observations (figures 6(a), 6(b)) lockdown slows down
the rate at which infections grow and imposing lockdown
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Figure 5. Pune Baseline Scenario

(a) Lockdown (b) Lockdown (without visualizing Susceptible Population)

Figure 6. Lockdown Scenarios for Pune Simulations

reduces stress upon health care facilities like hospitals.

4.4 Reproducing the results
EpiRust source code is released in open source. To
reproduce results of this paper, the EpiRust frame-
work and the model used in this paper can be found
here: https://github.com/thoughtworks/
epirust/tree/sims2020. In cloned Git repository,
the configuration files used for baseline and lockdown sce-
narios can be found at epirust/engine/config/
high_baseline.json and epirust/engine/
config/high_lockdown.json respectively.

5 Conclusion and Future Work
Based on our current exploration, we found Rust useful
in writing large-scale epidemiological models, even with-
out employing some advanced features such as parallelism
and concurrency. Rust’s preference for composition over
inheritance helps in building flexible models. We found
that Rust has a steeper learning curve than other program-
ming languages, especially to interpret the compiler er-
rors around borrow-checking. However, we trust that once

compiled the generated executable is robust and guaran-
teed to be memory safe. As a bonus, we found the owner-
ship principle guarantees efficient and memory safe code
even for concurrency. The Rust package manager Cargo
handles library dependencies and their installation trans-
parently. Rust’s borrow checker expects the programmer
to specify the lifetime of the function parameters to check
the reference validity. This can make writing extensible
code to be tricky. We observed that writing unit tests for
complex nested structures is difficult due to limited sup-
port for mocking.

Using the Rust and its ecosystem, we believe our suc-
cess is moderate in achieving our goals of performance,
flexibility, and robustness qualities. At the same time,
this lays the foundation of our future work on this frame-
work. For example, to improve performance, we would
like to harness multiple cores across computers. We also
intend to explore features for flexibility around dynamic
and user-defined disease models. We acknowledge the im-
pact of demographics on simulation results, and will work
towards supporting synthetic population. To ease setup
and deployment, we are working on a Docker image and
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will be shared soon.
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Abstract
This paper is an investigation of automated netlist syn-
thesis for ternary-valued n-ary logic functions, based on
a static ternary gate design methodology. We present an
open-source C++ implementation, which outputs a ready-
to-simulate SPICE subcircuit netlist file for ternary-valued
n-ary function circuits. A circuit schematic of the 3-
operand carry is demonstrated as synthesized by the netlist
generator. We investigate a holistic (non-compound)
approach to designing balanced full-adders by using 3-
operand func-tions as compared to a traditional 2-
operand compound design methodology. Three gate-
level design approaches (compound, non-compound and
hybrid) for the balanced full-adder have been simulated
in HSPICE and are com-pared to each other and the
state-of-the-art with simulation results. Furthermore, we
propose to standardize the ternary functions by
indexing them. This indexing system allows for the
convenience of referencing any possible logic func-tion
with no ambiguity. This indexing is necessary as most
ternary functions do not have semantic names (e.g. AND,
OR) and the amount of unique 3-valued functions grows
exponentially with higher arity.
Keywords: ternary, netlist, synthesis, simulation

1 Introduction
In recent years, along with developments of the car-
bon nanotube field-effect transistor (CNTFET), there have
been a handful of papers on the designs and synthesis of
ternary or 3-valued logic gates implemented in simula-
tions of CNTFET circuits. One paper in particular (Kim
et al., 2018) proposes a design method for ternary logic
gates, with the use of pull-up and pull-down networks con-
structed from a truth table for the circuit. In ternary logic,
with only two operands, there are 19683 possible logic
gates. With three operands, 7.6e12 logic gates are possi-
ble. The process of designing the circuit and writing the
netlists of these circuits can be a tedious process, espe-
cially for circuits with more than two operands. There-
fore, an open-source netlist synthesizer is of much use.
The study (Lee et al., 2019) reports to have automated this
process, however their code is not open-source.

2 Function Indexing
To unambiguously refer to any of the many logic func-
tions, we propose a simple indexing system.

2.1 Range of index in arities
The number of possible functions for a specific arity and
radix can be calculated as in Equation 1, where R is the
radix and A is the arity.

Frange = RRA
(1)

Table 1. Range of functions in arities and radices

Arity Radix 2 Radix 3

1 221
= 4 331

= 27
2 222

= 16 332
= 19683

3 223
= 256 333

= 7,625,597,484,987

While in binary, there are few enough functions that
naming the useful functions (AND, OR, XOR, etc.) has
been a feasible practice, for ternary logic the quantity of
possible functions is more unwieldy, as can be seen in Ta-
ble 1. Therefore, an indexing system is proposed to refer
to specific ternary-radix functions.

The indexing system maps every truth table to an index
by counting up from 0 to the function range, along with the
values of the truth table. As an example, a function always
outputting the low value would be the 0th index. Then,
the first row of the truth table acts as the three lowest-
significance trits of the index, and so on. With a truth table
listed vertically, the output values for a specific function
can be read in ternary as the function index.

2.2 Heptavintimal index encoding
We adopt the usage of the base-27 heptavintimal notation
for ternary values (Jones, 2012), as it conveniently covers
three ternary digits (trits) per symbol, as shown in Table
2. As one operand can have one of three values, the truth
table of a function is three trits long in each dimension.
Therefore, a logic function index can conveniently be en-
coded with the heptavintimal notation.
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Table 2. The heptavintimal notation

Weight(Decimal) 0 1 2 3 4 5 6 7 8 9 10 11 12 13
Ternary 000 001 002 010 011 012 020 021 022 100 101 102 110 111

Heptavintimal 0 1 2 3 4 5 6 7 8 9 A B C D

Weight(Decimal) 14 15 16 17 18 19 20 21 22 23 24 25 26
Ternary 112 120 121 122 200 201 202 210 211 212 220 221 222

Heptavintimal E F G H K M N P R T V X Z

3 Methodology
Based on the static ternary gate design methodology of
(Kim et al., 2018), we have implemented an algorithm in
C++, which produces a ready-to-simulate SPICE subcir-
cuit netlist file from a circuit truth table.

The program takes an n-dimensional truth table, and
constructs the four truth tables for the pull-up and pull-
down networks. Then, for each network, a set of n-
dimensional rectangular groupings are found. Each of
these groupings will provide a transistor path to the out-
put within each pull-up and pull-down network.

3.1 Usage
To use the program, compile the open-source code in a
C++ compiler. The netlists will be generated in the same
file directory as the compiled program. When the pro-
gram starts, it asks for the function arity, and the values of
each element in the three-by-three n-dimensional truth ta-
ble, with values low(0), middle(1), high(2), don’t care(x).
The filename will be generated as the function index of
the specific function. The transistor parameters, as well
as which CNTFET model is being used, can be specified
with the string variables p0, p1, p2, n0, n1, n2.

The program will produce a subcircuit which must be
connected externally to a 0.9V voltage supply, and the
operand inputs. The circuits rely on external 2-transistor
Positive Ternary Inverters (PTI) and Negative Ternary In-
verters (NTI) to achieve the four different transistor oper-
ations detailed in (Kim et al., 2018).

3.2 Logic minimization algorithm
The logic minimization done to produce an optimized cir-
cuit is similar to karnaugh-mapping. The grouping algo-
rithm takes the truth tables for each transistor network and
draws n-dimensional rectangular groupings which covers
every ’1’ on the truth table for each network, with as
few groupings as possible. These groupings represent the
transistor-paths in the circuit towards the output within
each of the four transistor networks. Each transistor in
series narrows down the throughput, until the logical rect-
angle of a grouping is achieved.

4 Circuit schematics
The common procedure for constructing functions with
more than two operands is to combine smaller functions

to create bigger compound functions. However, circuits
with more operands can also be generated with our pro-
gram. Therefore we investigate the usage of 3-operand
functions in a 1-trit balanced full-adder circuit, in the form
of a non-compound and a hybrid gate architecture. These
architectures are a more holistic view of the function as a
relation between input and output. Figure 1 shows three
different balanced full-adder circuit design approaches.

Figure 1. Three approaches for a balanced full-adder

Figure 2 shows the circuit schematic for the 3-carry cir-
cuit used in the hybrid 1-trit full-adder, with diameters
1.487 nm and 1.018 nm being depicted as blue and green
respectively.
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Table 3. Simulation results with 2fF load capacitor

Circuit Transistors Avg. power 500MHz Avg. power 50MHz Worst Delay PDP 500MHz PDP 50MHz

2-sum (7PB) 40 (32) 0.61µW 0.35µW 530ps 0.327e-15 J 0.185e-15 J
2-ncarry (4DE) 10 0.80µW 0.80µW 20ps 0.016e-15 J 0.016e-15 J
2-nany (15H) 18 0.33µW 0.32µW 40ps 0.013e-15 J 0.013e-15 J
3-sum (B7P7PBPB7) 150 (138) 0.56µW 0.34µW 1530ps 0.856e-15 J 0.526e-15 J
3-carry (XRDRDCDC9) 50 (38) 0.87µW 0.82µW 30ps 0.026e-15 J 0.024e-15

(Lee et al., 2019) Unbalanced FA 106 (no data reported) 0.47µW 0.89ns (no data reported) 0.421e-15 J
(Vudadha et al., 2018) Unbalanced FA 98 (no data reported) 0.43µW* 1.57ns* (no data reported) 0.667e-15 J*
Proposed Compound Balanced FA 118 (102) 2.73µW 2.29µW 0.55ns 1.44e-15 J 1.262e-15 J
Proposed Non-compound Balanced FA 188 (176) 1.67µW 1.18µW 1.53ns 2.55e-15 J 1.805e-15 J
Proposed Hybrid Balanced FA 118 (102) 1.96µW 1.50µW 0.56ns 1.10e-15 J 0.840e-15 J

* see (Lee et al., 2019)

Figure 2. The balanced 3-operand carry function

5 Simulation results
The simulations were done in HSPICE, with the standard
32nm CNFET model technology from Stanford Univer-
sity. (Deng and Wong, 2007)

For the sake of these simulations, voltages below
200mV is considered "low", 250mV to 650mV is "mid-
dle", and above 700mV is "high".

Table 3 shows simulation results for some balanced
functions, and compares three different circuit concepts
of a balanced full-adder. The average current is measured
at 500MHz and 50MHz. All measurements include the
external PTI and NTI inverters of 2 transistors each where
they are required. The transistor count is shown with and
without the external inverters. A capacitive load of 2fF
was put on the output to ground.

6 Discussion
The runtime performance of the synthesizer can be further
optimized for > 7 arity. Under that condition circuit so-
lutions can be found in reasonable time on standard hard-
ware. Due to the sheer number of possible functions, only
a minority of the circuit solutions were tested. However,
all the tests produced the correct output values.

It should be possible to optimize the circuit solutions
even further as we found by manual inspection. This is
especially true for circuits with high arity functions. It is
interesting to see that the performance of a 1-trit balanced
ternary full-adder compared is comparable to an unbal-
anced version, commonly found in literature.

7 Conclusion
For up to 7 operands, a circuit of any 1-output ternary-
valued function can be produced. We show that 3-operand
functions can be implemented in circuits such as a 1-trit
balanced full-adder, and may in some cases outperform a
traditional 2-operand design strategy, as the hybrid full-
adder was shown to outperform the compound full-adder
in terms of power-delay-product (PDP) performance.

This paper has provided three contributions:
1. An open-source implementation for synthesis of n-

ary ternary-valued CNTFET circuits (Risto, 2020).
2. An indexing system has been proposed which allows

for any possible ternary-valued logic function to be refer-
enced unambiguously.

3. A novel 3 operand, classical 2 operand, and a hybrid
1-trit balanced full-adder circuits have been simulated and
compared with simulation results.

References
J. Deng and H. . P. Wong. A compact spice model for carbon-

nanotube field-effect transistors including nonidealities and
its application—part i: Model of the intrinsic channel region.
IEEE Transactions on Electron Devices, 54(12):3186–3194,
2007.

Douglas W. Jones. The Ternary Manifesto · Hep-
tavintimal encoding of ternary values, 2012. URL
http://homepage.divms.uiowa.edu/~jones/
ternary/hept.shtml.

S. Kim, T. Lim, and S. Kang. An optimal gate design for the
synthesis of ternary logic circuits. In 2018 23rd Asia and
South Pacific Design Automation Conference (ASP-DAC),
pages 476–481, 2018.

S. Lee, S. Kim, and S. Kang. Ternary logic synthesis with modi-
fied quine-mccluskey algorithm. In 2019 IEEE 49th Interna-
tional Symposium on Multiple-Valued Logic (ISMVL), pages
158–163, 2019.

Halvor Nybø Risto. Automated synthesis of netlists for ternary-
valued n-ary logic functions in cntfet circuits, September
2020. URL https://doi.org/10.5281/zenodo.
4015574.

C. Vudadha, A. Surya, S. Agrawal, and M. B. Srinivas. Syn-
thesis of ternary logic circuits using 2:1 multiplexers. IEEE
Transactions on Circuits and Systems I: Regular Papers, 65
(12):4313–4325, 2018.

SIMS 61

DOI: 10.3384/ecp20176483 Proceedings of SIMS 2020
Virtual, Finland, 22-24 September 2020

485

http://homepage.divms.uiowa.edu/~jones/ternary/hept.shtml
http://homepage.divms.uiowa.edu/~jones/ternary/hept.shtml
https://doi.org/10.5281/zenodo.4015574
https://doi.org/10.5281/zenodo.4015574

	SIMS2020-Front_material
	SIMS2020_article_ecp20176
	Introduction
	Domestic Hot Water
	Aims and objectives

	Methodology
	Hot Water Demand Profile
	Hot Water Tank
	Heating Demand
	Heating Control
	Constant Temperature Set-point
	On-Off Controller
	Time-of-Use Heating
	Linear Optimization

	Inputs

	Results
	Robustness of the results
	Behaviour of DHW heating controls
	Flexibility of DHW
	Load profiles

	Conclusions
	Introduction
	System overview
	Floor heating
	Heated water tank: modification
	Transport of water in pipes
	Heat transfer from water to floor
	Structure of heated floor
	Heat transfer from water to aluminum
	Heat transfer to plates

	Heat transfer related to room

	Dynamic model
	Heated tank
	Floor heating/heat exchanger
	Board models
	Room model
	Model parameters

	Simulation results
	Conclusions
	Bibliography
	Introduction
	System overview
	Floor heating
	Buoyancy conductivity approximations
	Original stratification expression
	Log-sum-exp approximation
	Boundary layer approximation
	Comparison of approximations

	Transport delay in heating loop

	Simulation with buoyancy approximations
	Heated tank
	Heated tank + floor heating loop

	Model analysis
	Step response
	Parameter sensitivity
	Poles and zeros
	Bode plots

	Conclusions
	Bibliography
	Introduction
	Method
	Governing equation
	Numerical procedure
	Problem setup

	Results and Discussions
	Energy budget
	Performance of green façades in different climates and seasons
	Impact of convective heat transfer coefficient

	Conclusions
	Smart buildings
	Heat and power model
	Input data
	Climatic data
	Households characteristics
	Small-scale production system
	Simulation time resolution and horizon
	Electricity contracts

	Modelling framework
	Power consumption
	Thermal demand
	Optimisations

	Output data

	Down-scaling simulation
	Scaling and multiplying

	Results and discussions
	Power demand
	Power profile distribution
	Dataset comparison

	Thermal demand
	PV generation

	Conclusions
	Introduction
	Method
	Case study: Esbjerg District Heating
	Model
	Heat pump model
	Heat Pump System
	Control


	Heat Pump Concept Optimisation
	The Concept Optimisation Problem
	Micro-Genetic Algorithm
	Cost Function
	Cost: Coefficient of Performance
	Cost: Heating Capacity
	Cost: Investment and Depreciation Expense


	Results and Discussion
	Optimisation
	Convergence
	Optimised Heat Pump Concept

	Sensitivity Study
	Variations in Costs for Electricity
	Adjusting the Benchmark for Investment Cost
	Changes in Effects of Economy of Scale


	Conclusion
	Introduction
	Model Development
	Model Derivation
	Dimensionless Model
	Numerical Approach and Stability

	Results and Discussion
	Effect of Initial and Process Parameters
	Reduction of Energy Consumption
	Comparison with Reported Literature Values

	Conclusions
	Acknowledgments
	Introduction
	Background
	Previous work
	Overview of the paper

	Solution of the Counter-Current Heat Exchanger Model
	Linear regression
	Nonlinear regression
	Results and Discussion
	Conclusions
	Bibliography
	Introduction
	Hydro Power
	Modelica
	Goal and Scope

	Mathematical Description
	Mass Balance
	Momentum Balance
	Connecting Mass and Momentum Balance

	Implementing in Modelica
	Reservoir
	Parameters
	Basic Principles

	Connect Multiple Reservoirs
	Hydro Power Plant Model
	Simulations with Aurdalsfjord

	Discussion
	Implementation of Model
	Simulation Results

	Conclusion
	Introduction
	Background
	Previous studies
	Outline of the paper

	Surge tanks and their operation
	Simulated Responses
	Case study: Trollheim HPP
	Total Load Rejection (TLR)
	Effect of diameter of orifice and throat for TLR
	Total Load Acceptance (TLA)
	Partial Load Rejection (PLR)
	Partial Load Acceptance (PLA)

	Case study: Torpa HPP

	Results, and Discussions
	Conclusions
	Bibliography
	Introduction
	Background
	Previous studies
	Outline of the paper

	Model Developement
	Surge tanks
	Simple surge tank
	Sharp orifice type surge tank
	Throttle valve surge tank
	Air-cushion surge tank

	Draft tube
	Conical diffuser
	Moody spreading pipes


	Simulated Responses and Results
	Responses for surge tanks
	Responses for draft tubes

	Conclusions and Future Work
	Bibliography
	Introduction
	Lime Production
	Lime Shaft Kilns
	The Lime Kilns at SSAB Raahe

	Lime Kiln Modelica Model
	Total Model
	Combustion Model
	Pre-heating Model
	Cooling Model

	Model Calibration
	Simulation Results and Discussion
	Limitations in the Modelling

	Conclusion
	Introduction
	Application of PBE to granulation process in spherodizers
	Internal coordinate
	External coordinate

	Application of PBE to granulation process in rotary drums
	Simulation Results and Discussion
	Simulation Setup
	Simulation results for granulation in spherodizers
	Simulation results for granulation in rotary drums

	Conclusions
	Acknowledgment
	Introduction
	Population Balance Equation (PBE)
	Numerical schemes for layering term discretization
	Numerical schemes for agglomeration term discretization
	Hounslow's scheme
	Cell average scheme
	Fixed pivot scheme
	Kumar et al.'s new finite volume scheme

	Simulation Results and Discussion
	Simulation Setup
	Comparison of numerical solutions for layering process
	Comparison of numerical solutions for agglomeration process

	Conclusions
	Acknowledgment
	Introduction
	Background
	Previous work
	Overview of the paper

	Overview of Industrial Granulation
	Fertilizer granulation
	Granulation loop
	Production challenges
	Problem limitation

	Model implementation details
	Overview of model
	MATLAB
	Julia
	C-code/DLL
	Comparison

	Model linearization in Julia
	Conclusions
	Bibliography
	Introduction
	Governing Equations
	Low Reynolds Model
	High Reynolds model
	Boundary Conditions
	Transfer coefficient

	Computational Methodology
	Model Comparison

	Results
	Validation
	Conclusion
	Introduction
	Background
	Previous Work on Topside Sensing

	System Description
	Mathematical Models
	Estimation and Control Methods
	UKF
	Adaptive Observer
	The Choke Controller


	Results and Discussion
	Conclusions
	Appendix
	Adaptive Observer
	UKF

	Introduction
	Methods
	Simulation Environment Set-up
	Auto-Tune IADC

	Results
	Case 1: IADC performance in homogeneous formation
	Case 2: IADC performance against changing formations
	Case 3: IADC with ART

	Conclusion
	Acknowledgment
	Introduction
	Background
	Previous work
	Overview of paper

	Helicopter mechanistic model
	Laboratory helicopter
	Geometry of helicopter
	Kinetic energy of helicopter
	Potential energy of helicopter
	Helicopter torques
	DAE formulation of model
	ODE formulation of model

	Preliminary model fitting
	Experimental data
	Preliminary model fitting

	Hybrid model
	Neural torque extensions
	Equation discovery

	Conclusions and Future work
	Nominal parameters and operating conditions
	Bibliography
	Introduction
	Linear periodic differential systems
	Stability of periodic systems
	Control design
	Conclusion
	Introduction
	Methods
	Results and Discussion
	Conclusion and Future Work
	Testing ERP and MES with Digital Twins
	1 Introduction
	2 Pilot Production Environments
	2.1 Educational Cyber-Physical Factory
	2.2 FMS Cell

	3 Digital Twins
	3.1 Python web application
	3.2 Educational Cyber-Physical Factory
	3.3 FMS Cell

	4 Results and Discussion
	5 Conclusion
	Introduction
	Mathematical model
	Transport equations
	Interfacial forces
	Boiling model

	Computational Domain and Solution Procedure
	Results and discussions
	Conclusions
	Introduction
	Numerical Method for data generation
	Data Extraction

	Deep Neural Network Architecture 
	Results and Discussion
	Validation dataset
	Test dataset
	Interpolation datasets
	Extrapolation dataset


	Conclusion and Future Work
	Introduction
	Modelling methodologies
	Nonlinear scaling
	Steady-state modelling
	Dynamic modelling

	Recursive modelling
	Recursive nonlinear scaling
	Interactions

	Multimodel LE simulation
	Composite local models
	Intelligent systems
	Evolutionary computing

	Applications
	Steady-state LE models
	Dynamic LE models
	Decomposition in LE models
	Distributed parameter LE models

	Discussion
	Conclusions and future research
	Introduction
	Related Work
	The Rust Programming Language

	EpiRust Model
	Population
	Geography
	Disease Dynamics
	Interventions
	Simulation Loop

	EpiRust Implementation
	System Requirements
	Model Correctness
	Flexibility
	Scalability
	Performance

	Architecture

	Scenarios and Results
	Baseline Scenario
	Intervention Scenario
	Results
	Reproducing the results

	Conclusion and Future Work
	Acknowledgements
	Introduction
	Function Indexing
	Range of index in arities
	Heptavintimal index encoding

	Methodology
	Usage
	Logic minimization algorithm

	Circuit schematics
	Simulation results
	Discussion
	Conclusion


