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Abstract

Reading is an essential life skill and cru-
cial for students’ academic success. Partic-
ularly, the need for students to read in En-
glish as a second language (L2) has grown
due to its global significance. However, L2
readers often have limited opportunities for
meaningful, interactive reading practice with
immediate support. This paper introduces
ARES, a pedagogically oriented, web-based
intelligent computer-assisted language learn-
ing (ICALL) system designed to enhance the
L2 reading experience, developed through an
action research approach involving practition-
ers. ARES offers a range of interactive fea-
tures for students, including not only the
autonomous identification of vocabulary and
more than 650 language means, but also mak-
ing them interactively explorable in the text,
providing detailed explanations and practical
examples in contexts. To support effective
teaching, ARES employs a Large Language
Model (LLM) for generating tailored reading
comprehension questions and answer evalua-
tions, with teachers in the loop, achieving hu-
man and Artificial Intelligence (AI) collabora-
tion. We present the development and appli-
cation of the system from both technical and
pedagogical perspectives to advance L2 learn-
ing research and refine educational tools.

1 Introduction

In today’s increasingly globalized world, the
growing necessity for students to read in L2 En-
glish underscores the importance of proficient L2
reading skills (Vettori et al., 2023). Learning to
read in L2 is complex, as learners must grasp liter-
acy in an unfamiliar language (Verhoeven, 2011).
Thus, it is important to support L2 learners’ read-
ing development, especially in school contexts
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where L2 learning most often takes place. How-
ever, school teachers often face challenges in pro-
viding interactive and meaningful learning experi-
ences for a large number of students due to lim-
ited time and highly heterogeneous students with
different proficiency levels, native languages, and
learning preferences in the same class.

Digital environments, such as ICALL systems,
offer unique opportunities for new ways of learn-
ing and teaching (Amaral and Meurers, 2011).
These systems have been shown to enhance learn-
ing engagement (Liu et al., 2016) and achieve
better language acquisition (Oberg and Daniels,
2013) through features such as automatic feedback
(Ai, 2017), intelligent tutoring (Choi, 2016), and
personalized support (Heilman et al., 2010). De-
spite these advancements, a lot of previous sys-
tems are falling short on integrating the AI tech-
nologies (e.g., LLMs) or on addressing the practi-
cal day-to-day needs of L2 teachers.

In order to address these gaps and enhance real-
life usage of ICALL systems in classrooms, we de-
signed and developed an ICALL system that sys-
tematically and automatically provides various in-
teractive support for L2 reading, targeting young
learners of English as a foreign/second language
(EFL/ESL). The development of the system is
grounded in theories of text comprehension in sec-
ond language acquisition (SLA), leveraging the af-
fordances of current language technologies. The
general goal of the system is to provide school
teachers with a tool to easily create reading ac-
tivities with interactive and individualized support
for their students. Currently, the system provides
a web-based platform that features (1) provision
of annotations and glossing of vocabulary and lan-
guage means, (2) automatic generation and evalu-
ation of reading comprehension questions, and (3)
easy management of student classes, assignments
and their submissions, as well as feedback on as-
signments. In this article, we introduce the design
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rationale and development of the system with its
different elements in detail. We conclude with an
outlook on the design of a study that investigates
perceptions of the system in German secondary
schools. By exploring these dimensions, we aim
to showcase how the Natural Language Processing
(NLP) and AI technologies can be used to support
L2 reading learning and teaching.

2 Background

2.1 Vocabulary and Grammar Knowledge in
L2 Reading Comprehension

Reading is a complex cognitive activity that re-
quires the integration of information from the text
and the reader’s background knowledge. Suc-
cessful reading comprehension (RC) depends on
skilled processing of the visually presented text
(Verhoeven, 2011). It requires a wide range
of linguistic as well as non-linguistic skills in-
cluding word recognition, linguistic knowledge,
discourse-level meaning making, reading strate-
gies, inferring, and comprehension monitoring
(Grabe, 2014). Current theories on RC typically
involve conceptual representations with several in-
terdependent layers. There is typically a local-
level representation based on text-based informa-
tion (i.e., vocabulary, grammar) and a high-level
representation where the content of the text be-
comes integrated into the reader’s larger concep-
tual structure (i.e., integrating the textual informa-
tion across sentences) (Jung, 2009; Kintsch, 1988;
Kintsch and van Dijk, 1978). During the construc-
tion of semantic structures at these various levels,
a reader’s vocabulary and grammatical knowledge
influences the entire reading process (Jung, 2009).
In particular, the parsing mechanism, driven by
this vocabulary and grammar knowledge, oper-
ates on text segments assembled locally. Con-
sequently, if readers generate inaccurate or in-
complete representations of these local text seg-
ments, their overall comprehension of the text
can be significantly impaired (Jung, 2009; Koda,
2007). Lexical-syntactic knowledge is critical in
the construction of the local-level representation,
where text-based propositions are built to even-
tually support the high-level representation (Choi
and Zhang, 2021; Kintsch, 1988). Knowledge of
vocabulary and grammar thus helps with the con-
struction of text-based information and eventually
facilitates in-depth comprehension.

Following Alderson’s (1984) discussion of

whether L2 reading is a reading problem or a lan-
guage problem, SLA researchers have been inter-
ested in the importance of vocabulary and gram-
mar knowledge in an effort to understand the pro-
cess of L2 RC. A plethora of empirical stud-
ies have been conducted to gain a better under-
standing of how vocabulary and grammar knowl-
edge affect L2 RC, whose results generally sup-
port the primacy of both L2 vocabulary and gram-
mar knowledge in L2 RC (Choi and Zhang, 2021).
For instance, in a longitudinal study examining the
relation of oral language proficiency and decod-
ing skills to L2 RC among Dutch-speaking young
EFL learners, Droop and Verhoeven (2003) found
that both vocabulary and morphosyntactic knowl-
edge had an equally strong correlation to L2 RC,
especially at the initial stage when the learners
had relatively low L2 proficiency. Recent meta-
analyses in L2 RC (Chen and Mei, 2024; Choi and
Zhang, 2021) also demonstrate that L2 vocabulary
and grammar knowledge are the two strongest pre-
dictors of L2 RC. Hence, it is important to accom-
modate both types of knowledge in the design of
teaching of L2 reading. However, vocabulary and
grammar knowledge varies a lot among individ-
uals, requiring support for their development be
highly personalized. From an instructional per-
spective, however, due to the time constraint and
students’ heterogeneity, it is almost impossible for
teachers to pinpoint vocabulary and grammatical
knowledge that each learner does not understand
while they are reading.

2.2 Computer-based Development of L2
Reading Comprehension

Technological applications in L2 reading range
from basic digital texts such as e-readers with
limited interactivity to online dictionaries to col-
laborative annotation. Reviews of L2 RC litera-
ture (Saeidi and Yusef, 2012; Sawaki, 2001) have
shown that specially designed software, ICALL
systems, online lessons, animated texts, use of
multimedia contexts, interactive multi-modal ma-
terials, online dictionaries, e-books and hypertex-
t/hypermedia environments have been used to en-
hance L2 RC. Here, we describe two features that
are highly relevant to our system.

Online Dictionaries Primarily used for looking
up unknown words in reading, writing, and vocab-
ulary learning activities, online dictionaries often
in the form of electronic glossing have been con-
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sidered highly feasible, individual learning ma-
terials (Çolak and Balaman, 2022) as they “pro-
vide controlled opportunities for linguistic input
for the learner and interaction with the computer”
(Chapelle, 2003, p. 25). One of the prominent ex-
amples of electronic glossing is Amazon’s Kindle,
which provides users with a dictionary function
that presents the definitions of words at the bottom
of the screen (Lee and Lee, 2015). Another ex-
ample is Readlang (Ridout, 2013), a commercial
platform that provides instant translation of words
in texts in multiple languages. In fact, it has been
shown that online dictionaries such as glossing en-
hance L2 RC as well as L2 vocabulary acquisition,
as found in a meta-analysis of studies on both elec-
tronic and textual glosses (Taylor, 2009). Studies
also revealed that L2 learners prefer computerized
glossing to its paper counterparts (Bowles, 2004).
Traditional online dictionaries, however, constrain
the selection of an appropriate meaning among all
the possible meanings as well as providing a wider
range of information such as collations, as they
in general list only straight definitions. Previous
literature suggests that examples illustrating syn-
tax, collocation, usage and context are more help-
ful in clarifying meaning than straight definitions
(McAlpine and Myles, 2003). Furthermore, to the
best of our knowledge, there has been no attempt
to integrate a dictionary on language means (i.e.,
explanation of forms) into language learning ap-
plications.

Feedback Feedback is information communicated
to learners to modify their thinking or behav-
iors to close the gap between their actual per-
formance and the target performance (Hattie and
Timperley, 2007), thus aiming to improve learn-
ing (Shute, 2008), as well as enhance emo-
tions and motivation during learning (Fong et al.,
2019). The need for feedback on learner pro-
duction has been well documented in SLA re-
search (Mackey, 2006). Feedback can be cate-
gorized into three types: Knowledge-of-Response
(KOR) feedback that only includes verification,
Knowledge-of-Correct-Response (KCR) feedback
that additionally includes the correct answer, and
Elaborated Feedback (EF) that also includes extra-
instructional information (Swart et al., 2022) such
as explanations (e.g., “In the text, the author does
not state that....”), follow up questions (e.g., “Why
does the author of the text think...?”), location or
hint of the correct information in the text (e.g.,

“Check the part in the text again where the au-
thor mentions....”), or a combination of multiple
types of information (Finn et al., 2018). Among
them, EF can be used to guide and direct the
L2 reader, thereby providing additional support.
Bown (2017), borrowing words from Mitchell
et al. (2013), attests that “from a sociocultural
view of L2 acquisition, this support can be con-
sidered as a form of scaffolding: a ‘process of
supportive dialogue which directs the attention of
the learner to key features of the environment, and
which prompts them through successive steps of a
problem’ (Mitchell et al., 2013, p. 25)”. In fact,
in the field of educational sciences, several meta-
analyses (Bangert-Drowns et al., 1991; der Kleij
et al., 2015; Wisniewski et al., 2020) have demon-
strated positive effects of EF over other simpler
types of feedback. Despite the potential of EF in
L2 RC, only a few attempts have been made to im-
plement it in ICALL systems (Bown, 2017, 2018;
Murphy, 2007, 2010). However, most of these re-
search prototypical systems have not been tested
widely in schools practically.

Overall, there have been several attempts to in-
tegrate features that support L2 RC (e.g., Read-
lang, Bown, 2018; Murphy, 2010), but most exist-
ing systems focus on a single aspect of L2 read-
ing support (e.g., vocabulary) and fall short in
offering comprehensive, pedagogically grounded
support throughout the entire L2 reading process.
This poses challenges for a practical implemen-
tation in classroom settings. Moreover, most of
these systems were research-oriented and not de-
signed for actual widespread classroom usage, fur-
ther complicating their adoption and effectiveness.
Our work seeks to address this gap between re-
search, foreign language pedagogy, and real-life
classroom usage by developing ARES, a pedagogi-
cally oriented, web-based ICALL system designed
to enhance L2 reading experience. In the follow-
ing section, we present the system architecture and
each feature of the system in detail.

3 ARES

ARES (Annotated Reading Enhancement System)
is designed as a multi-layer web application that
strikes a balance between usability and flexibil-
ity. The system implements a responsive design
that adapts the display for all devices and plat-
forms. Therefore, it works seamlessly across mul-
tiple platforms, requiring only a computer, tablet,
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or smartphone with a web browser and internet
access. Using NLP tools, the system supports
students by identifying and providing glossing on
vocabulary and language means with examples,
which they can consult as needed while reading
the assigned texts. For teachers, ARES automates
the process of generating questions for assign-
ments and providing individual feedback to each
student response by implementing a pre-trained
LLM (ChatGPT 4o1), significantly reducing their
workload and allowing them to focus more on
communicative activities in classrooms.

Involving teachers or stakeholders in education
research whose results will be used in schools is
considered very important because schools and
teachers should not only be treated as consumers
of the research results (Farley-Ripple et al., 2018).
Successful research that has a practical impact in
schools is always the outcome of bi-directional ef-
forts. This bi-directional effort is not a one-off
process, but it will involve multiple iterations of
interactions between the researchers and the teach-
ers. Consequently, we decided to use a multi-
cycle action research paradigm to guide the de-
velopment and research process. The action re-
search model (Figure 1) is a systematic, collec-
tive, collaborative, and self-reflective scientific in-
quiry aimed at improving educational practices
and addressing the practical concerns of teachers
(Kemmis and McTaggart, 1988; Rapoport, 1970),
where a key characteristic of action research is the
involvement of stakeholders, including teachers,
students, and researchers.

Figure 1: Action Research Model (Kemmis and Mc-
Taggart, 1988)

In the following subsections, the system that has
been developed in the first phase of the action re-
search paradigm is described in more detail, both
from the teacher perspective and the student per-
spectives.

1https://chatgpt.com/

3.1 System Architecture
Utilizing a software-as-a-service (SaaS) approach,
ARES provides the software through the cloud, al-
lowing system developers to update the applica-
tion with new features and fix bugs without re-
quiring users to download updates from app stores.
The system is built on a Java backend deployed in
a Jetty server. For the display layer, we use the
Bootstrap framework, which provides a highly ex-
tensible component-based design for an optimized
display. In order to enable Learning Analytics,
all user activities such as button clicks, lookups
of language means, reading comprehension ques-
tion attempts, assignment submissions, viewing of
specific feedback messages, and any other rele-
vant user actions are logged through xAPI2, an in-
teroperability specification for recording user in-
teractions, and stored in a Learning Record Store
(LRS).

3.2 Home Interface
Based on discussion with the involved stakehold-
ers, the home pages that users first see when they
log in offer the most commonly used functionali-
ties as a starting point for efficient usage.

Teacher Home There are three main sections that
teachers can select from, described in detail below:

• Classes Teachers can create, delete, edit
classes and manage students.

• Assignments Teachers can manage assign-
ments and check the results of each assign-
ment.

• Texts Teachers can browse, upload, and edit
texts.

To address the challenge English teachers face in
finding texts appropriate for their students’ En-
glish levels, the system includes a “text bank” with
reading materials covering 12 topics (e.g., His-
tory, Travel and Nature, Technology). These ma-
terials are crafted by experienced ESL/EFL teach-
ers ensuring users always have access to relevant
content from a variety of themes, addressing a
need by teachers to search for material to prepare
their lessons. The initial target audience is classes
in German secondary schools (Gymnasium) with
proficiency levels roughly equivalent to A2-B1 ac-
cording to the Common European Framework of

2https://xapi.com/
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Reference for Languages (CEFR) (Council of Eu-
rope, 2020). The texts are tailored to match these
proficiency levels. Additionally, teachers have the
option to upload their own texts, which they can
later edit or delete as needed. When creating an
assignment, teachers receive automatically gen-
erated suggestions for comprehension questions
generated from the LLM. With the goal of keep-
ing teachers in the loop, we designed the system
so that teachers always hold the ultimate decision-
making power, and are supported by the system’s
suggestions and tools. They can post-edit these
suggestions, confirm them, or add their own ques-
tions manually, to ensure that teachers’ expertise
is involved in the process. On the technical side,
we conducted an iterative approach to refine the
prompt for question generation. The full final ver-
sion of the prompt implemented in the system is
attached in the Appendix.

Teachers can decide which annotations on lan-
guage means to show students (section 3.3), al-
lowing them to tailor assignments and annotations
to specific learning goals and ensure appropriate-
ness for their students’ proficiency levels (see Fig-
ure 2). The motivation behind this customization
is that reading texts often contain a wide range of
language means and grammatical structures, and it
is often hard for teachers to selectively control stu-
dents’ focus on a certain language mean in reading
texts. By enabling teachers to customize annota-
tions of language means based on learning goals,
the system ensures that reading materials support
the target structures, making the learning process
more efficient and tailored to pedagogical needs.

Figure 2: Selection of Annotations of Language Means

Student Home The system presents two main op-
tions that students need most on their start page:

• Classes Students can see classes they are en-

rolled and join a class using a 4-digit access
code provided by the teacher.

• Assignments Each assignment card indicates
the status of an assignment using different
background colors and badges (see Figure 3).

Upon clicking or touching the assignment card,
students are forwarded to the reading interface.

Figure 3: Student Assignments Page

3.3 Reading Interface
The main features of the interface are an on-
demand annotation on language means that is
based on the English Grammar Profile (EGP)3 and
an on-demand vocabulary lookup based on the
LLM. Given their relevance to the overall goal
of the system, the following subsections describe
these functions in detail.

3.4 Annotations on Language Means
The annotation function of language means acts as
an instant glossing on forms, allowing students to
click on any word (or section of a sentence) within
a reading text to access its detailed explanation
with example sentences and the corresponding
CEFR level of the grammatical structure. When
a text is uploaded to the system, it is automatically
analyzed and indexed by an NLP tool our research
group has created to extract form-based language
means from the EGP. The EGP is a comprehensive
database listing over 650 language means span-
ning the entire range of CEFR levels. It is based

3https://www.englishprofile.org/engli
sh-grammar-profile/egp-online
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on an extensive analysis of the Cambridge Learner
Corpus, providing insights into the typical gram-
mar usage at each proficiency level (O’Keeffe and
Mark, 2017). For each language mean, we asked
experienced teachers to write an explanation and
examples in both a student-directed and a more
concise teacher-directed way. Along with an in-
dication of the CEFR level, this information is
shown to the users, with the respective variant of
the explanation selected on the user’s role (see Fig-
ure 4).

The pipeline for this function is based on the
further development of the pipeline introduced
in Quimal et al. (2021). It is based on the
Unstructured Information Management Architec-
ture (UIMA, Ferrucci and Lally 2004)4, an open-
source Apache framework used in large-scale text
processing applications. It includes three main
components: an NLP preprocessing module, an
annotator built using UIMA’s Rule-based Text An-
notation (Ruta)5 framework, and an application to
run the pipeline for analyzing texts. The NLP
preprocessing module employs tools like Stan-
dard CoreNLP (Manning et al., 2014)6 and DKPro
Core (de Castilho et al., 2016)7 for tasks such as
tokenization, part-of-speech tagging, and depen-
dency parsing. The Ruta annotator applies regu-
lar expression-based rules after the pre-processing
to identify specific language means, tagging them
with information like construction type and posi-
tion in the text, ensuring robust and scalable text
processing.

3.5 Vocabulary Lookup Function

The system offers an instant vocabulary glossing
for students. It enables students to click on any
word within a reading text and immediately ac-
cess comprehensive vocabulary information about
that word. When a student clicks on a word in
the reading text, the system identifies and extracts
the clicked word as a token and its surrounding
sentence as a context. The LLM is then applied
to analyze the word both as an isolated token and
within the context of the sentence to understand its
specific usage and meaning, including the general
definition, meaning in the specific context, collo-
cations, related vocabulary, morphosyntactic ele-

4https://uima.apache.org/
5https://uima.apache.org/ruta.html
6https://stanfordnlp.github.io/CoreNL

P/
7https://dkpro.github.io/dkpro-core/

ments of the word, and additional information (see
Figure 5). In order to make sure that the students
understand the relevant information of the clicked
vocabulary, there is an option for them to see a
translation of the explanation.

Figure 4: Grammar Lookup

Figure 5: Vocabulary Lookup

3.6 Questions and Rating Functionality
For assignments that accompany RC questions,
these questions are displayed below the text. Stu-
dents have the flexibility to complete the assign-
ment without answering all the questions. At the
end of the assignment, when students click on the
submit button, the system presents a dialogue box
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asking students to rate the difficulty and interest-
ingness of the text using a 5-star Likert scale with
an option to leave free-form comments about the
assignment, which will be provided to the teacher,
offering insights into both the overall and individ-
ual perceptions of the assigned text to teachers,
text authors, and researchers.

Once the students submit the assignment, the
system forwards them to the Assignments page
(section 3.2). However, students keep the right
to access the reading interface even after submit-
ting the responses in order to give them chances
to review the finished assignments and view the
teacher’s feedback.

4 Evaluation Interface

Teacher Evaluation On the selection of the as-
signment in the Teacher Home (section 3.2), the
system directs them to the Evaluation Interface,
which consists of two main sections as shown in
Figure 6. The upper section of the page displays
information about individual student submissions
in a table format, including the time of submis-
sion, automatic score (calculated by the system),
manual score (assigned by the teacher), percent-
age of the feedback read by the student, difficulty
rating, interestingness rating, and comments (see
Figure 6). With the purpose of reducing the teach-
ers’ workload, we equip the system with func-
tionalities that automate grading by integrating the
LLM. Upon clicking the “Grade all automatically”
button above the submission table, all student re-
sponses are sent to the LLM in a parallelized way
for processing. The LLM evaluates the student re-
sponses against a target response for each question
while also provided with the reading text as con-
text. As the output of this process, the teacher sees
a percentage score of correct responses displayed
under the “Automatic score” column. Teachers
can then transfer these automatic scores to the
“Manual score” column by clicking the “Accept
all corrections” button. The full final version of
the refined prompt to the LLM is attached in the
Appendix.

In order to keep teachers in the loop, we al-
low teachers to review and modify the automated
scores by clicking the “Grade” button within the
submission table, which redirects them to the in-
dividual submission page. Here, detailed eval-
uation information (questions, student responses,
target answers, automatic scores, and automatic

feedback) is displayed, allowing teachers to ad-
just scores and feedback as needed. If the teacher
agrees with the automated grading, they may uti-
lize the “Copy all” button to transfer the automated
scores and feedback to the manual grading section.
Alternatively, for more granular adjustments, the
“Copy” button allows for the selective adoption of
scores on an individual question basis. Eventually,
what students see is what teachers confirm at the
end. This way, although we reduce teachers’ bur-
den of grading, we at the same time make sure that
teachers are in full control of what students see.

The lower section of the page provides a sum-
mative assessment of the assignment, including
the number of submissions, average automatic
score, average manual score, average interesting-
ness rating, and average difficulty rating. The av-
erage automatic and manual scores are updated au-
tomatically based on the teacher’s grading of indi-
vidual submissions. The evaluation data of both
the class as a whole and individual students can be
downloaded as a CSV file for the teacher to bring
to class for further review and discussion.

Figure 6: Assignment Grading Overview Page

Student Evaluation Students see only the manual
evaluations confirmed by the teacher during the
grading process. It is important to note that the
evaluation display is only accessible to students
once the teacher has entered the manual evalua-
tion. Each answer is accompanied by different col-
ors and icons to indicate binary feedback (correc-
t/incorrect) (see Figure 7). Under the binary feed-
back icon, a chat button icon is available, which
students can click to open or close the teacher’s
feedback for each response. The system tracks
which feedback has been viewed by the students
and informs teachers about which students have

Proceedings of the 13th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2024)

121



read which feedback, providing insight into stu-
dent engagement and enabling more targeted sup-
port.

Figure 7: Feedback for Students

5 Conclusion and Outlook

Grounded in theories of text comprehension in
SLA, and leveraging the affordances of language
and AI technology, we present ARES, a web-
based language learning system designed to sup-
port L2 RC of young EFL/ESL learners with
teachers in the loop. The system provides on-
demand help functions, such as glossing of vo-
cabulary and language means, allowing students
to interactively engage with texts, as well as EF
on RC questions. These features not only aid stu-
dents in understanding English reading texts but
also alleviate teachers’ workloads by automating
time-consuming tasks such as question generation
and evaluation. Furthermore, ARES facilitates di-
rect interaction between students and teachers out-
side the classroom, enabling flexible assignment
and feedback processes.

We acknowledge certain limitations in our sys-
tem. First, there are challenges regarding the clas-
sification accuracy of language means (see Sec-
tion 3.4). To tackle this challenge, a member of
our research team is conducting a study to assess
the system’s classification accuracy by comparing
the results of our automatic classification with la-
bels provided by human annotators. Second, it is
important to note that LLMs still lack the same
level of understanding and context awareness as
humans (Ray, 2023). Although they can perform
a variety of tasks within seconds, LLMs strug-
gle due to tendencies toward hallucination (Nye
et al., 2023). However, this challenge is precisely
why we designed the system to involve teachers

in the process, ensuring they confirm outputs be-
fore students see them, rather than relying solely
on raw LLM-generated results. Although teach-
ers might occasionally miss inaccuracies produced
by the LLM, the system still significantly reduces
their workload, allowing them to focus more on
communicative activities in the classroom. Nev-
ertheless, we are currently working on investigat-
ing the feasibility of leveraging the LLM to gen-
erate short answer questions and feedback. Using
a human-authored evaluation method, we are in-
vestigating the linguistic and pedagogical quality
of these LLM-generated outputs. For the eval-
uation criteria of the questions, we will employ
a nine hierarchical criteria rubric (e.g., Under-
standable, Grammatical, Answerable, Clear) used
in previous studies (Horbach et al., 2020; Moore
et al., 2022; Steuer et al., 2021), which has been
shown to be comprehensive, easy to interpret, and
includes the pedagogical aspects of a question
(Moore et al., 2022). For the evaluation crite-
ria of the feedback, we will employ a four cri-
teria rubric (Readily applicable, Readability, Re-
lational, Specificity) that is formulated based on
previous work on the human-authored evaluation
of the quality of machine-generated feedback (Jia
et al., 2021; Liang et al., 2024; Pinger et al., 2018;
van der Lee et al., 2021).

Since the first version of the system is deployed,
a study investigating teachers’ and students’ per-
ceptions of the system is currently taking place in
two intact English classes at secondary schools in
southwest Germany with the purpose of evaluat-
ing the system’s usability and students’ interaction
with the system. Over a four-week period, stu-
dents will read two texts weekly as part of their
homework assigned by teachers. System percep-
tions will be assessed through a self-report ques-
tionnaire of comprehensive evaluation of technol-
ogy adapted from Lai et al. (2022). In addition to
the survey data, log data will be analyzed to ex-
plore the learning behavior within the context of
real-world ICALL system use.
ARES is currently available under https://
ares.kibi.group.
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Appendix. Prompts for the LLM

Prompt 1. Question Generation
The query template for asking the LLM to pro-
vide two types of reading comprehension ques-
tions (factual and inferential). The placeholder

fields with angle brackets are to be substituted for
the actual data in each query.
You are an EFL teacher who teaches English to non-

native school students between 10-18 years old.
Provide simple one-sentence short-answer
reading comprehension questions based on the
given text to these EFL learners. Do not use
too difficult words. Literal comprehension
refers to an understanding of the
straightforward meaning of the text, such as
facts, vocabulary, dates, times, and locations.
Questions of literal comprehension can be
answered directly and explicitly from the text
with a few words. Inferential questions ask
students to infer information from the passage
where the answer is not directly stated in the
text. The students have to use their background
knowledge to make a logical assumption about
ideas in the passage and normally require a
full sentence to answer, not a few words.

- text: <reading_text>
- number of factual questions: <number>
- number of inferential questions: <number>
Please provide the questions in JSON format as

follows:
{

"questions": [
{

"type": <factual_or_inferential>,
"prompt": "<question>",
"answer": "<correct_answer>"

},
]

};

Prompt 2. Feedback Generation
The query template for asking the LLM to provide
feedback and hint to a student’s response. The
placeholder fields with angle brackets are to be
substituted for the actual data in each query.
For each question, evaluate each EFL student’s

answer as follows using simple language as the
students are non-native and kids:

1. Determine if the answer is correct or incorrect
based on the content only.

2. Provide binary feedback for content ("Correct"/"
Incorrect").

3. Offer short, kind, and friendly feedback on the
content of the answers.

4. Give a concrete hint on the content explaining
why the response was correct or incorrect,
allowing the student to review part of the text
, without revealing the target answer. When
correct, do NOT provide hint.

- text: <reading_text>
Provide evaluation in JSON format using the match of

answer id:
{

"evaluation": [
{

"question": <question>,
"answer_id": <answer_id>,
"answer_text": <student’s_answer>,
"solution": <correct_answer>,
"binary": <binary_feedback>,
"feedback": <content_feedback>,
"hint": <content_hint>

},
]

}
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