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Abstract

The current paper addresses the need for lan-
guage students and teachers to have access to a
large number of pedagogically sound contexts
for vocabulary acquisition and testing. We
investigate the automatic derivation of con-
texts for a vocabulary list of English for Spe-
cific Purposes (ESP). The contexts are gener-
ated by contemporary Large Language Mod-
els (namely, Mistral-7B-Instruct and Gemini
1.0 Pro) in zero-shot and few-shot settings,
or retrieved from a web-crawled repository of
domain-relevant websites. The resulting con-
texts are compared to a professionally crafted
reference corpus based on their textual char-
acteristics (length, morphosyntactic, lexico-
semantic, and discourse-related). In addition,
we annotated the automatically derived con-
texts regarding their direct applicability, com-
prehensibility, and domain relevance. The
’Gemini, zero-shot’ contexts are rated most
highly by human annotators in terms of peda-
gogical usability, while the ’Mistral, few-shot’
contexts are globally closest to the reference
based on textual characteristics.

1 Introduction

The development of a wide vocabulary is a funda-
mental component of foreign language acquisition
as it underpins the development of all other lan-
guage skills (Ardasheva et al., 2019; Gorjian et al.,
2011). To pursue this aim, learners are typically
encouraged to exploit multiple strategies, such as
studying from traditional mono- or bilingual vo-
cabulary lists or making use of technology-based
resources such as digital flashcards or vocabulary
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learning apps (Restrepo Ramos, 2015).
Research shows that new vocabulary items are

better acquired when encountered in authentic and
informative contexts (Huckin and Coady, 1999;
Restrepo Ramos, 2015; Godwin-Jones, 2018).
However, looking for or coming up with high-
quality contexts, especially more advanced and
specialised ones, presents a serious challenge to
teaching professionals in terms of time and effort.
Therefore, the use of contemporary Natural Lan-
guage Processing (NLP) techniques to come up
with a large number of pedagogically sound con-
texts would present a significant benefit to both
teachers and learners.

Against this backdrop, this paper presents our
detailed experiments in deploying NLP methods
to generate or retrieve contexts to help the acquisi-
tion of specialised English vocabulary by French-
speaking university students reading science and
agronomy. We used two Large Language Mod-
els (LLMs) of different sizes, namely Mistral-7B-
Instruct and Gemini 1.0 Pro (in the context of both
a zero-shot and a few-shot setting) and a custom-
made web-based scientific corpus to produce con-
text sentences for a predefined vocabulary list of
100 items belonging to CEFR levels B1-B2 in
those two specialised domains. Our ultimate goal
is to use the issuing contexts in the creation of ex-
ercises of the ’gapfill’ and ’multiple-choice’ types
(see Fig. 1).

In this context, this paper addresses the three
following research questions:

1. Which derivation method (web retrieval or
LLM-generated) results in contexts for ESP
vocabulary learning that are closer to profes-
sionally crafted ones in terms of textual char-
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1. Climate models have traditionally shown considerable inaccuracy in their simulations of the Arctic. This
sh is particularly troubling nowadays, because the Arctic is the region expected to undergo the
most extreme climate changes in the future.

2. Climate models have traditionally shown considerable inaccuracy in their simulations of the Arctic. This
is particularly troubling nowadays, because the Arctic is the region expected to undergo the most

extreme climate changes in the future.

a. cluster b. shortcoming c. assertion d. insight e. endeavour

Figure 1: Examples of relevant ’gapfill’ (1) and ’multiple-choice’ (2) questions.

acteristics?

2. To what extent is it possible to guarantee
the pedagogical quality of the issued contexts
and their ready application in the classroom?

3. Is there a perceivable correlation between
the contexts’ textual characteristics and their
pedagogical qualities as evaluated by teach-
ing professionals?

The paper is organised as follows: Section 2
discusses related work regarding the pedagogical
qualities of educational texts, automatic derivation
of teaching materials, as well as their evaluation,
with a particular focus on materials for the ac-
quisition of EFL vocabulary. Section 3 explains
our methodology for assembling and evaluating
the examined corpora, and Section 4 presents the
results of our experiments. We discuss our main
findings in Section 5 and finally offer a conclusion
and future directions in Section 6.

2 Background

2.1 Pedagogical Characteristics of Texts

There exists a variety of theories and perspectives
when it comes to the definition of what makes a
text suitable for a pedagogical setting, particularly
in the context of foreign language learning. Sire-
gar and Purbani (2024) draw attention to a num-
ber of narrow grammatical features as a guaran-
tee for pedagogical suitability, such as the lack of
nominalisations and extensive modifiers and the
use of simpler patterns, such as noun + preposi-
tion or single clauses. Pedagogical qualities may
also be dependent on the specific classroom ad-
dressed. Targeting younger learners, Morais and
Neves (2010) underline the importance of inter-
disciplinarity in learning materials and tasks. Yet,
most researchers agree that the essential prerequi-
site for any input in language acquisition is that

it should be ”contextualised and comprehensible”
(Tomlinson, 2012, 156).

Much emphasis has been placed on a text’s au-
thenticity as a pedagogical quality. A text is seen
as authentic if it has been produced to serve a so-
cial purpose rather than a pedagogical one (Little
et al., 1989). As a document’s feature, authentic-
ity has, hence, commonly been equated to a lack of
adaptation, to the retaining of a text’s original goal
or context (Besse, 1981; Crossley et al., 2007).
Yet, the superiority of authentic texts is still a sub-
ject of debate. Text simplification, for instance,
has been shown to provide clear pedagogical ad-
vantages in textual characteristics (Crossley et al.,
2007) and in comprehension and vocabulary learn-
ing effects (Rets and Rogaten, 2021). The emer-
gence of generative AI also opens new debates on
what qualifies as authentic, as such applications
produce texts that are neither pedagogical nor the
product of genuine human communication.

2.2 Automatic Derivation of Teaching
Materials

The large amount of available data and the au-
tomatisation opportunities that recent technology
offers have been used extensively in the composi-
tion and presentation of teaching materials, par-
ticularly in the English as a Foreign Language
(EFL) classroom. Various types of texts are de-
rived from the web and typically adapted for use in
a specific learning setting (Litman, 2016; Meurers
et al., 2010). For instance, Heilman et al. (2008)
gather a web-based textual corpus meant for vo-
cabulary and reading practice as well as devise a
user-friendly system (REAP Search) that enables
the selection of elements from the corpus based
on a list of relevant constraints.

In the past few years, LLMs have also been
exploited in the language classroom due to their
revolutionary ability to produce language based
on personalised instructions. Expectedly, due to
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its popularity and ease of access, ChatGPT has
been receiving particular attention. A number
of experimental studies have been conducted in-
ternationally in an attempt to define and esti-
mate the chatbot’s potential to aid students in the
ESL classroom. Following interaction with Chat-
GPT, learners of various age and proficiency lev-
els are commonly discovered to have been moti-
vated by the tool; furthermore, their academic re-
sults have been objectively improved, notably in
the field of vocabulary acquisition, thanks to activ-
ities such as conversational practice and work with
automatically generated text (Young and Shishido,
2023a,b; Shaikh et al., 2023; Songsiengchai et al.,
2023; Aktay and Uzunoglu, 2023; Lou, 2023).

2.3 Evaluation of Automatically Derived
Teaching Materials

Jeon and Lee (2023) sum up LLMs’ applicability
to language education as belonging to four discrete
roles, namely interlocutor, content provider, teach-
ing assistant, and evaluator. As per their last role,
LLMs are claimed to be able to automatically eval-
uate the quality of student- and teacher-produced
materials, as well as of automatically generated
ones. Yet, such an evaluation by LLMs has not
been substantially addressed due to its qualita-
tive nature, and consequently, more traditional
NLP techniques, especially related to readability
or, otherwise, textual complexity in its different
aspects, are typically applied to estimate textual
quality and/or suitability. For instance, Loiseau
et al. (2005) proposed an NLP-based system for
pedagogical indexation where, upon insertion of a
text or extract and indication of the intended learn-
ers’ level, its difficulty is estimated, and elements
that may need to be adapted, such as complex
grammatical tenses or vocabulary items, are high-
lighted. Aiming at consistent and large-scale eval-
uation of adapted internet materials, Hussin et al.
(2010) performed a correlation analysis between
the difficulty of texts as estimated by teachers and
their readability characteristics, discovering statis-
tical significance in relation to average sentence
length, average word length and the coverage of
the first 2000 high-frequency words.

Relevant human-based counterparts of gener-
ated materials have also been utilised as ground
truth against which to evaluate them. For instance,
Yunjiu et al. (2022) specifically addressed the
evaluation of vocabulary exercises; more specif-

ically, in Chinese as a target language. They
evaluated the quality of AI-generated distractors
(non-correct answers) for multiple-choice ques-
tions based on a combination of semantic and
visual similarity to the correct answer. Results
and qualitative reflections of the test takers sug-
gested that the automatically generated distrac-
tors are more complicated, possibly for reasons in-
cluding the semantic similarity between them and
their absence from textbooks used by the students.
In a study related to the present one, Nikolova-
Stoupak et al. (2024) generated and retrieved a
number of contexts around ESP vocabulary list
items and evaluated them based on their closeness
to a gold standard of professionally crafted con-
texts in terms of a number of atomic readability-
related features. Generated teaching materials for
vocabulary acquisition have also been evaluated
quantitatively in terms of compactness or infor-
mativeness. Paddags et al. (2024) generated sen-
tences aimed at the teaching of Danish vocabulary
using a few-shot LLM setting and consequently
evaluated their quality based on their density in
terms of the number of target words (based on a
defined vocabulary list) that fit into a single sen-
tence.

3 Methods

We conducted a series of experiments in deploy-
ing NLP methods to generate and retrieve contexts
around a predefined vocabulary list of 100 items
belonging to CEFR levels B1-B2 and the domains
of general science and agronomy1. Each item is
associated with a gold standard context as hand-
picked by teaching professionals and previously
used in a classroom for testing purposes (gapfill or
multiple-choice questions). In particular, we gen-
erated contexts using two Large Language Mod-
els (LLMs) of different sizes, Mistral-7B-Instruct
and Gemini 1.0 Pro, in both a zero-shot and a few-
shot setting. In addition, we composed a corpus of
scientific articles from relevant web sources and
formulated a pipeline to extract relevant context
sentences from them.

An important part of our work was to devise
methods that guarantee that the derived contexts
are of high educational quality and are thus di-
rectly applicable in an ESP classroom setting. Via

1the items were selected based on a larger pre-selection
verified by teaching professionals; a balance between parts
of speech was sought
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hand-crafted rules, we ensured that the derived
contexts resemble the gold standard defined by
Nikolova-Stoupak et al. (2024) in terms of lin-
guistic characteristics (as represented by common
readability features). Additionally, we limited
output to the appropriate scientific domain and
CEFR level with the help of prompt engineer-
ing and classifier-based filters. The contexts is-
sued from the different derivation methods were
then manually annotated by experienced teachers
of ESP from the Catholic University of Louvain
in terms of their educational quality. Using in-
sights from this human evaluation, we classified
the contexts and, by extension, the methods be-
hind their derivation, discussing their qualities and
drawbacks and drawing conclusions about the in-
terdependence between their automatable linguis-
tic characteristics and their pedagogical qualities.

This section elaborates on the automatic deriva-
tion of the corpora (for an illustration of the pro-
cess, see Figure 2) as well as on the methods ap-
plied in their evaluation.

3.1 Retrieval of Web-Crawled Contexts

Firstly, all accessible articles from a list of the-
matic websites as defined by a team of ESP
teachers (see Appendix 1: List of Crawled Web-
sites) were retrieved through web-crawling Python
tools, such as beautifulsoup42 and newspaper3

and shaped into a database along with metadata
including the textual format, date, the source web-
page and its associated domain4. The derived text
underwent a simple cleaning pipeline, such as the
removal of non-alphanumeric symbols and non-
English text. Context sentences associated with
the predefined vocabulary list were then extracted
from the database using a pipeline of hand-crafted
rules. The articles were surveyed to determine
the occurrence of the target vocabulary items or
their alternative forms. When the search form was
mapped, consistency was sought with the item’s
domain and part of speech.

Several filters were then applied, ensuring that
the target item is present in the sentence only a
single time, that the sentence can be considered
as scientific, that its CEFR level closely matches

2Version 4.12.3; https://pypi.org/project/b
eautifulsoup4/

3Version 0.2.8; https://pypi.org/project/n
ewspaper3k/

4Among the three following domains: science, agronomy,
and technology.

the intended level, and, eventually, that its linguis-
tic characteristics5 resemble those of a set of pro-
fessionally crafted contexts sampled from the ref-
erence dataset of Nikolova-Stoupak et al. (2024).
More precisely, this proximity was measured as
Euclidean distance over the set of features and data
points of up to two standard deviations from the
values computed on the reference corpus were re-
tained6.

3.1.1 CEFR Level Classifier

It was important to guarantee that the contexts that
were retrieved closely matched the CEFR level as-
sociated with the vocabulary list items that they
were mapped with. Upon experimentation with
established and readily available tools designed
for estimation of the CEFR level of texts, such
as Textinspector7 and English CEFR Level Predic-
tor8, it was observed that these solutions do not
work well when faced with text that is a single
sentence of length. Therefore, a custom classifier
was trained to determine the extracted sentences’
CEFR levels. We built a corpus of sentences
annotated with their CEFR level by concatenat-
ing Arase et al. (2022)’s WikiAuto- and SCoRE-
based corpora, which were annotated by two expe-
rienced teaching experts9 and the sentences avail-
able through the English Profile website (Salam-
oura and Saville, 2010), which are originally taken
from the Cambridge Learner Corpus10 and ex-
emplify discrete CEFR levels with their charac-
teristics. We then used this corpus, which to-
talled 13,378 sentences, to finetune a BERT model

5The set of characteristics that we considered in this work
is: the number of words, the number of letters per word, the
number of punctuation signs, the number of noun phrases,
the percentage of non-stem words, the number of first-person
pronouns, the number of proper nouns, the number of pro-
nouns, and the number of anaphora-denoting words. Please
refer to Appendix 3: Features Used in Corpus Comparison
for details about these characteristics.

6For some features, the value was increased or reduced
based on observations. Sentence length was thus limited to
1.5 standard deviations from the reference, and the percent-
age of non-stem words was relaxed to 3 standard deviations.
When present, negative values were rounded to 0.

7https://textinspector.com/api-develop
ers/

8https://github.com/AMontgomerie/CEFR
-English-Level-Predictor

9where the two annotators’ estimations differed, we took
the higher CEFR level as it is less problematic for students to
be provided with text that is slightly below their current level

10https://www.sketchengine.eu/cambridg
e-learner-corpus/
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Figure 2: Collection procedure for the examined corpora

with a classification layer11. The derived classifier
achieved 63% of accuracy12, the majority of mis-
takes being associated with the marginal A1 and
C2 proficiency levels, which are absent from our
reference vocabulary list. When adjacent levels
were considered, the accuracy went up to 98%.
Given the qualitative nature of CEFR levels and
the lack of full agreement between the used cor-
pus annotators, candidate web-crawled sentences
were retained if they belonged to the associated
course’s level or differed from it by a single level.
Ultimately, only a small portion (around 10%) of
the candidate sentences were discarded based on
the CEFR-level filter.

3.1.2 Scientific Domain Classifier

As the web-crawled articles do not consist of
scientific text in their entirety (e.g. there may
be isolated informal sentences or even metadata
within them), a binary SVM classifier model13

was trained to label sentences that belong to a
broad scientific domain. At first, the training cor-
pus was composed of 2k scientific and 14k non-
scientific sentences (2k ’law’, 2k ’business’, 2k
’sports’, 2k ’world news’, 2k ’law’, 2k ’infor-
mal communication’, and 2k ’literature’), taken at
random from the following sources: respectively,
PubMed14 (the ’scientific’ label); the Caselaw
Access Project15; the AG News Classification
Dataset’s Business News, Sports News and World

11BERT was opted for in this task due to its strong lan-
guage understanding and generation abilities

12Arase et al. (2022)’s associated classifier reaches a
macro-F1 score of 84.5% as a result of elaborate techniques
especially aimed at the correct recognition of sentences be-
longing to the rarer and marginal CEFR levels

13the choice of model was based on experiments with a few
models that are strong in binary classification tasks

14https://pubmed.ncbi.nlm.nih.gov/
15https://case.law/docs/

News subcorpora16, Reddit’s API17, and an as-
sembled corpus of full and abridged classical liter-
ary texts as freely available online. The classifier’s
performance was then tested on a random 100-
sentence sample extracted from our web-crawled
corpus, and a bias toward complex sentences, as
well as an underrepresentation of certain scien-
tific fields, such as chemistry, were detected. In
order to improve the classifier, 1000 sentences
with a length of up to 2 standard deviations from
the reference value for the feature (as defined by
Nikolova-Stoupak et al. (2024)), which were also
manually confirmed to be scientific, were added to
the training corpus’s ’scientific’ label. The newly
derived classifier achieved 93% accuracy, and its
performance was verified against the 100 man-
ually labelled sentences and judged to act satis-
factorily as a filter. The resulting classifier was
used in the extraction of web-crawled context sen-
tences, and non-scientific sentences (which turned
out to be about one-third of the candidate sen-
tences) were disregarded.

3.2 Generation of Contexts by LLMs

Two discrete contemporary LLMs were used for
context generation: Mistral-7B-Instruct and Gem-
ini 1.0 Pro. The former is a compact model whose
performance compares to and occasionally sur-
passes that of LLaMA (Jiang et al., 2023), whilst
the latter is a 600B variety of Gemini, a model that
achieves state-of-the-art results in a number of key
NLP tasks (Team et al., 2024) and is characterised
with fast performance. For this experiment, Mis-
tral was used through the ’LM studio’ interface,
and Gemini was accessed through the Google AI
Studio developer tool, as freely available within a

16https://www.kaggle.com/datasets/aman
anandrai/ag-news-classification-dataset

17https://www.reddit.com/wiki/api/
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given quota at the time of writing. Following ex-
periments, Mistral’s temperature setting was ad-
justed to 0.8, as below this value, the output was
highly homogeneous and commonly consisted of
definitions of the target vocabulary. The experi-
mental setup featured an 11th Gen Intel Core i7
CPU with 8 cores, and TigerLake-LP GT2 inte-
grated GPU.

Both models were instructed to provide con-
text examples based on the vocabulary list’s items,
parts of speech and domains in both a zero-shot
setting and a few-shot setting. Within the latter,
five examples of paired vocabulary items of var-
ious parts of speech and corresponding reference
contexts as provided by teaching professionals
were added to the prompts. For the full prompts
utilised, please refer to Appendix 2: Prompts used
for LLM Generation.

In addition, generation for a vocabulary item
was iterated through until a number of conditions
pertaining to the output were satisfied. As with
the retrieval of web-crawled contexts, it was en-
sured that the target item was only present in the
example a single time and that the example was
of proximity to the gold standard sampled from
Nikolova-Stoupak et al. (2024) as measured with
Euclidean distance based on a selection of read-
ability features18. We confirmed that the output
was in English as well as the compatibility of the
its part of speech and the absence of metatextual
information (e.g. explanations of use) in addition
to context examples.

3.3 Human Annotation

For the purpose of annotation, each of the five
methods described above (generation with Mistral
and Gemini in a zero-shot and few-shot setting
and retrieval from a web-crawled database) was
used to generate one context for each of the 100
words in our vocabulary list. This amounted to a
total of 500 contexts, which were assigned unique
IDs before being shuffled and information about
their generation method being removed. Two ESP
teachers with substantial experience were asked
to evaluate the contexts for the following three
pedagogical features: ’ready to use’, ’comprehen-
sible’ and ’in-domain’. A ’ready to use’ con-
text was defined as being directly applicable for
classroom use and assessment purposes without
editing; ’comprehensibility’ referred to a context

18The same ones as referred to in section 3.1.

being self-explanatory and understandable if en-
countered in isolation; finally, ’in-domain’ meant
that the contexts’ field of specialisation is appro-
priate for students in the intended specialisation
(i.e. science or agronomy). A Likert scale from
1 to 5 was utilised for the annotation, 5 signify-
ing maximal possession of the quality in question.
The annotators were also invited to leave com-
ments in free text in relation to each of the eval-
uated contexts.

Initially, the annotators were given the first 100
contexts to annotate independently of each other,
following which the inter-rater agreement between
them was calculated. The ’ready to use’ and ’com-
prehensible’ categories are marked with moderate
agreement according to Cohen’s Quadratic Kappa
but demonstrate good scores for exact agreement
(respectively 65% and 87%). The ’in-domain’ cat-
egory comes with a low Cohen’s Kappa value in
combination with 97% exact agreement, a phe-
nomenon caused by the heavily skewed ratings to-
wards a maximal number of points for the cate-
gory (Pontius Jr and Millones, 2011). As a next
step, the annotators gathered to adjust the annota-
tion guidelines and agree on a gold value for the
items where their initial annotation differed. The
remaining 400 contexts were then split between
the two teachers to annotate.

3.4 Context Evaluation

The 500 contexts, as well as the 100 reference
ones, were evaluated based on readability-related
textual characteristics (see Appendix 3: Features
Used in Corpus Comparison). An analysis identi-
cal to the one defined by Nikolova-Stoupak et al.
(2024) followed. That is to say, firstly, the non-
parametric Mann-Whitney U test was used to mea-
sure the significance of the difference between the
reference corpus and contexts for each of the five
collection methods (retrieval from a web-crawled
corpus and generation by Mistral and Gemini in a
zero-shot and few-shot setting). In turn, statistical
significance was assigned to one of three levels,
corresponding to p-values of 0.001, 0.01, and 0.05.
In addition, the global distance between the refer-
ence corpus and each of the five context corpora
was determined through the use of Euclidean dis-
tance between the totality of characteristics as hav-
ing undergone min-max normalisation. The five
associated derivation methods were ranked based
on their closeness to the reference corpus. As
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an additional experiment, the examined vocabu-
lary items were divided into CEFR levels B1 (56
items) and B2 (44 items) and all textual charac-
teristics were evaluated once again in an attempt
to reveal the derivation methods’ sensitivity to the
CEFR level at hand.

The derived corpora were also ranked based on
their pedagogical qualities, as estimated by the hu-
man evaluation. For this purpose, each corpus was
given a percentage value representing the num-
ber of points received for all evaluated categories
assembled (’ready to use, ’comprehensible,’ and
’in-domain’) compared with the total number of
points possible.

Ultimately, the two rankings were compared in
an attempt to reveal a potential link between the
contexts’ linguistic and pedagogical qualities. It
was assumed that the most highly rated method in
the annotation process objectively has the highest
pedagogical value.

4 Results

4.1 Automatic Evaluation

The corpus discovered to be globally closest to
the reference one in terms of Euclidean distance
based on all examined numeric textual charac-
teristics is ’Mistral, few-shot’ (3.82), followed
by ’Gemini, few-shot’ (4.86), ’Mistral, zero-shot’
(4.99), ’Web-crawled’ (5.46) and ’Gemini, zero-
shot’ (5.65). The ’Mistral, few-shot’ model re-
mains closest when the four categories of textual
characteristics are considered separately, and the
rest of the models mostly keep their place. The
’Mistral, zero-shot’ model varies from second (for
lexico-semantic and discourse-based characteris-
tics) to fourth place (for length-based characteris-
tics). The ’Web-crawled’ corpus is closest to the
reference in relation to length-based characteris-
tics.

Table 1 shows a summary of the most relevant
results of the corpus comparison based on atomic
textual characteristics. For a comparison of all fea-
tures, please refer to Appendix 4: Detailed Results
of the Comparison between Corpora based on Tex-
tual Features.

The reference corpus is generally associated
with the highest ranges (i.e. distances between the
maximal and minimal values) as well as the high-
est standard deviation for continuous characteris-
tics. The ’Mistral, few-shot’ corpus often comes
closest to the reference in these aspects (e.g. in

relation to the number of words per sentence, the
number of noun phrases per sentence, and the per-
centage of non-stem words per sentence).

The total number of words in the ’Mistral, few-
shot’ sample is closest to the reference and the
only one larger. When length-based textual char-
acteristics19 as well as morphosyntactic character-
istics20 are considered, the ’Gemini, few-shot’ cor-
pus presents the least deviation from the reference.
In the latter category, the ’Mistral, few-shot’ cor-
pus often comes closest to the reference, such as in
terms of number of punctuation signs per sentence
and the variety in end-of-sentence punctuation.
The least statistical deviation when it comes to
lexico-semantic characteristics is associated with
the ’Mistral, zero-shot’ corpus21. The most fre-
quent words encountered in the ’Web-crawled’
corpus strike as very generic and unrelated to the
scientific domain compared to those in other cor-
pora (e.g. ’would,’ ’could,’ ’said’). Within the
’Mistral, zero-shot’ corpus, the personal pronoun
’I’ is uniquely featured among the most frequent
words when stop words are retained. Finally,
discourse-related characteristics demonstrate little
deviation from the reference, with the exception
of those related to cosine distance, where statisti-
cal significance is smallest with the ’Web-crawled’
sample. When subcorpora associated with CEFR
level B1 are considered, the ’Mistral, few-shot’
corpus demonstrates the lowest deviation from the
reference corpus (only 4 features exhibiting statis-
tical significance). In contrast, statistical signifi-
cance is present in a minimum of 7 features for
the others22. The two CEFR levels are also as-
sociated with different domains (’science’ for B1
and ’agronomy’ for B2), and this additional focus
is reflected in the most used words for some of
the corpora (e.g. the word ’scientists’ is present
for all LLM-based B1 subcorpora and the words
’crop’ and ’soil’ for the ’Gemini, zero-shot’ and
both Mistral B2 subcorpora).

4.2 Human Annotation

For a distribution of the values given to the corpora
in the annotation in relation to the three character-

19The only (highly) significant deviation is for the average
number of words per sentence.

20one significant deviation with moderate significance: the
number of punctuation signs per sentence

21one instance of statistical significance of high value, for
the number of proper nouns per sentence

22a number shared by the ’Web-crawled’, ’Mistral, zero-
shot’ and ’Gemini, few-shot corpora’
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Feature Ref. Web-
crawled

Mistral,
0-shot

Mistral,
f-shot

Gemini,
0-shot

Gemini,
f-shot

words in sample 3787 2267 2823 4091 2345 2638
words / sentence 13.33 11.11*** 11.67*** 13.73 11.17*** 11.32***
letters / word 5.2 5.37 5.57*** 5.4* 5.84*** 5.21
noun phrases / sentence 5.76 6.34* 6.08 6.29** 6.26* 5.68
non-stem words / s-ce 31.91 34.2 38.06*** 35.2** 40.09*** 33.28
punctuation signs / s-ce 1.51 0.98* 1.06** 1.29 1.09 0.97**
verbs / sentence 2.45 2.92** 2.67 2.72* 2.72* 2.47
adj. and adv. / sentence 2.77 2.91 2.51 2.69 2.95 2.5
1st-person pron. / s-ce 0.11 0.01* 0.08 0.06 0.02* 0.02*
proper nouns / sentence 0.99 0.51 0.09*** 0.32*** 0.15*** 0.23***
hapax legomena 25.69 32.33 20.61 19.3 27.25 25.05
concreteness 2.48 2.42 2.46 2.44 2.37 2.4
pronouns / sentence 0.95 0.64 0.87 0.88 0.66 0.73
anaphora words / s-ce 10.28 9.93 9.2 9.46 11.95 12.72
cos. distance btwn s-ces 0.12 0.1* 0.18*** 0.15*** 0.14*** 0.14***
Euclidean distance from ref. - 5.46 4.99 3.82 5.65 4.86

Table 1: Comparison of the corpora based on a sample of textual features. The average values of continuous
characteristics are indicated in italics, and the statistical significance of their divergence from the reference corpus
is marked with * (lowest), ** and *** (highest). The ’Mistral, few-shot’ corpus is represented in bold to denote
its highest global closeness to the reference.

istics, please refer to Appendix 5: Distribution of
Pedagogical Qualities per Corpus.

The corpus that is rated highest in the anno-
tation process is ’Gemini, zero-shot’, followed
by ’Gemini, few-shot’, ’Mistral, zero-shot’, ’Mis-
tral, few-shot’ and ’Web-crawled’ (see Table 2).
The performance gap is largest between the web-
crawled corpus (rated worst) and the second worst
corpus, ’Mistral, few-shot’, whilst the LLM-
generated corpora exhibit higher similarity to one
another. The figure in Appendix 5: Distribution
of Pedagogical Qualities per Corpus clearly shows
that the ’Web-crawled’ corpus is the most frequent
one to not receive the total number of point for all
three investigated categories.

Interestingly, both corpora derived in zero-shot
settings are rated more highly than their few-shot
counterparts. The ’Gemini, few-shot’ corpus is as-
sociated with the highest percentage of full points
(71% of all contexts), followed by ’Gemini, zero-
shot’ (69%), ’Mistral, zero-shot’ (61%), ’Mistral,
few-shot’ (60%) and ’Web-crawled’ (29%). When
the ’in-domain’ characteristic is regarded in iso-
lation, ’Gemini, few-shot’ performs highest (by a
small margin), and the rest of the classification re-
mains the same. In turn, ’Mistral, few-shot’ per-
forms slightly better than ’Mistral, zero-shot’ in

relation to the ’ready to use’ characteristic.This is
also the characteristic for which the models shows
largest variance in terms of the attribution of the
highest number of points (see Appendix 5: Distri-
bution of Pedagogical Qualities per Corpus).

In the free text notes, Mistral-generated text was
surprisingly judged to have negative qualities that
were explicitly addressed during the generation
and filtering process: contexts were judged as too
long in 8 cases in the zero-shot setting and 5 in
the few-shot setting, a definition or explanation
was provided instead of or along with the con-
text (6 vs 2 instances), the pronoun ’I’ was men-
tioned to have been used extensively (in 4 vs 2
examples), and the target word was said to have
been closely repeated in one example (in the zero-
shot setting). Therefore, the robustness of the ap-
plied filters should be examined. Other problems
linked with examples generated by the model in-
clude lack of clarity (4 vs 1 instance), lack of infor-
mativeness (3 instances in the zero-shot setting),
scientifically unsound text (3 instances in the zero-
shot setting) and different meanings of the target
word addressed (2 instances in the zero-shot set-
ting). Perceivably fewer problems are noted in
relation to the few-shot setting. In contrast, the
issues noted in relation to Gemini-generated text,
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while smaller in number, are not clearly reduced
by way of the few-shot setting. Some contexts
are judged to be too long (2 vs 5 instances), too
generic (4 vs 4 instances) or unclear (2 vs 1 in-
stances). Also, definitions or explanations were
featured (2 vs 2 instances), and target words were
used with a different meaning to the intended one
(1 vs 3 instances). Finally, web-crawled exam-
ples were criticised for including quotations (4 in-
stances), containing textual processing mistakes (2
instances) and being unclear (2 instances).

5 Discussion

Human evaluation rates the ’Gemini, zero-shot’
corpus highest, while automatic comparison ranks
’Mistral, few-shot’ first. In the case of Mistral,
the few-shot setting seems to be efficient in reduc-
ing problems that make contexts not directly ap-
plicable in a classroom setting. Thus, the different
corpora and, by definition, the derivation methods
behind them are associated with different qualities
and drawbacks.

Table 3 shows a juxtaposition of the contexts
derived through all five described methods for
the same ESP vocabulary item. The only con-
text that did not receive the maximal number of
points in the annotation was the web-crawled one,
which was evaluated as not being entirely ready
to use. Possible reasons could be its beginning
with ’and’, instances of complex grammar (’and
though’, ’those cases that did occur’), and the use
of the definite article (’the procedure’) when the
reference is unknown to the reader. The web-
crawled context is the longest, the ’Gemini, few-
shot’ the shortest, and the other three display sim-
ilar length (19-20 words), which is also equal or
close to that of the reference context (20 words).
In the ’Mistral, zero-shot’, ’Gemini, zero-shot’
and ’Gemini, few-shot’ contexts, the target word
appears very close to the sentence’s beginning,
which is not the case with the reference. One could
assume, therefore, that the ’Mistral, few-shot’ set-
ting has benefited from the proposed professional
examples. Another specificity in the latter is the
presence of a named entity (’The Second Law of
Motion’). In terms of qualitative characteristics,
one can claim that the reference context is scien-
tifically sound and can serve an interdisciplinary
purpose, and the same can interestingly be said
about the two zero-shot LLM settings, which of-
fer surprisingly similar examples, implying at the

same time that the models’ training suffices for a
pedagogically apt formulation and that high simi-
larity of output can be expected in the absence of
narrow prompts and provided examples.

On the first research question, comparing web
retrieval and generative AI, we observed that
LLMs, when instructed using relevant prompt en-
gineering and filtering techniques, are capable of
providing contexts for the practice of ESP vocabu-
lary that are evaluated by teaching experts as more
pedagogically sound than counterparts retrieved
from a corpus of scientific articles. In addition,
examples of use generated by LLMs tend to share
more textual characteristics with the ones hand-
crafted by professionals. The second research
question also receives a positive reply as a large
number of automatically derived contexts (290 out
of 500) score maximally in terms of their pedagog-
ical qualities based on human evaluation. In par-
ticular, 435 contexts received the maximum Lik-
ert value for the ’ready to use’ quality. Finally,
no clear correlation can currently be established
between automatically derived contexts’ textual
characteristics and their pedagogical qualities (re-
search question 3), as the two methods led to fully
different classifications of the derivation methods.

The presented experiments and analyses extend
current findings pertaining to the ability of LLMs
to generate pedagogical contexts for the learning
of foreign language vocabulary (such as the ones
exposed by Paddags et al. (2024)) through the ex-
ploration of the models’ few-shot abilities and the
juxtaposition of human-based (qualitative) and au-
tomatic (quantitative) evaluation.

6 Conclusion

In this study, we demonstrated that high-quality
contexts for an ESP vocabulary list can be ob-
tained through contemporary NLP methods, in
particular via LLM-based generation with prompt
engineering. A possible problem is the reduced
range and standard deviations that are associ-
ated with the derived contexts’ measurable tex-
tual characteristics, which in turn may relate to
a limited textual variety. A simple mitigation
method would be the application of a variety of
LLMs and generation settings to different vocabu-
lary items, as they show different degrees of vari-
ation and adaptability to instructions. Other fu-
ture directions of improvement may include the
further adaptation of textual filters, such as a mod-

Proceedings of the 13th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2024)

161



Corpus In-domain Comprehensible Ready to Use Overall

Web-crawled 89.2% 88.4% 78.4% 85.33%
Mistral, zero-shot 99.4% 97.8% 87.0% 94.73%
Mistral, few-shot 97.0% 95.8% 87.6% 94.37%
Gemini, zero-shot 97.2% 99.0% 94.4% 96.87%
Gemini, few-shot 97.6% 98.6% 90.4% 95.53%

Table 2: Percentages given to the derived corpora based on the human annotation process (as a portion of the total
number of points possible).

Corpus Sample context In-d.* Compr.* RTU*

Reference The Second Law of Motion states that the rate of change
of momentum is directly proportional to the force ap-
plied.

- - -

Web-
crawled

And though the rate of deaths associated with the proce-
dure remained statistically flat, those cases that did occur
were found with older patients.

5 5 4

Mistral,
zero-shot

The rate of photosynthesis in plants depends on many
factors such as temperature, light intensity and carbon
dioxide concentration.

5 5 5

Mistral,
few-shot

When calculating population growth rates, scientists use
statistics to estimate the number of births and deaths in a
given region.

5 5 5

Gemini,
zero-shot

The rate of photosynthesis is influenced by the intensity
of light, the availability of carbon dioxide, and the tem-
perature.

5 5 5

Gemini,
few-shot

The rate at which the climate changes is affected by hu-
man activity.

5 5 5

Table 3: Contexts for the item ’rate’ (CEFR level B1, domain ’science’) from the reference corpus and all auto-
matically derived ones as well as the points the latter received in the human annotation. * Rating criteria: In-d. =
In-domain; Compr. = Comprehensible; RTU = Ready to use.
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ification of the permitted sentence lengths and do-
main filters that go beyond a binary classification
of scientific vs non-scientific sentences. Finally,
we are planning to make available a user-friendly
online interface that facilitates the automatic gen-
eration of contexts based on selected ESP vocabu-
lary items by teachers and students.
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Appendix 1: List of Crawled Websites

https://climate.ec.europa.eu/climate-change_en

https://climate.ec.europa.eu/eu-action_en

https://climate.ec.europa.eu/index_en

https://climate.nasa.gov/

https://engineeringdiscoveries.com/

https://newatlas.com

https://sciencedemonstrations.fas.harvard.edu/

https://sustainability.stanford.edu/

https://world-nuclear.org

https://www.advancedsciencenews.com

https://www.computerworld.com/

https://www.eurekalert.org/

https://www.green.earth/

https://www.iea.org/

https://www.ipcc.ch

https://www.livescience.com/

https://www.nationalgeographic.org/society/

https://www.nature.com/

https://www.ncbi.nlm.nih.gov/

https://www.networkworld.com/

https://www.newscientist.com/

https://www.npr.org/sections/science/

https://www.pcworld.com

https://www.pewresearch.org/topic/internet-technology/

https://www.pewresearch.org/topic/science/

https://www.popularmechanics.com/

https://www.science.org/

https://www.sciencealert.com/

https://www.sciencedaily.com/

https://www.scienceopen.com/

https://www.scientificamerican.com
Proceedings of the 13th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2024)

165

https://climate.ec.europa.eu/climate-change_en
https://climate.ec.europa.eu/eu-action_en
https://climate.ec.europa.eu/index_en
https://climate.nasa.gov/
https://engineeringdiscoveries.com/
https://newatlas.com
https://sciencedemonstrations.fas.harvard.edu/
https://sustainability.stanford.edu/
https://world-nuclear.org
https://www.advancedsciencenews.com
https://www.computerworld.com/
https://www.eurekalert.org/
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https://www.triplepundit.com/

https://www.un.org/en/

https://www.un.org/en/climatechange

https://www.usgs.gov/programs/earthquake-hazards/

https://www.wwf.org.uk

Appendix 2: Prompts used for LLM Generation

Zero-shot setting:

Here is a sentence23 at CEFR level {level} showing how you use the {pos if
verb/noun/adverb/adjective; else ’word’ or ’expression’} ”{item}” in the domain of {domain}
({lower24}-{upper} words):

Few-shot setting, level B1:

Please provide an example at level B1 showing how you use the {pos} ’{item}’ ({domain}). Please
use between {lower} and {upper} words.

Examples:
the adjective ’scarce’: ”As the planet continues to warm, resources such as freshwater, land, and food
are becoming increasingly scarce.”
the noun ’poaching’: ”As rhino populations decline rapidly due to habitat loss and poaching, the
challenges for conservationists to protect these endangered species have never been more important.”
the noun ’rate’: ”The carbon cycle is a complex process, and changes in land use and deforestation can
affect the rate at which carbon is exchanged between the atmosphere and terrestrial ecosystems.”
the verb ’reclaim’: ”The Great Green Wall is both an initiative for ecological restoration, and part of the
fight against hunger and food insecurity in Africa. In existence since 2007, the wall is above all part of
an immense effort to reclaim land lost to desertification.”
the noun ’strain’: ”Before an earthquake occurs, tectonic plates accumulate strain along fault lines,
gradually building up stress until it is released in a sudden rupture.”

Few-shot setting,, level B2:

Please provide an example at level B2 showing how you use the {pos} ’{item}’ ({domain}). Please
use between {lower} and {upper} words.

Examples:
the noun ’spore’: ”Why some mushrooms are bioluminescent remains uncertain, but a study using LED

23The reason for ’sentence’ to be used rather than ’example’, even though some of the gold standard examples consist of
more than a single sentence, is that using ’example’ tends to result in the rendition of extensive explanations instead of or in
addition to an example of use. This problem does not persist with the few-shot setting, for which the word ’exmaple’ is used
instead

24’Lower’ and ’upper’ denote a range of example lengths, which differs for the different CEFR levels (8 to 43 words for B1
and 20 to 87 words for B2). The ranges are defined as +/- 1.5 standard deviations from the average value per level. This value
as well as the addition of information about length itself was decided upon following a process of trial and error based on the
behaviour of 20 sample examples in comparison to the reference’s counterparts.
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lights adds to the evidence they attract insects that help the fungus disperse its spores.”
the adjective ’bulbous’: ”Most of the evidence comes from soil fungi, many of which spend much of
their life cycle as microorganisms, but also produce the bulbous fruiting bodies we know as mushrooms,
toadstools, bracket fungi and the like. These are easy enough to spot, so they are often used as surrogates
for the state of forest biodiversity, especially of the underground mycorrhizae – fungi that form symbiotic
relationships with tree roots, taking sugars and supplying plants with water and mineral nutrients in
return.”
the noun ’shrub’: ”More recently, botanists in Brazil discovered six previously unknown species of
fungus growing on the leaves of a tropical shrub, Coussapoa floccosa, which until recently was thought
to be extinct. If and when the last specimen dies, those fungi will disappear too.”
the verb ’undergo’: ”Nearly three-quarters of hammer coral colonies annually alternate between male
and female. They are the only animal species known to undergo this change on such a regular schedule.”
the noun ’brood’: ”Two species of bird have been observed raising offspring together. Such cooperative
breeding between different species has never been documented before, says Rosario Balestrieri at the
Stazione Zoologica Anton Dohrn of Naples, Italy. “It is a very strange and rare situation, in which the
brood is mixed between the two species,” he says.”

Appendix 3: Features Used in Corpus Comparison

Length-Based total number of examples in the sample
total number of words in the sample
average/min/max/SD number of words per sentence
average/min/max/SD number of syllables per sentence
average/min/max/SD number of letters per word
average/min/max/SD number of syllables per word

Morphosyntactic average/min/max/SD number of noun phrases per sentence
average/min/max/SD percentage of non-stem words per s-ce
percentage of sentences ending in question mark
percentage of sentences ending in exclamation mark
average/min/max/SD number of punctuation signs per s-ce (excluding end-of-s-ce punct.)
morphological richness

Lexico-Semantic average/min/max/SD number of verbs per sentence
average/min/max/SD number of adj. and adv. per s-ce
average/min/max/SD number of 1st-person pronouns per s-ce
average/min/max/SD number of proper nouns per sentence
percentage of words not present in the Dale-Chall list
percentage of hapax legomena
type-to-token ratio (word-based)
type-to-token ratio (lemma-based)
average concreteness (as per Brysbaert et al. (2014)’s list of 40k English lemmas)
10 most frequent words (excluding stop words)
10 most frequent words (including stop words)

Discourse-Related average/min/max/SD number of pronouns per sentence
average/min/max/SD % of anaphora-denoting words per sentence
average/min/max/SD cosine distance between sentences

Table 4: Description of the linguistic features used in corpus comparison. The features marked in italics are
representative continuous ones used in filters at the automatic derivation of contexts.
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Appendix 4: Detailed Results of the Comparison between Corpora based on Textual
Features
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Entire Sample

Feature Reference Web-
Crawled

Mistral:
zero-shot

Mistral:
few-shot

Gemini:
zero-shot

Gemini:
few-shot

Total # examples in sample 100 100 100 100 100 100
Total # words in sample 3787 2267 2823 4091 2345 2638
Avg. # words / s-ce 13.33 11.11*** 11.67*** 13.73 11.17*** 11.32***
Min. 4 1 9 2 10 8
Max. 55 33 34 44 32 34
SD 8.48 4.82 5.08 5.79 5.34 6.08
Avg. # syllables / s-ce 20.76 18.25*** 19.99* 22.54* 19.89*** 17.94
Min. 6 1 14 4 15 14
Max. 85 60 63 64 62 56
SD 14.29 9.39 9.53 9.86 10.53 10.05
Avg. # letters / word 5.2 5.37 5.57*** 5.4* 5.84*** 5.21
Min. 1 1 1 1 1 1
Max. 18 23 19 16 22 17
SD 2.8 3.02 3.06 2.93 3.2 2.87
Avg. # syllables / word 1.56 1.64*** 1.71*** 1.64*** 1.78*** 1.58
Min. 0 0 1 1 1 0
Max. 7 9 6 5 6 6
SD 0.88 0.99 1.0 0.93 1.04 0.92
Avg. # noun phrases / s-ce 5.76 6.34* 6.08 6.29** 6.26* 5.68
Min. 1 0 3 1 2 2
Max. 16 11 11 14 11 11
SD 2.75 1.95 1.85 2.08 1.93 1.96
Avg. % non-stem words / s-ce 31.91 34.2 38.06*** 35.2** 40.09*** 33.28
Min. 5.88 0.0 11.11 7.14 17.39 7.14
Max. 61.54 63.64 66.67 72.22 69.23 54.55
SD 10.69 11.26 9.28 10.42 10.1 9.07
% s-ces ending in “?” 0.54 0.0 0.0 0.51 0.0 0.0
% s-ces ending in “!” 0.54 0.0 0.0 0.0 0.0 0.0
Avg. # punct. signs / s-ce 1.51 0.98* 1.06** 1.29 1.09 0.97**
Min. 0 0 0 0 0 0
Max. 6 2 4 6 4 4
SD 0.54 0.35 0.43 0.49 0.4 0.4
Morphological richness 0.02 0.02 0.02 0.02 0.02 0.02
Avg. # verbs / s-ce 2.45 2.92*** 2.67 2.72* 2.72* 2.47
Min. 0 0 0 0 0 0
Max. 7 5 8 7 6 6
SD 1.51 1.04 1.38 1.36 1.13 1.17
Avg. # adj. and adv. / s-ce 2.77 2.91 2.51 2.69 2.95 2.5
Min. 0 0 0 0 0 0
Max. 8 6 7 7 7 7
SD 1.83 1.56 1.47 1.49 1.57 1.5
Avg. # 1st-person pron. / s-ce 0.11 0.01* 0.08 0.06 0.02* 0.02*
Min. 0 0 0 0 0 0
Max. 2 1 1 1 2 1
SD 0.43 0.1 0.28 0.23 0.19 0.12
Avg. # proper nouns / s-ce 0.99 0.51 0.09*** 0.32*** 0.15*** 0.23***
Min. 0 0 0 0 0 0
Max. 11 4 2 6 2 3
SD 1.96 0.8 0.33 0.87 0.45 0.61
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% words not
in Dale-Chall
list

44.71 46.18 46.09 45.61 50.36 43.48

% hapax
legomena

25.69 32.33 20.61 19.3 27.25 25.05

Type-to-token
ratio (words)

0.37 0.45 0.32 0.31 0.39 0.36

Type-to-token
ratio (lem-
mas)

0.35 0.42 0.3 0.29 0.37 0.34

Average con-
creteness

2.48 2.42 2.46 2.44 2.37 2.4

10 most fre-
quent words
(excl. stop
words)

water, cli-
mate, change,
species,
world, people,
new, plants,
global, could

would, could,
said, people,
water, also,
international,
may, must,
new

crop, soil,
crops, farm-
ers, scientists,
agriculture,
water, yields,
new, order

soil, crop,
farmers,
agriculture,
crops, yields,
practices,
water, agri-
cultural,
climate

crop, soil,
new, scien-
tists, farmers,
crops, prac-
tices, yields,
scientist,
sustainable

water, soil,
farmers,
crops, crop,
plant, species,
food, prac-
tices, yields

10 most fre-
quent words
(incl. stop
words)

the, of, and,
to, in, a, is,
that, are, for

the, of, and,
to, in, a, that,
for, be, is

the, to, of,
and, in, a,
that, I, for,
can

to, the, of,
and, in, a,
that, is, can,
as

the, of, to, a,
and, in, for,
crop, soil

the, of, to,
and, in, a, for,
is, that, are

Avg # pron. /
s-ce

0.95 0.64 0.87 0.88 0.66 0.73

Min. 0 0 0 0 0 0
Max. 4 3 3 3 3 3
SD 1.1 0.7 0.79 0.94 0.75 0.76
Avg.% anaph.
words / s-ce

10.28 9.93 9.2 9.46 11.95 12.72

Min. 0.0 0.0 0.0 0.0 3.23 0.0
Max. 27.27 22.73 23.81 30.77 25.0 25.0
SD 6.08 5.77 5.8 5.99 5.52 5.51
Avg.cos.d-ce
btwn s-ces

0.12 0.10* 0.18*** 0.15*** 0.14*** 0.14***

Min. -0.18 -0.19 -0.17 -0.17 -0.20 -0.20
Max. 0.70 1.0 0.80 0.79 0.84 0.84
SD 0.12 0.11 0.16 0.14 0.15 0.13
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Per Level: B1 (domain ‘Agronomy’)

Feature Reference Web-
Crawled

Mistral:
zero-shot

Mistral:
few-shot

Gemini:
zero-shot

Gemini:
few-shot

Total # examples in sample 56 56 56 56 56 56
Total # words in sample 1382 1179 1030 1581 971 892
Avg. # words / s-ce 10.63 10.34*** 8.8* 11.21 8.67*** 7.82***
Min. 4 1 11 2 10 8
Max. 41 27 26 31 26 25
SD 7.49 4.63 3.34 5.06 3.36 4.32
Avg. # syllables / s-ce 16.65 16.88*** 14.93 18.57 15.36 12.45*
Min. 6 1 14 4 15 14
Max. 76 60 43 54 48 44
SD 12.69 9.34 6.47 8.58 7.22 7.54
Avg. # letters / word 5.19 5.34 5.41 5.4 5.8*** 5.26
Min. 1 1 1 1 1 1
Max. 16 23 15 15 22 17
SD 2.82 3.11 3.01 2.98 3.25 2.85
Avg. # syllables / word 1.57 1.63 1.7** 1.66* 1.77*** 1.59
Min. 0 0 1 1 1 1
Max. 7 9 5 5 6 6
SD 0.89 1.01 1.0 0.94 1.04 0.91
Avg. # noun phrases / s-ce 5.08 5.75* 5.15 5.62* 5.05 4.41
Min. 1 0 3 1 2 2
Max. 12 10 9 9 9 8
SD 2.38 1.73 1.28 1.65 1.41 1.24
Avg. % non-stem words / s-ce 33.07 34.38 37.04* 35.49 39.57*** 34.56
Min. 10.0 0.0 16.67 14.29 17.39 15.79
Max. 61.54 61.54 56.25 53.85 66.67 54.55
SD 10.2 10.69 8.73 9.2 9.89 9.54
% s-ces ending in “?” 0.0 0.0 0.0 1.16 0.0 0.0
% s-ces ending in “!” 1.33 0.0 0.0 0.0 0.0 0.0
Avg. # punct. signs / s-ce 1.16 0.86 0.57* 1.01 0.77 0.55*
Min. 0 0 0 0 0 0
Max. 6 2 3 3 2 2
SD 0.49 0.32 0.28 0.38 0.29 0.25
Morphological richness 0.02 0.01 0.02 0.02 0.02 0.02
Avg. # verbs / s-ce 2.15 2.67** 2.2 2.26 2.2 1.97
Min. 0 0 1 0 0 0
Max. 6 4 4 5 4 4
SD 1.33 1.06 0.96 1.08 0.96 1.03
Avg. # adj. and adv. / s-ce 2.48 2.75 2.15 2.43 2.27 2.09
Min. 0 0 0 0 0 0
Max. 6 6 6 6 5 5
SD 1.56 1.67 1.44 1.39 1.14 1.22
Avg. # 1st-person pron. / s-ce 0.15 0.02 0.15 0.13 0.0* 0.03
Min. 0 0 0 0 0 0
Max. 2 1 1 1 0 1
SD 0.51 0.13 0.36 0.34 0.0 0.18
Avg. # proper nouns / s-ce 0.77 0.49 0.15*** 0.17*** 0.14*** 0.19**
Min. 0 0 0 0 0 0
Max. 6 3 2 2 2 3
SD 1.28 0.73 0.4 0.47 0.4 0.51
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% words not in Dale-
Chall list

44.21 44.7 43.79 45.86 49.02 43.83

% hapax legomena 34.9 38.59 32.06 29.77 38.35 37.51
Type-to-token ratio
(words)

0.46 0.5 0.44 0.42 0.49 0.48

Type-to-token ratio
(lemmas)

0.45 0.49 0.42 0.4 0.47 0.46

Average concreteness 2.5 2.37 2.4 2.39 2.33 2.43
10 most frequent
words (excl. stop
words)

climate, wa-
ter, change,
earth, new,
tempera-
ture, world,
plants, two,
greenhouse

development,
may, next,
many, eu-
ropean,
climate,
resources,
would,
human, pos-
sible

scientists,
temperature,
climate,
change,
growth,
chemical,
used, new,
effects, plant

scientists,
change,
use, due,
climate, sci-
ence, world,
around, uni-
verse, new

scientists,
research,
experiment,
new, study,
researchers,
temperature,
significant,
scientist,
effects

scientists,
climate,
due, change,
study, used,
light, energy,
earth, human

10 most frequent
words (incl. stop
words)

the, of, to,
in, and, is, a,
on, are, that

the, to, of,
and, a, in,
that, is, will,
be

the, to, of,
and, in, a,
that, scien-
tists, for, can

the, to, of,
and, in, is, a,
that, for, sci-
entists

the, of, to,
and, in, a,
that, is, sci-
entists, can

the, of, to,
in, is, and,
scientists, a,
can, are

Avg # pron. / s-ce 0.8 0.61 0.8 0.86 0.52 0.55
Min. 0 0 0 0 0 0
Max. 4 2 3 3 2 2
SD 1.1 0.59 0.79 0.84 0.6 0.6
Avg.% anaph.
words / s-ce

10.01 11.34* 11.42 9.7 13.65* 13.05

Min. 0.0 0.0 3.85 0.0 4.35 4.55
Max. 27.27 22.73 22.22 30.77 25.0 25.0
SD 6.86 5.4 5.38 5.65 5.99 5.25
Avg.cos.d-ce btwn s-
ces

0.118 0.115** 0.151*** 0.138*** 0.136*** 0.137***

Min. -0.185 -0.145 -0.166 -0.167 -0.171 -0.200
Max. 0.701 1.000 0.765 0.751 0.584 0.758
SD 0.126 0.105 0.129 0.125 0.125 0.129
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Per Level: B2 (domain ‘Science’)

Feature Reference Web-
Crawled

Mistral:
zero-shot

Mistral:
few-shot

Gemini:
zero-shot

Gemini:
few-shot

Total # examples in sample 44 44 44 44 44 44
Total # words in sample 2405 1088 1793 2510 1374 1746
Avg. # words / s-ce 15.62 12.09*** 14.34*** 15.99 14.02*** 14.67***
Min. 5 15 9 8 18 12
Max. 55 33 34 44 32 34
SD 8.85 4.09 5.02 5.74 3.59 4.9
Avg. # syllables / s-ce 24.23 19.98*** 24.73** 26.11* 25.06*** 23.19*
Min. 10 26 16 14 29 17
Max. 85 55 63 64 62 56
SD 15.0 7.89 9.46 9.98 7.8 8.31
Avg. # letters / word 5.21 5.39 5.67*** 5.41* 5.87*** 5.18
Min. 1 1 1 1 1 1
Max. 18 15 19 16 17 16
SD 2.79 2.94 3.09 2.91 3.16 2.89
Avg. # syllables / word 1.55 1.65*** 1.72*** 1.63* 1.79*** 1.58
Min. 0 0 1 1 1 0
Max. 6 6 6 5 6 5
SD 0.87 0.96 0.99 0.92 1.04 0.93
Avg. # noun phrases / s-ce 6.22 7.09* 6.79 6.8 7.52*** 6.65
Min. 1 3 3 2 4 2
Max. 16 11 11 14 11 11
SD 2.89 1.96 1.91 2.23 1.56 1.85
Avg. % non-stem words / s-ce 31.25 34.01 38.63*** 35.01* 40.47*** 32.62
Min. 5.88 9.09 11.11 7.14 25.0 7.14
Max. 58.06 63.64 66.67 72.22 69.23 53.85
SD 10.97 12.09 9.65 11.29 10.36 8.69
% s-ces ending in “?” 0.91 0.0 0.0 0.0 0.0 0.0
% s-ces ending in “!” 0.0 0.0 0.0 0.0 0.0 0.0
Avg. # punct. signs / s-ce 1.75 1.14* 1.42 1.51 1.43 1.29*
Min. 0 0 0 0 0 0
Max. 4 2 4 6 4 4
SD 0.57 0.39 0.51 0.55 0.49 0.48
Morphological richness 0.02 0.02 0.02 0.02 0.02 0.02
Avg. # verbs / s-ce 2.66 3.25** 3.02 3.07* 3.26** 2.85
Min. 0 1 0 0 1 0
Max. 7 5 8 7 6 6
SD 1.59 0.92 1.54 1.44 1.05 1.14
Avg. # adj. and adv. / s-ce 2.96 3.11 2.78 2.88 3.65** 2.83
Min. 0 1 0 0 0 0
Max. 8 5 7 7 7 7
SD 1.98 1.4 1.44 1.53 1.65 1.61
Avg. # 1st-person pron. / s-ce 0.09 0.0 0.04 0.0** 0.04 0.0*
Min. 0 0 0 0 0 0
Max. 2 0 1 0 2 0
SD 0.37 0.0 0.19 0.0 0.27 0.0
Avg. # proper nouns / s-ce 1.14 0.55 0.05*** 0.43* 0.17** 0.25**
Min. 0 0 0 0 0 0
Max. 11 4 2 6 2 3
SD 2.31 0.87 0.27 1.07 0.5 0.68
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% words not in Dale-
Chall list

44.99 47.79 47.41 45.46 51.31 43.3

% hapax legomena 29.88 40.86 20.83 22.35 29.53 28.07
Type-to-token ratio
(words)

0.42 0.53 0.33 0.34 0.41 0.39

Type-to-token ratio
(lemmas)

0.4 0.51 0.31 0.32 0.39 0.37

Average concreteness 2.47 2.47 2.5 2.48 2.4 2.38
10 most frequent
words (excl. stop
words)

water,
species,
trees, car-
bon, could,
wild, forests,
researchers,
reef, world

could, de-
velopment,
climate,
change, in-
ternational,
benefits,
health,
people, re-
sponsibility,
study

soil, crop,
agriculture,
farmers,
crops, prac-
tices, use,
sustainable,
farming,
growth

soil, crop,
farmers,
crops, water,
use, growth,
used, agri-
culture,
levels

crop, soil,
water, agri-
cultural,
farmers,
growth,
drought,
conditions,
practices,
yields

species, soil,
plant, plants,
fungi, new,
crop, crops,
water, nutri-
ents

10 most frequent
words (incl. stop
words)

the, of, and,
to, in, a, is,
that, are, for

to, the, and,
of, a, in,
with, that,
for, or

and, the, to,
of, soil, can,
in, crop, a,
agriculture

and, the, to,
of, soil, can,
in, crop, a,
for

the, of, and,
to, for, in,
a, crop, as,
their

the, of, and,
to, a, in, that,
is, for, as

Avg # pron. / s-ce 1.05 0.68 0.91 0.9 0.81 0.87
Min. 0 0 0 0 0 0
Max. 4 3 3 3 3 3
SD 1.1 0.83 0.79 1.0 0.85 0.84
Avg.% anaph.
words / s-ce

10.47 8.1 7.53 9.27 10.19 12.46**

Min. 0.0 0.0 0.0 0.0 3.23 0.0
Max. 25.0 20.69 23.81 27.78 20.69 25.0
SD 5.52 5.78 5.57 6.26 4.38 5.72
Avg.cos.d-ce btwn s-
ces

0.14 0.11*** 0.38*** 0.24*** 0.32*** 0.24***

Min. -0.15 -0.17 -0.01 -0.10 -0.10 -0.08
Max. 0.63 1.00 0.80 0.79 0.84 0.84
SD 0.12 0.12 0.14 0.16 0.14 0.13

Features in italics have been tested for statistical significance, and the extent of the significance is marked with *, ** and ***
from lowest to highest. The few-shot Mistral corpus is marked with bold when the entire corpora are considered to denote its
highest global similarity to the reference corpus.
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Appendix 5: Distribution of Pedagogical Qualities per Corpus
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