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Abstract
Second language learners often experience
language anxiety when speaking with others
in their target language. As the generative ca-
pabilities of Large Language Models (LLMs)
continue to improve, we investigate the pos-
sibility of using an LLM as a conversation
practice tool. We conduct a user study with
160 English language learners, where an LLM
chatbot is used to simulate real-world conver-
sations. We present our findings on 1) how
an interactive session with a chatbot might im-
pact performance in real-world conversations;
2) whether the learning experience differs for
learners of different proficiency levels; 3) how
changes in difficulty affects the learner’s expe-
rience; and 4) how online, synchronous con-
versation provided by an LLM compares with
a purely receptive experience. Additionally,
we propose a simple yet effective way to de-
tect linguistic complexity on-the-fly: clicking
on words to reveal dictionary definitions. We
demonstrate that clicks correlate well with lin-
guistic complexity and indicate which words
learners find difficult to understand.

1 Introduction

Rapid advancements in natural language process-
ing technology, brought on by large language
models (LLMs), have opened up new directions
and methods for learning and education. In par-
ticular, language learners have been making use
of LLMs’ language generation abilities to support
their learning experience (e.g. PrettyPolly, 2023;
Microsoft, 2023).

In this paper, we investigate the possibility of
using an LLM for conversational practice in lan-
guage learning. Many existing approaches restrict
the LLM in some way (e.g. Duolingo Team, 2023;
Zhang and Huang, 2024), requiring manual craft-
ing of prompts or syllabuses. Restrictions are
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common for pre-LLM chatbots in language learn-
ing (Bibauw et al., 2019), as they are rule-based
and can often fail to parse user input correctly.
However, as LLM technology advances, these re-
strictions may no longer be needed.

In our study, we test the limits of LLM capabili-
ties by using an LLM directly without any restric-
tions on topic, context, or grammatical form. We
conduct a user study with 160 English learners,
who are asked to interact with an online chatbot.
In our implementation, our chatbot is designed
to simulate a typical conversationalist so that the
learner can practise chatting in English.

We seek to answer the following research ques-
tions:

RQ1. Does chatting with an online chatbot have
any educational impact on real-life interac-
tion?

RQ2. How does the language learning experience
change for learners at different proficiency
levels?

RQ3. Does adjustment of difficulty level affect
the learner’s experience, either positively or
negatively?

RQ4. How does a conversational setting (combin-
ing comprehension and production) com-
pare to a comprehension-only setting?

Overall, our results suggest that chatbots for con-
versational practice have positive educational im-
pact, though further investigation is required in
some areas. We find that this setup is more suited
to learners at lower proficiency levels; that it pro-
vides more enjoyment over plain reading; and
that personalised difficulty adaptation prevents di-
alogues from becoming too easy. Detailed find-
ings can be found in Section 4.

Additionally, we propose a simple but effec-
tive way to identify linguistic complexity during
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a chatbot conversation: clicking to reveal dictio-
nary definitions. This function can be seamlessly
integrated into any web interface, and our results
demonstrate a clear correlation between clicking
and what the learner finds difficult.

2 Background

Before the advent of transformers and LLMs,
chatbots for computer-assisted language learning
(CALL) were typically rule-based and were only
used for constrained scenarios. Bibauw et al.
(2019) present a pre-LLM survey of dialogue sys-
tems for language learning, and observe that most
systems have implicit or explicit constraints, on ei-
ther the content of the user response or the gram-
matical form. Ones that allow free dialogue are
typically rule based and prone to producing un-
grammatical or nonsensical messages (e.g. Co-
niam, 2014; Jia, 2009)

However, as most chatbots worked within these
constraints, it was also easier to introduce adjust-
ments to the chatbot for language learning pur-
poses. One of the most common adjustments is the
adaptation of difficulty level based on the user’s
linguistic proficiency or previous performance, for
example as implemented by Hassani et al. (2016);
Lu et al. (2006); Nı́ Chiaráin and Nı́ Chasaide
(2016); Su et al. (2015); Vlugter et al. (2009).

With the introduction of neural dialogue sys-
tems and later LLMs, the performance of chatbots
improved greatly (Papangelis et al., 2021; Adi-
wardana et al., 2020; Roller et al., 2021). This
technology made it possible to build chatbots for
CALL with little to no constraints, while gener-
ating grammatical sentences. For example, Tyen
et al. (2022) propose a chatbot setup where the
difficulty of generated text can be adjusted to
user’s proficiency level; Lee et al. (2023) pro-
pose a system (with some restriction on context)
that produces feedback for students; Zhang and
Huang (2024) investigate how vocabulary acqui-
sition is affected by 4 types of chatbots for 4 con-
texts, all connected to an LLM backend. Addi-
tionally, the release of ChatGPT (OpenAI, 2023)
prompted some language learners to use the ser-
vice to help them learn (Microsoft, 2023), even
though ChatGPT is not specifically designed for
language learning.

Despite advances in technology and commer-
cial chatbots for language learning, there is lim-
ited research on the effect of using unconstrained

LLM chatbots to learn a second language. Pre-
vious studies use chatbots that are limited to pre-
determined contexts (Lee et al., 2023; Zhang and
Huang, 2024), or that are rule-based (Coniam,
2014; Jia, 2009), with the feedback that the chat-
bot is difficult to understand or responds with un-
grammatical or nonsensical messages.

In our paper, we use an open-domain LLM chat-
bot, with no restrictions on context, topic, or gram-
matical form. Our chatbot is designed to simulate
a typical conversationalist, so that learners may
practise conversing in their target language. To
our knowledge, this work is the first to perform
user evaluations on open-domain LLM chatbots
for language learning.

3 Study setup

We recruit 160 participants via Prolific1 for our
user study. All participants are screened to ensure
that their first language is not English. They are
then directed to our website, where they navigate
through 4 sections:

1. The first section consists of basic profiling
questions to ascertain the participant’s lin-
guistic background, such as their first lan-
guage (L1). The most common L1s were Pol-
ish, Portuguese, and Italian (full list in the ap-
pendix).

2. The second section is a proficiency test con-
sisting of 25 multiple choice questions to
estimate their proficiency level. The ques-
tions and answers are taken from the Cam-
bridge English Test Your English applica-
tion2. Scores from the test are mapped to the
Common European Framework of Reference
(CEFR) (Council of Europe, 2020), a 6-point
scale representing proficiency, allowing easy
comparison with existing work.

3. The third section is the main interaction with
the chatbot. This involves chatting directly
with the chatbot, or reading messages from
chatbots; variations are described below.

4. The final section consists of closing questions
asking the participant about their experience,
including 2 attention questions to eliminate
low-effort responses. We enclose the full

1https://www.prolific.com/
2https://www.cambridgeenglish.org/tes

t-your-english/general-english/
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list in the appendix, but highlight individual
questions in our Findings section.

Additional details of the user study setup can be
found in the appendix.

Each participant is randomly assigned different
experimental conditions in a 2× 2× 2 design:

• Chatting VS reading
To understand the difference between recep-
tive reading and interactive conversation, we
assign half of our participants to the chatting
condition, and the remaining half to the read-
ing condition. In the chatting condition, each
participant is asked to converse with a chat-
bot. They send messages to the chatbot di-
rectly and can actively steer the conversation
topic. In the reading condition, the partici-
pant cannot send messages, and instead nav-
igates through a conversation between two
identical chatbots. Everything else, such as
the user interface, remains the same.

• Adaptive difficulty VS non-adaptive diffi-
culty
One common feature in language learning
chatbots is the capability of adapting chat-
bot messages based on the user’s proficiency
level. However, it is unclear to us how this
may affect the learning experience, so we ap-
ply the adaptation for half of the participants,
while the other half receive messages gener-
ated with standard top-k sampling (k = 40)
(Fan et al., 2018). For the adaptation, we
follow Tyen et al. (2022) and use a rerank-
ing method with sub-token penalties and fil-
tering, as described in their paper3. See the
appendix for further details on the re-ranking
model and implementation of penalties.

• Dictionary lookup VS no dictionary
lookup
In the dictionary lookup condition, partic-
ipants are able to click on words to look
up their definitions. This function is only
available for words in messages that are sent
from the chatbot. All messages are tokenised
by the RASP parser (Briscoe et al., 2006).

Full details can be found in the appendix.

3Implementation found at https://github.com/W
HGTyen/ControllableComplexityChatbot.

For all three pairs of conditions, participants are
split evenly into two groups, where one group is
assigned one condition and the other group is as-
signed the other condition: for example, there are
80 participants in the chatting condition and 80
participants in the reading condition as well. The
splitting is done in a way that ensures equal cov-
erage across all combinations of conditions: e.g.
there are 20 participants who are chatting and have
adaptive difficulty and dictionary lookup; 20 par-
ticipants who are reading and have adaptive diffi-
culty and dictionary lookup; and so on.

Figure 1: Chat interface presented to participants in the
chatting condition. Messages in blue bubbles are sent
from the user, while messages in grey bubbles are sent
from the chatbot. In this example, the most recent mes-
sage is flagged by the user as being too difficult.

3.1 Chatbot

We use BlenderBot (2.7B parameters) (Roller
et al., 2021) as the base LLM. BlenderBot was
chosen because the model is not instruction-tuned,
and has been fine-tuned on the Blended Skill Talk
dataset (Smith et al., 2020), which combines vari-
ous conversational skills. This allows us to simu-
late a real conversationalist rather than a virtual as-
sistant. Additionally, BlenderBot was previously
used by Tyen et al. (2022) for difficulty adjust-
ment. We use the same setup3 to enable a clear
comparison: for participants in the adaptive condi-
tion, we use a decoding method proposed by Tyen
et al. (2022) (method 5), which allows us to adjust
the difficulty level of generated messages.

In terms of chatbot quality, Roller et al. (2021)
report extensive evaluation results on BlenderBot,
including self-chat human evaluation and interac-
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Figure 2: Responses to confidence-related Likert questions from participants in the chatting condition.

Figure 3: Responses to learning-related Likert questions from participants in the chatting condition.

tive human evaluation. Their results show that
generative BlenderBot (2.7B) performs better than
Meena Adiwardana et al. (2020) and narrowly
loses to human participants in terms of engaging-
ness (49% versus 51%). Tyen et al. (2022) report
self-chat evaluation results of the adapted decod-
ing method based on the Sensibleness and Speci-
ficity Average Adiwardana et al. (2020) and gram-
maticality. Method 5 from their paper was found
to be statistically equivalent to the non-adapted
version in terms of sensibleness, specificity, as
well as grammaticality.

Additionally, to disentangle effects of prompt
crafting or manual changes to the learning expe-
rience, and to minimise effects on chatbot qual-
ity, our current chatbot setup does not use any
prompts, predetermined responses, or linguistic
syllabuses (though they may be added in future
work). All user input goes directly to the LLM,
and all generated messages are sent directly to the
user.

Figure 1 shows a screenshot of the interface
used to interact with the chatbot. Participants are
asked to spend at least 15 minutes on this section,
after which the “End chat session” button would
appear. Participants can also choose to spend more
time with the chatbot if they wished.

4 Findings

4.1 RQ1: Impact on real-life interaction

Increased self-confidence in real-life interaction
Two of our feedback questions (h) and (i), shown
in Figure 2, focus on the learner’s sense of self-
confidence when it comes to real-life settings. We
rely on self-reports as confidence is inherently
about perception of the self, and arguably can only
be measured via self-reports (Paulhus et al., 2007).

The results show that more than half of the par-
ticipants in the chatting condition agree that they
felt more confident about chatting with real peo-
ple, even after 1 session of conversing with the
chatbot. This number increases further to 72%
in question (i), where we ask participants for pre-
dicted self-confidence levels, if given more oppor-
tunities to converse with the chatbot.

Limited learning may increase in the long term
Questions (d), (e), and (f), shown in Figure 3,
focus on the learning of new words, phrases, or
grammatical constructions. While some partici-
pants report learning after just one session, most
disagree with the statements, particularly regard-
ing grammatical constructions. This suggests that
a single chatbot session is unlikely to provide ben-
efits for language learning.

On the other hand, participants are more opti-
mistic when asked to predict learning, if given fur-
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Figure 4: Proportion of Agree or Strongly agree responses to each Likert question, sorted by CEFR level.

Figure 5: Distribution of CEFR levels across all par-
ticipants. CEFR levels are ordered from least to most
proficient.

ther opportunity to converse with the chatbot. This
is in line with our previous finding about confi-
dence, where participants also predict more posi-
tive outcomes if given more time with the chatbot.
As our user study only consists of one session and
is not designed to test longitudinal effects, we are
unable to verify whether there are any actual long
term benefits. However, it is noteworthy that users
themselves have a positive opinion on long-term
chatbot usage, suggesting that their experience had
a motivational effect.

4.2 RQ2: Variation in proficiency levels

All participants are asked to complete a series of
multiple choice questions, which are used to gauge
their proficiency level. The distribution of CEFR
levels is shown in Figure 5. None of our partici-
pants are found to be at A1 (most beginner) level:
this is likely due to the initial recruitment and nav-
igation through the consent form, which requires a
minimal level of proficiency to understand.

Proportion of Agree or Strongly agree responses
sorted by approximate CEFR level are visualised
in Figure 4. Note that Agree and Strongly agree
represent positive outcomes in our Likert ques-
tions, while Disagree and Strongly disagree rep-
resent negative outcomes.

We then compute Spearman’s rank correlation

coefficient (ρ) between test scores and answers to
our Likert questions.

Our results show that less proficient learners
are more likely to report and predict positive
outcomes. We find that participants’ scores in the
proficiency test significantly negatively correlate
with:

• enjoyment (question (c), ρ = −0.25, p <
0.002)

• perceived learning of grammatical construc-
tions (question (e), ρ = −0.33, p < 0.00003)

• predicted learning in the long term (question
(f), ρ = −0.27, p < 0.0005)

• predicted self-confidence levels in the long
term (question (i), ρ = −0.36, p ≪ 0.00001)

• interest in continued usage (question (j), ρ =
−0.37, p ≪ 0.00001)

Questions (f), (i), and (j) all pertain to partic-
ipants’ predictions, suggesting that lower profi-
ciency participants find greater potential for future
benefits than high-proficiency participants. This
is a reasonable outcome as more beginner lan-
guage learners would require more practice than
more experienced learners. For question (e), we
hypothesise that the difference between high- and
low-proficiency learners is because grammar is of-
ten taught at earlier stages of learning. High-
proficiency learners are more likely to struggle
with advanced concepts such as use of humour and
slang, linguistic style, etc.

Note that the above correlation scores are com-
puted for all participants (in the reading and chat-
ting conditions). Figure 4 shows that the effect is
stronger for the reading condition than the chatting
condition, where learners at a higher proficiency
level give more positive responses than in the read-
ing condition, particularly for questions (c) on en-
joyment and (i) on predicted confidence.
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Figure 6: Responses to question (k) on perceived difficulty from participants in the adapted and non-adapted
difficulty conditions.

Overall, our results suggest that learners at a
lower proficiency level are more likely to benefit
from interactions with an LLM chatbot, but corre-
lations are not strong and many high-proficiency
learners also report positive outcomes.

4.3 RQ3: Difficulty adaptation

For half of the participants, the chatbots are ad-
justed to their CEFR level (Tyen et al., 2022) based
on their scores in the pre-test. For the remaining
half, the chatbots use standard top-k sampling (Fan
et al., 2018). At the end of the study, participants
are asked about the difficulty level of the messages
in question (k), where the potential responses are:
Too easy, A bit easy, Just right, A bit difficult, and
Too difficult.

Firstly, our results show that there is a signif-
icant difference in perceived difficulty between
those in the adapted condition and those in the
non-adapted condition (p < 0.00009). When
comparing specific responses, we find that par-
ticipants in the adapted version are significantly
more likely to respond with A bit difficult (p <
0.0001), while the number of responses for Too
difficult remain the same, and there are non-
significant reductions in the number of Too easy
and Easy responses. Figure 6 contains a visualisa-
tion of the responses.

The fact that the non-adapted version of the
chatbot is Too easy for many participants is in line
with the finding in Tyen et al. (2022) that Blender-
Bot with no adaptations generates messages at B1
level. If the default difficulty level is B1, many
participants at B2 level or above would consider
the messages to be too easy. Therefore, difficulty
adjustment methods are required.

Our results indicate that difficulty adjustment
via decoding (Tyen et al., 2022) is effective at in-
troducing language aspects which are more diffi-
cult, but are not so difficult that the learner is un-
able to comprehend it. According to Krashen’s
Input Hypothesis of second language acquisition

(Krashen, 1992), successful second language ac-
quisition occurs when the learner is exposed to in-
put that contains ‘i + 1’, referring to “an aspect
of language that the acquirer has not yet acquired
but that he or she is ready to acquire”. This sug-
gests that the ideal perceived difficulty level is be-
tween Just right and A bit difficult. Following this
hypothesis, we surmise that exposure to text with
adjusted difficulty levels is likely more beneficial
for second language learning than to text that is
not adjusted. However, to fully test this theory, a
longitudinal study is required to measure learning
progress.

4.4 RQ4: Conversational interaction versus
receptive reading

In both the chatting condition and reading condi-
tion, messages from the chatbot(s) are generated
on-the-fly using the same decoding strategy. De-
spite using the same setup, we observe distinct lin-
guistic differences between the content generated
in the chatting and reading conditions, likely due
to influence from the user. For example, messages
generated in the reading condition are shorter on
average (p < 0.0002); messages in the chat-
ting condition are more likely to contain questions
(p << 0.00001).

Overall, the Jaccard similarity between chatbot-
generated messages in the chatting and read-
ing conditions is relatively high at 0.35. For
comparison, the Jaccard similarity between all
chatbot-generated messages and messages in the
Blended Skill Talk dataset (Smith et al., 2020)
(which BlenderBot was fine-tuned on) is 0.26; and
the Jaccard similarity between chatbot-generated
messages and user-written messages in the user
study is 0.12.

We additionally explore the impact of reading
versus chatting via survey responses. Surprisingly,
our results show only one main difference between
learners in the chatting and reading conditions:
chatters enjoy the experience more than read-
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Figure 7: Responses to Likert question on enjoyment from participants in the chatting and reading conditions.

ers do. Figure 7 below shows a comparison of
their responses to question (c), which asks whether
participants enjoyed the chatbot session. Chatters
are significantly more likely to give a more posi-
tive response (p < 0.001).

Among all survey question responses, other
than enjoyment, we find no other significant dif-
ferences between the chatting and reading condi-
tions, whether with adaptive or non-adaptive diffi-
culty, or with or without dictionary lookup. This
is a surprising result given the differences in text
content, and the fact that second language pro-
duction is inherently differently from second lan-
guage comprehension (Laufer, 1998; Gernsbacher
and Kaschak, 2003).

There are some suggestive, but non-significant
differences: for example, users in the chatting con-
dition are slightly more likely to predict boosts in
confidence levels, while users in the reading con-
dition are slightly more likely to report learning
new words. However, further study with a larger
group of users is required to understand if these
effects are linked to interaction (or lack thereof).

5 Clicking for dictionary lookup as an
indicator of complexity

In our user study, we implement a clicking mech-
anism where learners can click on words to reveal
their dictionary definition. This function is simple
to implement and integrates seamlessly with the
existing user interface, yet can provide valuable
information about the user’s learning experience.

We find that clicks are a strong indicator of
when a learner finds a word difficult. We report
in Table 1 three statistics that are often correlated
with lexical complexity (Shardlow et al., 2021),
and compare them for words that are clicked on
versus words that are not clicked on. We find that
words that are clicked on are more complex, as
they are significantly longer (p << 0.0001), less
frequent (p << 0.0001), and have a smaller num-
ber of definitions (p < 0.0002).

Statistic Clicked Unclicked
Avg. character length 8.07 3.80
Avg. Zipf frequency 5.69 6.82
Avg. num. of definitions 2.59 5.26

Table 1: Statistics correlated with lexical complexity
for words that are clicked on, versus words that are
not clicked on. Zipf frequency refers to the base-10
logarithm of frequency per 1 billion words; the num-
ber of definitions refers to the number of synsets on
WordNet (Miller, 1994). Bold font denotes the statis-
tic that indicates higher complexity. All 3 statistics
are shown to be significantly different between clicked
and unclicked words (p << 0.0001 for length and fre-
quency; p < 0.0002 for number of definitions).

Furthermore, clicks are also associated with the
reported difficulty level of the overall message.
During our study, participants are able to flag mes-
sages that they consider to be too difficult (see Fig-
ure 1). We find that messages that are flagged as
difficult are 5 times more likely to have words that
are clicked on (11.3%), compared to messages that
are not flagged (2.2%). This demonstrates that
learners are clicking on words that they consider
complex, rather than e.g. out of curiosity, or due
to random, unintentional clicking.

Despite strong evidence that clicks are indica-
tive of lexical complexity, we observe that only
33 out of 80 participants in the clicking condi-
tion make use of this feature. For the 33 partic-
ipants, 4751 messages are sent from the chatbot,
but only 377 clicks are recorded in total. Possible
reasons for the low click-rate include: 1) Partic-
ipants rarely encounter any words that they find
sufficiently difficult; 2) Participants are engaged
in conversation and prefer to continue rather than
pausing to read definitions; 3) Participants find the
dictionary definitions unhelpful; or 4) Participants
forget they have access to this function. Note that
all participants in the clicking condition are in-
formed of this mechanism before their chatbot ses-
sion.

Due to the low click-rate, our data is insuffi-
cient to draw conclusions about potential benefits
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or drawbacks of clicking. Additionally, we find
no significant differences in survey response ques-
tions between the groups with and without this
dictionary lookup function. This is also the case
when looking at groups with or without adaptive
difficulty, or in the chatting or reading conditions.
Further work is required to understand clicking be-
haviour and its impact on the learning experience.

6 Limitations and future work

Scope of user study Our user study involves a
small sample of 160 participants, whose first lan-
guages are mostly European languages, and whose
CEFR proficiency levels are skewed towards the
higher end. Additionally, due to the small number
of participants, we are unable to properly measure
interaction effects despite the 2×2×2 design. Fur-
ther work is required to ascertain if our findings
hold at a larger scale and with a different popu-
lation, and to clarify how LLM chatbots facilitate
language learning.

Measured performance Some of our observa-
tions rely on participants’ self reports rather than
measured linguistic performance. Based on pre-
vious research, our results show promise and are
likely associated with improved performance, but
our study does not measure this directly. In fu-
ture work, we can measure linguistic improvement
over the course of multiple chatbot sessions by
comparing performance before and after the fact.

LLM capability For our user study, we use a
small (2.7B parameters) model for the ease of de-
ployment and inference speed. It is possible to
improve the capability of the chatbot by replac-
ing it with larger models such as LLaMA (Touvron
et al., 2023) and BLOOM (BigScience Workshop
et al., 2022). We expect that results related to en-
joyment are likely to improve with a larger model,
and the conversational experience would be more
realistic.

Personalisation using clicking data Our cur-
rent study does not make use of the clicking data
to adjust the generated messages, but future work
on computer-assisted language learning can make
use of clicks to adapt content on-the-fly to the user.

7 Conclusion

In this paper, we report our findings from our
user study, where we recruit 160 second lan-

guage speakers to interact with LLM-based chat-
bots. Our results show that using an LLM chat-
bot as a language practice tool can improve self-
confidence, and provides a more enjoyable learn-
ing experience compared to purely receptive read-
ing tasks. Although learning outcomes are not ap-
parent after one session, many participants predict
more positive effects in the long term, if given fur-
ther opportunity to interact with the chatbot. This
is especially true for learners at a lower proficiency
level.

In terms of implementation, we introduce click-
ing as a way to reveal dictionary definitions dur-
ing the user study. We find that this method effec-
tively detects words which the learner finds com-
plex, on-the-fly. For the chatbot, we implement a
decoding method that adjusts the difficulty of gen-
erated messages (Tyen et al., 2022). Our results
show that this method generates text that is more
often considered A bit difficult, which is likely to
facilitate learning (Krashen, 1992).

Overall, our findings demonstrate that LLM
chatbots as a language practice tool can bring ben-
efits to different aspects of language learning. We
leave it to future work to measure long-term learn-
ing outcomes of chatbot interaction.
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A Study setup details

Screening Our participants are recruited from
Prolific and filtered using the built-in screening
process. Participants must have a non-English lan-
guage for their first language, primary language,
and earliest language in life. As this does not guar-
antee that each participants’ first language is not
English (one can have multiple first languages),
we also ask for their first languages later in the
study. Additionally, we filter out participants liv-
ing in countries where English speakers are in the
majority (e.g. US, UK, Australia, etc.).

All participants’ first languages can be found in
Table 2.

First language Number of participants
Polish 60

Portuguese 32
Italian 17
Greek 11

Spanish 11
Hungarian 8
German 7
Russian 3
Czech 3

Slovene 2
Afrikaans 2
Latvian 1
French 1
Arabic 1

Romanian, Moldovan 1
Urdu 1
Dutch 1

Turkish 1
Tagalog 1

Ukranian 1

Table 2: All first languages among our participants.
Note that each participant can specify more than one
first language.

Payment Before the study begins, participants
are told that they will be paid a minimum of £7
for roughly half an hour of their time, including at
least 15 minutes of chatbot interaction. Pay will
increase with every additional 15 minutes spent
with the chatbot(s), up to a maximum of £13. All
entries are manually verified before payment to re-
move low-effort or invalid entries.

Consent form Participants are redirected to our
website for the study, where they are presented
with a consent form detailing how their data will
be used. The consent form was written with sec-
ond language speakers in mind, to ensure that be-
ginner learners can also understand it. Participants
can also contact the authors via email or the mes-
saging system on Prolific regarding any concerns
about the study. To proceed to the next section,
participants must consent to their data being used
for research purposes. However, they can with-
draw their consent at any point, up to 6 months
after the study. They may also exit the task any
time they wished.

Profiling questions There are two questions in
this section:

1. What is/are your first language(s)?
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Participants can select one or more languages
out of a list of ISO-639 languages.

2. How long have you been learning English?
Participants enter a number followed by a
choice of “years” or “months”.

Proficiency questions 25 multiple choice ques-
tions were used to estimate the proficiency level
of users. Questions are taken from the Cambridge
English Test Your English application (General
English) 4. Participants are asked to select one of
3 or 4 options for each question. Scores are then
converted to CEFR levels, as done on the website.
This CEFR level is used as input to the difficulty
adaptation mechanism (Tyen et al., 2022).

Chatbot interaction At the beginning of this
section, participants are informed that:

1. They should not reveal any personal informa-
tion, even if asked.

2. The chatbots are not real people, despite what
the messages may say, but messages will be
read by researchers afterwards.

3. There is a risk that the chabots may generate
inappropriate messages. Participants can flag
messages as inappropriate by clicking on the
‘Flag as inappropriate’ button. Clicking on
the button again un-flags the message.

4. Information or opinions in the generated
messages should not be taken for fact.

5. If participants are finding the messages dif-
ficult, they can flag messages as too difficult
by clicking on the ‘Flag as too difficult’ but-
ton. Clicking on the button again un-flags the
message.

6. There will be attention questions in the next
section, so participants should read messages
carefully.

7. (For those in the dictionary lookup condition)
Participants can click on words to look them
up in the dictionary.

After acknowledging the above, participants
may begin the chatbot interaction. In both reading
and chatting conditions, messages are generated
on-the-fly, using an NVIDIA Tesla V100 GPU.

4https://www.cambridgeenglish.org/tes
t-your-english/general-english/

Figure 8: Interface presented to participants in the read-
ing condition. Messages on both sides are chatbot-
generated using the same parameters.

Reading condition In the reading condition, the
user reads a conversation between two identical
chatbots with the same settings. The user interface
can be found in Figure 8. Unlike the UI for the
chatting condition (in Figure 1), the user presses a
button to reveal the next message, instead of typ-
ing in a text input field. Note that to maintain fair
comparison, all messages in either the reading or
chatting conditions are generated in real time.

Adaptive condition In the adaptive condition,
all chatbot messages are generated using a
weighted reranking decoding method (Tyen et al.,
2022). This method consists of 3 components:

1. Sub-token penalties to adjust probabilities of
tokens during generation

2. A reranker model to assign adjusted scores to
each generated candidate message

3. A filter to remove generated candidates that
contain ungrammatical words

For the reranker model, we use weights directly
from https://github.com/WHGTyen/C
ontrollableComplexityChatbot/t
ree/master/complexity_model with-
out performing any additional fine-tuning. The
final score of each generated candidate is calcu-
lated as the average rank between ranked probabil-
ity scores and ranked complexity scores, weight-
ing both equally:

r(P (C)) + r(|Luser − LC |)
2

(1)

C is the candidate message; r is a ranking function
returning a rank out of 20 candidates; Luser is the
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CEFR level of the user, and LC is the predicted
CEFR level of the candidate message.

For the vocabulary filter, we use a list of En-
glish words from https://github.com/d
wyl/english-words, but ignore capitalized
words (indicating proper nouns). For the sub-
token penalties, the probability of each token t is
given by:

P (t) =

{
P (t) · φ(Lt − Luser) if Lt > Luser

P (t) otherwise
(2)

where Lt refers to the CEFR level of token t and
Luser refers to the user’s CEFR level, determined
by proficiency test scores at the beginning of the
user study. The level is determined before any text
is generated, does not change throughout the con-
versation, and is implemented in the same way re-
gardless of reading/chatting or lookup conditions.
For the function φ representing the normal distri-
bution, we follow parameters used in the original
paper, µ = 0 and σ = 2.

Inappropriate language Participants have the
ability to flag messages as being inappropriate.
Of the 21,283 messages sent by a chatbot, 359
(1.69%) were flagged as such. A small sample
reveals that about half of these messages were
flagged due to being nonsensical, or logically or
pragmatically unsuitable for the context, rather
than offensive – this may be due to some partic-
ipants misinterpreting the word “inappropriate”.
The remaining half generally touch on politically
sensitive topics, use politically incorrect terms, or
are offensive or insulting in some way.

The existence of these messages is concern-
ing for chatbot usage in educational settings, es-
pecially for younger learners. Recent work on
AI alignment has produced considerable improve-
ments over the past few years (see Ji et al. (2023)
for a comprehensive survey), but it is still possible
to elicit inappropriate messages, especially when
under specially crafted attacks (Shayegani et al.,
2023). In its current form, we believe that LLM
chatbots are best suited for an adult audience who
are aware and informed of the nature of language
models. However, current technology on LLM
safety is improving rapidly, and new methods for
mitigating toxicity are being developed constantly
(e.g. Ouyang et al. (2022); Bai et al. (2022); Wang
et al. (2023)), so it may soon be possible to deploy
chatbots that are safe for younger audiences.

Feedback questions Table 3 shows the full list
of questions asked after each chatbot session.
Questions vary slightly depending on whether the
participant is assigned the chatting or reading con-
dition.

Questions (a) and (b) are attention questions
used to eliminate low-effort entries where the par-
ticipant failed to engage with the task. Among our
submissions, only 4 are removed for this reason.
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Chatting condition Reading condition

Attention questions

(a) Were there messages from BlenderBot that did not
make sense? If so, can you give some examples?

Were there messages from BlenderBot 1 or 2 that did
not make sense? If so, can you give some examples?

(b) Tell us one fact about BlenderBot that you learned from
this conversation.

Tell us one fact about either BlenderBot 1 or 2 that you
learned from this conversation.

Likert questions

(c) I enjoyed chatting with BlenderBot. I enjoyed reading the messages between BlenderBot 1
and BlenderBot 2.

(d) I learned a new word/phrase while chatting with
BlenderBot.

I learned a new word/phrase while reading these mes-
sages.

(e) I learned new grammar while chatting with BlenderBot. I learned new grammar while reading these messages.

(f) I think I can learn more words / phrases / grammar if I
chatted longer.

I think I can learn more words / phrases / grammar if I
read more of these messages.

(g) I feel more comfortable chatting with BlenderBot now
than at the beginning.

N/A

(h) Chatting with BlenderBot made me feel more confident
about chatting in English with real people online.

Reading these messages made me feel more confident
about chatting in English with real people online.

(i) If I can chat with BlenderBot a few more times, it will
make me feel more confident chatting online in English
with real people.

If I can read more of these messages, it will make me
feel more confident chatting online in English with real
people.

(j) I would like to continue using this chatbot in the future. I would like to continue reading similar messages in the
future.

Feedback questions

(k) What did you think about the difficulty of the messages?
Options: Too easy / A bit easy / Just right / A bit difficult / Too difficult

(l) Do you have any other thoughts, comments, or feedback for us? (free text response)

Table 3: Questions answered by each participant after their chatbot session.
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