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Abstract

Starting from a large collection of digitized
raw-text descriptions of languages of the
world, we address the problem of extracting
information of interest to linguists from these.
We describe a general technique to extract
properties of the described languages associ-
ated with a specific term. The technique is sim-
ple to implement, simple to explain, requires
no training data or annotation, and requires no
manual tuning of thresholds. The results are
evaluated on a large gold standard database
on classifiers with accuracy results that match
or supersede human inter-coder agreement on
similar tasks. Although accuracy is competi-
tive, the method may still be enhanced by a
more rigorous probabilistic background theory
and usage of extant NLP tools for morpholog-
ical variants, collocations and vector-space se-
mantics.

1 Introduction

The present paper addresses extraction of informa-
tion about languages of the world from digitized
full-text grammatical descriptions. For example,
the below reference describes a language called
Kagulu, whose grammatical properties are of inter-
est for various linguistic predicaments.

Petzell, Malin. (2008) The Kagulu language of
Tanzania: grammar, text and vocabulary (East
African languages and dialects 19). Kdln: Riidiger
Koppe Verlag. 234pp.

The typical instances of such information-
extraction tasks are so-called typological features,
e.g., whether the language has tone, prepositions,
SOV basic constituent order and so on, similar
in spirit to those found in the database WALS
wals.info (Dryer and Haspelmath, 2013).

Given its novelty, only a few embryonic ap-
proaches (Virk et al., 2019; Wichmann and Rama,
2019; Macklin-Cordes et al., 2017; Hammarstrom,
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2013; Virk et al., 2017) have addressed the task
so far. Of these, some are word-based and some
combine words with more elaborate analyses of the
source texts such as frame-semantics (Virk et al.,
2019). All approaches so far described require man-
ual tuning of thresholds and/or supervised training
data.

For the present paper, we focus on the prospects
of term spotting, but in a way that obviates the
need for either manual tuning of thresholds or su-
pervised training data. However, this approach
is limited to the features for which a (small
set of) specific terms frequently signal the pres-
ence thereof, e.g., classifier, suffix (es),
preposition(s), rounded vowel (s) or
inverse. Term spottting is not applicable for
features which are expressed in a myriad of dif-
ferent ways across grammars, e.g., as whether the
verb agrees with the agent in person. It may be
noted that the important class of word-order fea-
tures, which are among the easiest for a human to
discern from a grammar, typically belong to the
class of non-term-signalled features unless there is
a specific formula such as SOV or N-Adj gaining
sufficient popularity in grammatical descriptions.
Term-signalled features are, of course, far simpler
to extract, but not completely trivial, and hence the
focus the present study.

The general-form premises to the problem ad-
dressed here are as follows. There is a set D of raw-
text descriptions of entities from a set .S, such that
each d € D mainly describes exactly one s € S.
If a term £ describing a property of objects in S
occurs in a document d to a significant degree, the
object s described in d actually has the property
signalled by k. These premises apply to other do-
mains and texts, e.g., ethnographic descriptions,
than the linguistic descriptions in the present study.
Judging from the surveys of Nasar et al. (2018)
and Firoozeh et al. (2020), the premise that each


wals.info

d € D mainly describes exactly one s € S is not
dominant across scientific domains. Consequently
most work has focussed on the broader tasks of
extracting key-insights and salient keywords from
scientific documents. We are not aware of any work
in other domains on the specific task addressed in
this paper.

2 Data

The data for the experiments in this essay consists
of a collection of over 10 000 raw text grammat-
ical descriptions digitally available for computa-
tional processing (Virk et al., 2020). The collec-
tion consists of (1) out-of-copyright texts digitized
by national libraries, archives, scientific societies
and other similar entities, (2) texts posted online
with a license to use for research, usually by uni-
versity libraries and non-profit organizations (no-
tably the Summer Institute of Linguistics), and
(3) texts under publisher copyright where quota-
tions of short extracts are legal. For each docu-
ment, we know the language it is written in (the
meta-language, usually English, French, German,
Spanish, Russian or Mandarin Chinese, see Table
1), the language(s) described in it (the target lan-
guage, typically one of the thousands of minority
languages throughout the world) and the type of
description (comparative study, description of a
specific feature, phonological description, gram-
mar sketch, full grammar etc). The collection can
be enumerated using the bibliographical- and meta-
data contained in the open-access bibliography of
descriptive language data at glottolog.org. The
grammar/grammar sketch collection spans no less
than 4 527 languages, very close to the total num-
ber of languages for which a description exists at
all (Hammarstrom et al., 2018).

Figure 1 has an example of a typical source doc-
ument — in this case a German grammar of the
Ewondo [ewo] language of Cameroon — and the
corresponding OCR text which illustrates the typ-
ical quality. In essence, the OCR correctly rec-
ognizes most tokens of the meta-language but is
hopelessly inaccurate on most tokens of the vernac-
ular being described. This is completely expected
from the typical, dictionary/training-heavy, con-
temporary techniques for OCR, and cannot easily
be improved on the scale relevant for the present
collection. However, some post-correction of OCR
output very relevant for the genre of linguistics
is possible and advisable (see Hammarstrom et al.

Meta-language #1gs | # documents
English eng | 3497 7284
French fra 826 1323
German deu 620 813
Spanish spa 394 808
Russian rus 288 498
Chinese cmn 180 234
Portuguese por 141 274
Indonesian ind 130 210
Dutch nld 113 171
Italian ita 92 141

Table 1: Meta-languages of the grammatical descrip-
tions in the present collection.

2017). The bottom line, however, is that extraction
based on meta-language words has good prospects
in spite of the noise, while extraction of accurately
spelled vernacular data is not possible at present.

3 Model

At first blush, the problem might seem trivial: sim-
ply look for the existence of the term and/or its
relative frequency in a document, and infer the fea-
ture associated with the term. Unfortunately, to
simply look for the existence of a term is too naive.
In many grammars, terms for grammatical features
do occur although the language being described,
in fact, does not exhibit the feature. For example,
the grammar may make the explicit statement that
there are “no X” incurring at least one occurrence'.
Also, what frequently happens is that comments
and comparisons are made with other languages —
often related languages or other temporal stages —
than the main one being described?. Furthermore,
there is always the possibility that a term occurs
in an example sentence, the title of a reference or
the like. However, such “spurious” occurrences
will not likely be frequent, at least not as frequent

'One example is the Pipil grammar of Campbell (1985,
61) which says that Pipil has no productive postpositions:

“It should be noted that unlike Proto-Uto-Aztecan
(Langacker 1977:92-3) Pipil has no productive
postpositions. However, it has reflexes of for-
mer postpositions both in the relational nouns (cf.
3.5.2) and in certain of the locative suffixes (cf.
3.1.3)” (Campbell, 1985, 61).

For example, Lorenzino (1998)’s description of Angolar
Creole Portugues [aoa] contains a number of references to
the fate of nouns that were masculine in Portuguese, yet the
modern Angolar does not have masculine, or other, gender.


glottolog.org

Dieses Tonmuster findet sich fast nur bei Fremdwortern. AuBerdem
umfaBt die hier zu besprechende Gruppe nur 16 nicht verbale Mor-
pheme des untersuchten Sprachmaterials. Auf die Bedeutung des Ton-
musters [hoch-tief] fiir die Bildung des direkten Imperativs gewissel
Verbalklassen wird bei der Behandlung der Morphologie des Verbums

ngher emzugehen sein (7.341F.). |

dimd  Zitrone (<95 ﬁl’lq_l:l‘
paga  Wildkatze (< S) qigi
sd¢d  Markt (< S < Arab.). = rimgo

Dieses Tonmuster findet sich fast nur bei Fremdwdrtern.

' Buch (< L < Engl.)

Pickel (< Franz.)
Korbsieb (< S)

AuBerdem

umfalBt die hier zu besprechende Gruppe mlr 16 nicht wverbale

Morpheme des untersuchten Sprachmaterials.
flir die Bildung des direkten Imperativs gewisser

Tonmus.ters [hoch-tief]

Auf die Bedeutuné& des

Verbalklassen wird bei der Behandlung .der Morphologie des Verbums

ndhereinzugehen sein (7.34ff.). A-

Figure 1: An example of OCR output.

as a term for a grammatical feature which actu-
ally belongs to the language and thus needs to be
described properly. But how frequent is frequent
enough? We will try to answer this question.

Let us assume that a full-text grammatical de-
scription consists of four classes of terms:

Genuine descriptive terms: Terms that describe
the language in question.

Noise terms: Descriptive terms that do not accu-
rately describe the language in question (i.e.,
through remarks on other languages or of
things not present, as explained above).

Meta-language words: Words in the meta-
language, e.g., ’the’, ’a’, ’run’ if the
meta-language of description is English, that
are not linguistic descriptive terms.

Language-specific words: Words that are spe-
cific to the language being described but
which do not describe its grammar. These can
be morphemes of the language, place names
in the language area, ethnographic terms etc.

We are interested in the first class, and in par-
ticular, to distinguish them from the second class.
Except for rare coincidences, the words from these

two classes do not overlap with the latter two, so
they can be safely ignored when counting linguistic
descriptive terms. Of the terms that genuinely de-
scribe a language, we would expect their frequency
distribution in a grammar to mirror their functional
load (Meyerstein, 1970), i.e., their relative impor-
tance, in the language being described. Thus we
assume each language has a theoretical distribu-
tion L(t) of terms ¢ which is our object of interest.
However, as noted, grammars typically also contain

“noise” terms which distort the reflection of L(t).

A simple model for the frequency distribution of
the terms of a grammar G(¢) is that it is composed
merely of a sample of the “true” underlying de-
scriptive terms L(¢) and a “noise” term N (t), with
a weight « balancing the two:

Gt)=a-L{t)+ (1 —a)- N(t)

For example, if a language actually has duals,
L(dual) > 0, perhaps close to 0.0 if there are only
a handful of nouns with dual forms, but higher if
there are dual pronouns, dual agreement, special
dual case forms and so on. For most languages, we
expect the functional load of verbs to be rather high.
The purity level o, captures the fraction of tokens
which actually pertain to the language, as opposed
to those that do not. (Those tokens are typically of



great interest for the reader of the grammar — they
are “noise” only from the perspective of extraction
as in the present paper.)

Suppose now that we have several different gram-
mars for the same language. As they are the describ-
ing the same language, their token distributions are
all (independent?) samples of the same L(t), but
there is no reason to suppose the noise level and the
actual noise terms to be the same across different
grammars. Thus we have:

Gl(t) = Qg - L(t) + (1 — 041) . Nl(t)
Gg(t) = Q9 - L(t) + (1 — 062) . Ng(t)

If we had infinitely many independent gram-
mars accurately describing a language (and nothing
else), their combined distribution would converge
to L(t) in the limit. Without the luxury of so many
representative grammars, we can still attempt the
simpler task of estimating the purity levels «; of
each grammar. That is, given actual distributions
Gi(t),...,Gnp(t) how can we make a heuristic es-
timate of «;? The following procedure suggests
itself. Take each term ¢ for each grammar G; and
calculate the generality of its incidence gt (t) by
comparing the fraction in G;(t) to the fraction of ¢
in all other grammars for the language L.

T > Gi(1)
Gi(t)

g1.(t) =

For example, suppose G;(dual) = 0.1 for
some grammar ;. Maybe for two other gram-
mars of the same language, G(dual) = 0.01
and Gg(dual) = 0.00, this term barely occurs.
The term dual would then have poor generality

g% (dual) = w = 0.05. Some real ex-
amples of the generality of a few terms are found
in Cojocaru (2004)’s grammar of Romanian given
five other Romanian grammars are shown in Ta-
ble 2. Terms like triphthongs, gender and
stress have arole in describing the language and
consequently show a generality close to 1.0, while
“noise” terms like cojocaru and ghe are less
common as items of description of the Romanian
language.

Grammars with lots of terms with poor gener-
ality have a high level of noise, and, conversely,

grammars where all terms have a reciprocated pro-
portion in other grammars are pure, devoid of noise.
Thus, «; can be gauged as:

_ Do giL(t) - Gi(t)
Zt Gi(t)

0%

To remove outliers and speed up the calculation
by removing hapax terms, in the experiments below,
we measure all frequencies by logarithm.

We now return to the question “how frequent is
frequent enough?”. We can now rephrase this as:
does the frequency of a term in a grammar exceed
its noise level (1-«)? Given that we know «; for a
grammar (;, let us make the assumption that the
fraction (1-o;) of least frequent tokens are “noise”.
Simply subtracting the fraction (1-a;) of tokens
of the least frequent types effectively generates a
threshold ¢ separating the tokens being retained
versus those subtracted. For example, the grammar
of Romanian by Cojocaru (2004) has an «; of 0.81
and contains a total of 83 365 tokens. We wish
to subtract (1 — 0.81) - 83365 ~ 15839 tokens
from the least frequent types. It turns out in this
grammar that this removes all the types which have
a frequency of 9 or less, rendering the frequency
threshold ¢ = 9.

Let us look at an example. Table 3 has a list of
grammars/grammar sketches of Romanian. Each
grammar has a corresponding «; purity level as
described above, the total number of tokens, and
the frequency threshold ¢ induced by « and the to-
ken distribution. The last three columns concern
the terms masculine, feminine and neuter
respectively. The cells contain the frequency of
the corresponding term, as well as the fraction of
pages on which it occurs. The fraction of page oc-
currences is, of course, similar to, and highly corre-
lated with the fraction of tokens but is often easier
to interpret intuitively. We show it here for refer-
ence, although it is not advantageous to make use of
in any of the above calculations. Thus, for example,
in Cojocaru (2004) the term mascul ine occurs
240 times in total, distributed onto 74 of the total
184 pages (= 0.40). The cells with a frequency
that exceeds the threshold ¢ for their corresponding
grammar are shown in green, indicating that the
term in question is probably genuinely describing
the language. In this case, by majority consensus,
we can infer that the language Romanian [ron] does
have all three of masculine, feminine and neuter.



t cojocaru triphthongs gender stress ghe
Cojocaru 2004 0.00002 0.00004 0.00052  0.00025  0.00006
Agard 1958 0.00000 0.00002 0.00012  0.00078  0.00000
Gonczol-Davies 2008 0.00002 0.00015 0.00046  0.00013  0.00002
Mallinson 1986 0.00000 0.00000 0.00103  0.00036  0.00000
Mallinson 1988 0.00000 0.00000 0.00055 0.00036  0.00000
Murrell and Stefianescu  0.00000 0.00004 0.00042  0.00027  0.00000
Dréaganesti 1970

Cojocaru 2004 1) 0.18 1.20 0.99 1.51 0.07

Table 2: Some example terms from Cojocaru (2004) and their generality gron,

grammars.

Romanian [ron]

Cojocaru 2004

(t) given five other Romanian

Grammar o # tokens t masculine feminine neuter
Cojocaru 2004 | 0.81 83365 | 9 0.40 (74/184) 0.46 (84/184) 0.23 (43/184)
Murrell and | 0.72 95226 | 13 30.01 (3/424) 50.01 (5/424) 40.01 (3/424)
Stefanescu

Drdgénesti 1970

Gonczol-Davies | 0.68 45423 | 9 0.13(30/233) 0.15(34/233) 0.06 (13/233)
2008

Agard 1958 0.68 51239 | 9 0.08 (10/123) 0.08 (10/123) 00.00 (0/123)
Mallinson 1988 | 0.66 11019 | 4 0.30  (9/30) 0.23  (7/30) 0.17  (5/30)
Mallinson 1986 | 0.82 | 105018 | 6 0.15(57/375) 0.12 (46/375) 0.03 (11/375)
Majority  con- True True True
sensus

Table 3: Example grammars of Romanian and the frequencies of the terms masculine, feminine and

neuter.



4 Evaluation

Thanks to a large manually elaborated database
of languages with classifiers® (Her et al., 2021)
we were able to do a formal evaluation of ex-
traction accuracy for this feature. We extracted
the feature classifier (s) from 7 284 gram-
mars/grammar sketches written in English span-
ning 3 220 languages. Each language was assessed
as per the majority vote of the extraction result
of each individual description, with ties broken in
favour of a positive result. For languages where
only one description exists, the noise-level was
taken to be the average noise-level of grammars
of other languages of similar size (as measured by
number of tokens).

Gold Standard | Term-Spotting | # languages
False False 2 357
True True 512
True False 317
False True 34

3220

Table 4: Evaluation of term-spotting against a Gold
Standard database of classifier languages.

A comparison between the Gold Standard
database and the extracted data is shown in Table
4. The overall accuracy is 89.1%, to be compared
with human inter-coder agreement on similar tasks,
i.e., 85.9% or lower (as per Donohue 2006 and
Plank 2009, 67-68). Not surprisingly, the method
has better precision (51271-334 ~ 0.94) than it has

recall (515’12

513 ~ 0.62). The majority of errors
are languages with classifiers which are not rec-
ognized as such by the term-spotting technique.
Simple inspection reveals that in the majority of
these cases, a different term, e.g., “enumerative” is
used in place of the term in question. There are
also errors where the automatic technique infers
a slightly too high threshold for languages which
have grammars from a large temporal range. The
fact that descriptive tradition changes over time
may be reason to refine the procedure for calculat-
ing reciprocated proportions.

We may add a few remarks on some obvi-
ous refinements. Excluding negative polarity
mentions, by which we mean mentions where
no | not | absent |absence |absense|lack]|
neither |nor|cannot occurs in the same

3See Aikhenvald (2000) and references therein for issues
surrounding the definition of this feature.

sentence as the sought-after term, make no
significant change to the overall accuracy. Using
the temporally latest description only (instead of a
majority vote) to assess the status for a language
with several grammars, also made no significant
change to the overall accuracy (in fact, it decreased
by 2 percentage points). Furthermore, using the
most extensive description only, i.e., the longest
grammar or longest grammar sketch if there
are no full grammars, had a negative impact on
overall accuracy (down by 8 percentage points).
These results seem to speak in favour of making
use of multiple witnesses for each language if
they are available, even if they are of different
lengths and ages. If these impressions generalize,
length and age differences between grammars —
which are real — need to be addressed in a more
sophisticated manner than simply excluding the
old and short.

The above evaluation is relevant for the case
when there is a specific term (or an enumerable
set thereof) associated with the desired feature. It
then shows what accuracy one may expect without
supplying a threshold or any other information than
the keyword itself. Choosing the right term(s) for a
given linguistic feature requires knowledge of the
feature and the way is it often (not) manifested in
the literature (cf. Kilarski 2013 on classifiers versus
other kinds of nominal classification).

5 Conclusion

We have described a novel approach to the ex-
traction of linguistic information from descriptive
grammars. The method requires only a term of
interest, but no manual tuning of thresholds or an-
notated training data. However, the approach can
only address information that is associated with
an enumerable set of specific terms. When this
is the case, a broad evaluation shows that the re-
sults match or exceed the far more time-consuming
manual curation by humans. Future work includes
automated handling of collocations and morpho-
logical variants, vector-space lexical semantics, au-
tomated multi-lingual extraction and establishing
the method on more rigorous probabilistic theory.
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