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Abstract

The first version of the Teacher-Student Cha-
troom Corpus (TSCC) was released in 2020
and contained 102 chatroom dialogues be-
tween 2 teachers and 8 learners of English,
amounting to 13.5K conversational turns and
133K word tokens. In this second version of
the corpus, we release an additional 158 chat-
room dialogues, amounting to an extra 27.9K
conversational turns and 230K word tokens.
In total there are now 260 chatroom lessons,
41.4K conversational turns and 363K word
tokens, involving 2 teachers and 13 students
with seven different first languages. The con-
tent of the lessons was, as before, guided by
the teacher, and the proficiency level of the
learners is judged to range from B1 to C2
on the CEFR scale. Annotation of the di-
alogues continued with conversational analy-
sis of sequence types, pedagogical focus, and
correction of grammatical errors. In addition,
we have annotated fifty of the dialogues us-
ing the Self-Evaluation of Teacher Talk frame-
work which is intended for self-reflection on
interactional aspects of language teaching. Fi-
nally, we conducted machine learning exper-
iments to automatically detect shifts in dis-
course sequences from turn to turn, using mod-
ern transfer learning methods with large pre-
trained language models. The TSCC v2 is
freely available for research use.

1 Introduction & Related Work

Caines et al. (2020) introduced the Teacher-

Student Chatroom Corpus (TSCC), a collection
of 102 online English lessons between 2 teach-
ers and 8 students containing 13.5K conversational
turns and 133K word tokens, with the students ad-
judged to be writing at the CEFR levels of B1,
B2 and C1. The lessons contained in the TSCC
were anonymised, annotated with grammatical er-
ror corrections and discourse analyses, and made
freely available to other researchers1. The mo-
tivation was to collate a dataset with which to
study one-to-one interaction and language teach-
ing, to investigate the linguistic skills involved in
online chat at different levels of English profi-
ciency, and potentially in the long-term to gather
training data for developing a tutoring dialogue
manager or chatbot.

In this paper, we report on further develop-
ment of the corpus into a second version of the
TSCC, with new lessons, annotations in the same
style as those carried out before, and new annota-
tions within a pre-defined pedagogical framework
which we present below. The TSCC 2.0 includes
an additional 158 lessons from new and existing
students, amounting to 27.9K conversational turns
and 230K word tokens. In total the 2nd version
of the corpus features 2 teachers and 13 students,
41.4K conversational turns and 362.9K word to-
kens. The range of student CEFR levels found in
the TSCC now includes C2 as well as B1 to C1.

1Visit forms.gle/pKc48WMhnySC8zDk9 to review the li-
cence and submit a data request.
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Turn Role Anonymised Corrected Resp.to Sequence
1 T Hi there 〈STUDENT〉, all

OK?
Hi there 〈STUDENT〉, all
OK?

opening

2 S Hi 〈TEACHER〉, how are
you?

Hi 〈TEACHER〉, how are
you?

3 S I did the exercise this
morning

I did some exercise this
morning

4 S I have done, I guess I have done, I guess repair
5 T did is fine especially if

you’re focusing on the
action itself

did is fine especially if
you’re focusing on the
action itself

scaffolding

6 T tell me about your exercise
if you like!

tell me about your exercise
if you like!

3 topic.dev

Table 1: Example of numbered, anonymised and annotated turns in the TSCC (where role T=teacher, S=student,
and ‘resp.to’ means ‘responding to’); the student is here chatting about physical exercise. From Caines et al.
(2020).

The new lessons, like those in the first release
of the corpus, have been annotated for various dis-
course and classroom properties. These include
the ‘threading’ of conversational turns so that non-
sequential responses are connected with their ap-
propriate conversational threads; the delineation
of major and minor sequences in the discourse, as
well as the labelling of their types; the identifica-
tion of the pedagogical focus of sequences where
applicable, along with any resources referred to;
correction of grammatical errors by the student,
and an assessment of student CEFR level for each
lesson. The corpus and annotation are described
in more detail in section 2.

In addition, fifty of the original lessons have
been annotated using the Self-Evaluation of
Teacher Talk framework (SETT) (Walsh, 2006,
2013), a schema designed for ‘reflective practice’
by language teachers for the purpose of their con-
tinuing professional development (Walsh, 2006).
We annotated both teacher and student turns with
aspects from SETT which we could identify. This
gives us another way of considering the data col-
lected, from a pedagogical and discourse-based
perspective, and in section 3 we present the pro-
cedure for SETT annotation and the analyses we
conducted.

We also describe initial experiments attempt-
ing to automatically detect when new discourse
sequences are initiated in the lesson transcripts.
This involved a ‘transfer learning’ approach, fine-
tuning a large language model pre-trained with

transformers on our specific machine learning task
(Ruder et al., 2019). We cast the task as one of
identifying when a turn in a chat lesson is followed
by a new discourse sequence. As such, we are
modelling the data collected so far in terms of dis-
course management by both teachers and students.

Finally in sections 5 and 6, we review the work
which has already been done with the first version
of the corpus, and we outline our future plans to
further expand the corpus, improve our automated
lesson manager, and develop teacher and student
lesson feedback for self-development purposes for
those taking part in the chatroom conversations.

2 Corpus description

The design and collection of data for the origi-
nal TSCC was described in full in Caines et al.
(2020), and we give a brief recap here. Partic-
ipants arranged to hold one-to-one English lan-
guage lessons in an online and private chatroom.
The lessons were about one hour each, and the
structure and content of each lesson was deter-
mined by the teachers. The students were recruited
by the teachers themselves or through social me-
dia, and were located in several different countries
around the world. An excerpt from the corpus is
shown in Table 1, with selected annotation labels
to illustrate the type of data available.

Transcriptions of the lessons were prepared for
inclusion in the corpus through several annotation
stages: firstly, they were anonymised by replac-
ing any personal names with placeholders such as
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Version 1 Version 2
Lessons 102 260
Conv.turns 13,552 41,484
Words 132,895 362,440

Table 2: Comparative statistics for versions 1 and 2 of
the TSCC.

CEFR Version 1 Version 2
B1 36 36
B2 37 143
C1 29 29
C2 0 52

Table 3: Number of lessons by student CEFR level in
versions 1 and 2 of the TSCC.

〈TEACHER〉 and 〈STUDENT〉. Next, grammati-
cal errors by the student were identified and cor-
rected in a minimal fashion. Then, various lin-
guistic and pedagogical features were marked up,
including any non-sequential conversation threads
(where a participant responded to a turn which was
not the other participant’s previous one), the start
of new sequence types within the dialogue, the
identification of the skill(s) focused on within that
sequence, along with the use of any resources both
internal and external to the chatroom.

The timeline of the lessons ranges from Novem-
ber 2019, through the onset of the COVID-19 pan-
demic to June 2021. We are open to collecting new
data, and so the corpus may continue to grow, but
this version of the TSCC comes from that twenty-
month period.

2.1 New lessons

New data has been collected for the TSCC in the
form of 158 new lessons. Now the corpus involves
2 teachers and 13 students, amounting to 41K con-
versational turns and 362K whitespace-delimited
words (Table 2). The bulk of additional data was
assessed by an expert to be at CEFR levels B2
and C2 (Table 3). The students’ first languages
are: Italian, Japanese, Mandarin Chinese, Russian,
Spanish, Thai and Ukrainian. Table 4 shows how
contributions to chatroom conversations compare
for teachers and students.

2.2 Sequence, focus & resource types

Sequence types represent major or minor shifts in
conversational sequences – sections of interaction
with a particular purpose, whether that purpose is

Teachers Students
Conv.turns 22,130 19,342
Words 238,324 124,090
Words/turn 10.8 6.4

Table 4: Comparing teacher and student contributions
in version 2 of the TSCC.

social or educational or a mixture of both. Borrow-
ing key concepts from the CONVERSATION ANAL-
YSIS approach (Sacks et al., 1974), we seek out
groups of turns which together represent the build-
ing blocks of the chat transcript: teaching actions
which build the structure of the lessons.

Teaching focus records which skill or skills
were being targeted within a given sequence. Use
of resource indicates whether any materials or
stimuli external to the lesson are referred to

Compared to the original corpus, we have
amended the annotation schema in various ways.
First, some quality checks led to corrections to la-
bels which were misspelled or in the wrong field.
Second, we added new sequence types based on
our work with the corpus over a longer time pe-
riod. Now there is a ‘non-English’ sequence type,
which might occur when the teacher and student
switch to a different language (the learner’s L1,
for instance) either to explore or clarify a con-
cept, or check and discover new vocabulary in En-
glish. And there is ‘free practice’, which relates
to the learner being encouraged to make use of
target content more freely than they would in a
controlled exercise. In addition, it seemed sen-
sible to move ‘admin’ of the lesson into the set
of sequence types, rather than the set of sequence
foci/focuses as it was in the original corpus.

We made minor modifications to the set of se-
quence foci, such that the skills ‘writing’, ‘speak-
ing’, ‘listening’ and ‘reading’ are added, while the
previously existing ‘typo’ is subsumed by the new
‘writing’ focus type. ‘Exam practice’ is renamed
‘exam prep’ – as in, exam preparation – because
we found that not only were the teachers setting
practice drills for the students but they were also
discussing preparation strategies.

Finally, we note that many types of teaching re-
source emerged through collection of new data:
the original list was open-ended, and has been ex-
tended in a bottom-up fashion.

In the Appendix, the full list of annotation types
and their descriptions are copied from Caines
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et al. (2020) along with the amendments described
above.

3 SETT annotation

The Self-Evaluation of Teacher Talk framework
(SETT) was designed for reflective practice by
language teachers (Walsh, 2006). This means that
it was intended for teachers to review recordings
of their lessons, indicate the modes and ‘interac-
tures’ they were engaged in with their class as the
lesson progressed, and reflected on these practices
for continuing self-improvement. The focus of re-
flection is on the interaction between teacher and
students, in order to develop ‘classroom interac-
tional competence’ (Walsh, 2013), and as such the
framework is useful and relevant to our own analy-
sis and quest for deeper understanding of the con-
versations in the TSCC. It was designed for use by
teachers but the generic interaction-based aspects
of SETT are still applicable to students as well,
even if the teacher-driven management aspects are
not.

Within the SETT framework, a mode is a ‘class-
room micro-context’ and an interacture is an ‘in-
teractional feature’. Thus, classroom interaction
is framed as a series of interactions and micro-
contexts, where discourse is co-constructed by
teachers and students, and the resulting conversa-
tions support and enable student learning (Walsh,
2013). SETT is a way for teachers to reflect
on these interactions, in the scenario where their
lessons have been recorded, and notice where
learning opportunities and a ‘space for learning’
are created (Walsh and Li, 2012). This is in
line with proposals for interactive and engaging
learning environments in state school classrooms,
which may equally be applied to a language school
scenario (Alexander, 2008; Mercer, 2019).

3.1 SETT modes

There are four modes in the SETT framework.
These are listed and defined below:

• Managerial: to transmit information, refer
learners to materials, introduce/conclude an
activity, or change from one mode of learn-
ing to another;

• Classroom context: to enable learners to ex-
press themselves clearly, establish a context,
and promote oral fluency;

• Materials: to provide language practice
around a piece of material, to elicit responses
in relation to the material, check and display
answers, clarify if needed;

• Skills & systems: to enable learners to pro-
duce correct forms, manipulate target lan-
guage, to provide corrective feedback, and
display correct answers*.

* For reasons explained below in section 3.3 we
reduced these four modes to three for our anno-
tation exercise, merging ‘skills & systems’ with
‘materials’.

3.2 SETT interactures

We use the following nine original SETT interac-
tures, and based on our initial experience anno-
tating lesson transcriptions, we augmented these
with an additional three interactures which are
marked in italics below:

• Confirmation check (CC): the teacher con-
firms that they have understood the learner’s
utterance, or vice versa;

• Display question (DQ): a question to which
the teacher knows the answer;

• Direct repair (DR): the teacher corrects an
error quickly and directly;

• Enquiry (EN): the learner asks a language
question.

• Extended teacher/learner turn (ExtT): a
turn containing either more than one substan-
tial main clause, many relative clauses, at
least one long relative clause, or a combina-
tion of such clauses;

• Form-focused feedback (FBF): the teacher
gives explicit feedback on the words or form
used by the learner, rather than the perceived
intended meaning of their utterance;

• Instruction (IN): the teacher gives direct in-
structions;

• Referential question (RQ): a genuine ques-
tion to which the teacher does not know the
answer, which typically encourages extended
learner turns;
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• Scaffolding:Extension (S:E): the teacher
does not accept a learner’s first answer, im-
plicitly or explicitly encouraging more out-
put;

• Scaffolding:Modelling (S:M): the teacher
provides an example of the target language
feature for the learner;

• Scaffolding:Presentation (S:P): the teacher
explains a language point;

• Seeking clarification (SC): the teacher asks
a student to clarify something the student has
said, or vice versa;

It is apparent that SETT is mainly teacher-
focused but does have some capacity for applica-
tion to student turns: the scaffolding, repair, in-
struction, question, and feedback interactures are
almost certain to be applied to teacher turns, but
the clarification, confirmation and extended turn
interactures could be on either side, and enquiry is
intended for student turns.

3.3 SETT annotation in the TSCC

For this new version of the corpus, we selected 50
lessons for annotation of modes and interactures,
in order to investigate the types of teacher-student
dialogues and pedagogical observations we could
make in our dataset. Based on initial attempts to
make annotation decisions in practice, we adapted
the existing SETT labels so that the modes were
reduced from 4 to 3 different types, and 3 new
interactures were appended to 9 of the originals.
In terms of modes, we found that it was difficult
in practice to distinguish between ‘materials’ and
‘skills & systems’, since both relate to affording
the opportunity for students to display what they
know and to provide feedback accordingly. There-
fore these two modes were merged into one for
practical purposes.

As an exploratory exercise, we annotated the
first 50 lessons in the corpus, for SETT modes
and interactures on both the teacher and student
side. One annotator carried out the work, based
on clear guidelines – in future, it would be bene-
ficial to collect multiple annotations for the same
transcriptions, and to cover more lessons from the
corpus. Here we report on the results of this initial
annotation exercise, finding overall that the distri-
bution of modes and interactures between teachers

Mode Teacher Student
classroom context 18.2 26.2
managerial 42.1 27.1
materials/skills 30.1 41.1
multi-modes 9.6 5.6

Table 5: Proportion of SETT modes for teachers and
students in a sample of 50 lessons from the TSCC (%).

and students is broadly as expected on the basis of
their definitions.

Firstly it is worth noting that the proportion
of turns between teacher and student is approxi-
mately even in the transcriptions as a whole (at a
ratio of 53:47 respectively). Nevertheless, three
times as many modes are set by the teacher as by
the student. This is to be expected because the
modes relate to lesson management and pedagog-
ical acts. Table 5 shows how the three modes are
distributed for teachers and students. For teach-
ers, most of the modes they set are managerial,
whereas the students mostly set modes for mate-
rials or skills practice. A small number of turns
involved multiple modes at once.

Then in terms of interactures, we found that
there were four times as many identifiable inter-
actures by teachers as there were by students. On
the one hand this fits with the fact that SETT
was developed with teachers in mind, and on the
other hand indicates that more of the interactional
moves in a one-to-one lesson are made by the
teacher, as might be expected. Specifically, in-
struction, feedback, repair, questions and scaffold-
ing tended to be on the teacher side, whereas en-
quiry tended to be on the student side. Both teach-
ers and students used extended turns, confirmation
checks and sought clarification.

Figure 1 shows how student and teacher inter-
actures differ both in magnitude (the teacher bars
tend to reach higher on the y-axis) and type (the
distribution of bars on the x-axis is quite differ-
ent). In future work, we intend to analyse how
modes and interactures relate to each other, since
they were not devised as independent variables but
ones which interplay and depend on each other to
some extent. The SETT framework sets out some
expected mode-interacture correspondences, and
this is something that warrants investigation in our
own dataset. The annotation of 50 lessons within
the SETT framework is included in this second re-
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lease of the corpus.

4 Classification experiments

As well as attempting to understand how teacher-
student chatroom interactions progress during and
across lessons, we can also attempt to apply ma-
chine learning techniques to predict features of the
data. It is potentially useful to be able to predict
when to introduce new sequences, and as such we
report on experiments which detect and classify
sequence shifts within chatroom transcripts. It is
common practice in modern NLP to apply transfer
learning methods whereby large language mod-
els pre-trained with transformers are ‘fine-tuned’
to a given task and dataset (Ruder et al., 2019).
The BERT model is the best-known example of
this, but there are many derivatives and alternative
models (Devlin et al., 2019; Rogers et al., 2020).

We apply the transfer learning approach to our
problem of classifying sequence shifts in the cha-
troom transcripts. Using our corpus of chatroom
lessons, the classifier is trained to learn when new
discourse sequences begin. Given a turn ti from
the corpus, the machine learning task is to predict
whether a new discourse sequence begins in the
next turn ti+1 or not.

4.1 Data preparation

The lesson transcripts in the TSCC need to be pre-
pared for the machine learning task: the reshaped
dataset is included with the new corpus release.
We cast the text classification task as a binary one
of new sequence detection – that is, does a new se-
quence begin after the current turn, or not? The
initial input string is therefore turn ti and the cor-
responding label comes from ti+1 as a 0 or 1.

To exemplify, consider the imagined turns be-
low between teacher (T) and student (S):

turn label
1 T: Does that all make sense? 0
2 S: yes, understood. 0
3 T: Good, time for some revision! 1
4 S: ok 0

If we consider turn 1 here, then the input string is
‘does that all make sense?’ and its corresponding
label comes from turn 2; i.e. 0. With turn 2 on the
other hand, the input string is ‘yes, understood.’,
and the label is 1 because turn 3 marks the start of
a new discourse sequence relating to revision.

Moreover, we experiment with longer inputs by
using the special separator token [SEP] avail-

able in the BERT-ish vocabulary2. Thus, two text
strings may be passed to a BERT-ish model, with
[SEP] between them, and we use this to include
the preceding turn tt−i when learning to detect se-
quence shifts. This takes advantage of the long
inputs which large pre-trained models can han-
dle (usually 512 tokens3) and models an intuition
that the preceding turn is useful context when de-
termining whether a new discourse sequence is
needed.

To exemplify these longer input strings, we re-
turn to the imagined turns between teacher and
student. Looking at turn 2, the input string be-
comes a concatenation of turn 1, the [SEP] token,
and turn 2 (lower-cased) –

does that all make sense? [SEP] yes,
understood.

– and the label is 1. For comparison, the input
string for turn 3 is –

yes, understood. [SEP] good, time for
some revision!

– and the label is 0, because turn 4 does not involve
a new discourse sequence.

In subsequent variations, we experiment by pre-
fixing the current turn ti with the two previous
turns, to incorporate more of the preceding con-
text, and we introduce two new special tokens
[t] and [s] at the start of each turn, to indicate
whether it is the teacher’s or student’s turn. The
intuition here is that, since teachers and students
play different roles in the discourse, it may be use-
ful to signal which one is chatting when.

4.2 Implementation
We opt to work with the DistilBERT compressed
language model rather than a larger language
model, because it brings energy savings with-
out compromising greatly on performance (Sanh
et al., 2019). In addition, a model which is faster
for inference would be beneficial in CALL appli-
cations where users do not want to be kept waiting
overly long. We use the transformers Python
library from HuggingFace (Wolf et al., 2020), ob-
taining the pre-trained model and tokenizer for

2The [SEP] token exists because one of the original
training tasks for BERT was next sentence classification –
this can be used to tackle question answering challenges, by
concatenating the question and answer with [SEP] in be-
tween (Devlin et al., 2019).

3Note that tokens in the context of transformer language
models are ‘subword tokens’ automatically derived from
training corpora via byte-pair encoding or an algorithm such
as WordPiece (Gage, 1994; Schuster and Nakajima, 2012).
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Figure 1: Frequency of interactures by students and teachers in a sample of 50 lessons from the TSCC.

DistilBERT ‘base’ (smaller than ‘large’) uncased
(the vocabulary is all in lowercase).

We prepare the turns from the 260 chatroom
lessons in our corpus in the formats described
above. Each data instance is a turn prefixed with
0, 1 or 2 preceding turns. We randomly split these
instances into an 80:20 train-test split. The ma-
jority of chat turns are not succeeded by a new
sequence. Therefore we have a class imbalance
whereby approximately 30% of turns bear a posi-
tive label, the remainder are negative. To address
this issue, we weight the positive instances three
times more than the negative ones in the loss func-
tion.

To fine-tune DistilBERT on our classification
task, we use the built-in transformers trainer
on 2 GPU for 2 epochs per experiment, with
the default batch size of 8, AdamW optimizer
(Loshchilov and Hutter, 2019), initial learning rate
of 5e-05 and linear learning rate scheduler.

Our evaluation measures are precision (true
positives over true positives and false positives)
and recall (true positives over true positives and
false negatives). We also report the F1 scores
which are the harmonic mean of precision and re-
call.

For comparison, we implement two probabilis-

tic baselines based on statistical information in the
training data. The first is based on the proportion
of new sequences over all the turns in the training
set (overall prob) – 0.288 – using that probability
as a weight in randomly predicting whether a turn
is followed by a new discourse sequence or not.

The second baseline uses information from the
training data as to the number of turns between
new discourse sequences (sequence length prob).
For each turn in the training data we record the se-
quence length (in turns) at that point. Thus we can
say how many times we have observed a sequence
of length l and how many times we see a sequence
one turn longer (l + 1). The probability of a new
sequence given a sequence of length l is thus the
count of sequences of that length (cl) divided by
the sum of cl and the count of times we see a se-
quence one longer than l (cl+1). This is a way of
stating how probable we think it is that a sequence
will stop at length l:

pnew.seq =
cl

cl + cl+1
(1)

Then for each turn in the test set, a prediction
of 0 or 1 for a new sequence is generated using
(1 − pnew.seq) and pnew.seq as sample weights re-
spectively. We also impose an upper bound on the
length of a sequence, given the longest seen in the
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Expt P R F1

Overall prob† .291 .290 .291
Sequence length prob† .288 .584 .386
Current turn ti .377 .433 .403
+ role tokens .382 .455 .415

+ 1 previous turn .398 .636 .489
+ role tokens .391 .454 .420

+ 2 previous turns .393 .515 .445
+ role tokens .395 .447 .420

Table 6: Text classification experiments to automati-
cally detect new discourse sequences in the following
turn ti+1: precision, recall, and F1-measure. † indicates
the mean of 100 runs. Best performance in bold.

training data: 32 turns. We run both baselines one
hundred times each and report average results in
Table 6.

4.3 Results
As shown in Table 6, we find that the best perform-
ing model is the one trained on the current turn ti
concatenated with the previous one ti−1, mainly
due to much better recall than the other experi-
ment settings. This way of preparing the data out-
performs the basic case of only passing the current
turn as input to the model, as well as the additional
context available from two previous turns. Prefix-
ing each turn with the special teacher and student
tokens [t] and [s] only helped in the basic case
of having only turn ti as input: it did not help when
one or two preceding turns were included.

All models outperform the probabilistic base-
lines, suggesting that a machine learning approach
is a good direction for future work. It may be that
a hybrid approach involving heuristics, additional
features and transfer learning will bring further ad-
vances, as discussed below.

4.4 Discussion
There are other variations that could be tried to
improve the performance of our models. Among
these are pre-trained language models which are
larger than DistilBERT, albeit with greater envi-
ronmental impact (Strubell et al., 2019), or which
can take longer inputs (e.g. Big Bird or Long-
former (Zaheer et al., 2020; Beltagy et al., 2020)).
Different hyperparameters might be trialled, along
with different ways of representing the text such
as additional features or encodings with the input
strings. It might be helpful, for instance, to include

grammatical error detection as a pre-processing
task, since it may be that certain errors are associ-
ated with new sequences such as scaffolding, elic-
itation or presentation. A temporal feature might
help determine when to shift topics or call on man-
agement sequences such as homework and lesson
closure.

Furthermore, the task could be reformulated as
teacher-centric: for CALL, it may only be neces-
sary to model the teacher’s shift in discourse se-
quences rather than both teacher and student shifts
as we have done here. This would fit with the per-
spective of the teacher as manager (Legutke and
Thomas, 1991). In future, models could be trained
to only predict the teacher side of the discourse
and to steer the lesson in an adaptive, orderly and
meaningful way.

In addition, human evaluation would be bene-
ficial because our notion of ‘ground truth’ here is
based on a series of teacher-student dyads and the
discourses they built on specific occasions, and
the judgements of the annotators who identified
sequence shifts and sequence types in the lesson
transcriptions. Aside from the lesson beginning
with an opening sequence and ending with a clos-
ing sequence, there is in reality no absolute truth
as to when new sequences are required. Each les-
son could have been constructed in a myriad dif-
ferent ways and still be perfectly good. There-
fore, evaluation via precision and recall is a de-
cent indicator, but does not tell the whole story. It
may be that we can train a new sequence classifier
on such data as the TSCC, but that the best mea-
sures of performance will be derived from human-
computer interaction.

Beyond the detection of new sequences, it may
also be useful to automatically predict which se-
quence type comes next. So far we have ap-
proached the problem as binary classification, but
the annotation exists in the TSCC to train a multi-
class classifier identifying the types listed in the
appendix – a much more challenging proposi-
tion. However, decisions would need to be made
whether to separate the major and minor sequence
types into separate machine learning tasks, or to
tackle them both at the same time. Also, many se-
quences are multi-label in the sense that there can
be more than one sequence type associated with
a given turn. This makes the machine learning
task harder, and has implications for how the data
should be prepared and the models evaluated.
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5 Related work

Caines et al. (2020) featured a review of other
work related to the TSCC, and we refer the in-
terested reader to that section of the paper rather
than repeat it here. In the intervening period others
have cited the original TSCC paper, and we wish
to highlight some of those new publications4.

A similar dataset has been produced by Yuan
et al. (2022) – ErAConD, an Error Annotated
Conversational Dialog Dataset – which is in-
tended for research into grammatical error cor-
rection in English chat conversations. ErAConD
features 186 conversations between crowdwork-
ers and the BlenderBot dialogue system (Roller
et al., 2020). Some distinguishing features are that
the conversations are between human and machine
rather than human-to-human, and the error anno-
tation has been carried out in a manner similar to
Náplava et al. (2022). Like the TSCC, ErAConD
is available for research use5.

There has been other research using the Blender
chatbot, along with GPT-3 (Brown et al., 2020),
to construct AI teachers (Tack and Piech, 2022),
using the student turns in the first version of the
TSCC and the mathematics Uptake dataset (Dem-
szky et al., 2021) to generate and evaluate chat-
bot responses. Tack & Piech found that the mod-
els performed well on conversational uptake (how
well the response expanded on the student input) –
especially Blender – but still have some way to go
in terms of realism, comprehension and helpful-
ness. In addition, Tyen et al. (2022) seek to auto-
matically adapt Blender outputs for different lev-
els of English proficiency using a variety of differ-
ent methods and English language resources. The
prompt the adapted models to ‘self-chat’ and find
that a re-ranking approach works best, after evalu-
ating the level of the chats with human examiners.

Filighera et al. (2022) focus on improved feed-
back systems for language learners, giving short
answer feedback to explain scores for German
and English exercises. Nguyen et al. (2022)
give an assessment of the state-of-the-art for ed-
ucational technologies and how well they handle
code-switching, pointing to future directions and
opportunities for research. In this second version
of the TSCC, the turns which feature words from

4Citing papers were obtained from Google Scholar (ac-
cessed 11 October 2022).

5See https://github.com/yuanxun-yx/erac
ond

languages other than English are labelled as ‘non-
English’ sequences. This does not mean that the
turns are entirely in another language – though
they may be – but rather that there is at least some
non-English present in the turn. It may be fruitful
to identify whether those turns tend to be explana-
tory (the teacher drawing on another language to
build knowledge of English) or naturalistic con-
versational code-switching.

Jain et al. (2022) present EDICA (Educational
Domain Infused Conversational Agent), a virtual
agent for language teaching. They fine-tune the
GPT-2 language model (Radford et al., 2019) on
the CIMA dataset of Italian tutoring dialogues
collected from crowdworkers role-playing student
and tutor roles (Stasaski et al., 2020). CIMA is en-
riched with conceptual information about the ex-
ercises and the actions taken by the students. This
kind of meta-information is an approach we could
consider for future work with the TSCC.

Two new corpora have been created: the first a
corpus of online lessons in Russian as a foreign
language (RuTOC; (Lebedeva et al., 2022)), and
the second a corpus of Korean task-oriented dia-
logue data (Seung-Kwon et al., 2022). Notably,
the latter states that the aim is to collaborate with
human teachers, not replace them; a sentiment we
echo.

6 Conclusions & future work

In this paper we have described the second version
of the Teacher-Student Chatroom Corpus. The
new version adds another 158 hour-long chatroom
transcripts to the 102 lessons in version 1 of the
corpus. Two teachers and thirteen students are in-
volved, representing seven L1s, and ranging from
CEFR proficiency level B1 to C2. The new tran-
scripts have been annotated in the same way as
those in the first version, and a subset of 50 tran-
scripts have been annotated for SETT modes and
interactures.

We presented some initial experiments to au-
tomatically detect new discourse sequences. We
showed that a fine-tuned DistilBERT model could
outperform probabilistic baselines in detecting
new sequences, based on a concatenation of the
preceding and current turn. There remains room
for improvement through further experimentation
and feature-engineering, as well as alternative
evaluation methods where we move from the idea
of a single ground truth to human ratings of tim-
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ing and appropriateness. In these machine learn-
ing experiments we are working towards discourse
modelling in pedagogic scenarios; in future, such
models could be applied to online tutoring appli-
cations where we wish to guide the lesson from
sequence to sequence.

Other future plans include further expansion of
the corpus, and work to develop teacher feedback
systems to aid in teacher training and professional
development.

Acknowledgments

This paper reports on research supported by Cam-
bridge University Press & Assessment, University
of Cambridge. Additional funding was provided
by the Cambridge Language Sciences Research
Incubator Fund and the Isaac Newton Trust. We
thank Helena Edmondson, Rowan Amber Jones,
Olga Cherrington, and Professors Michael Mc-
Carthy & Steve Walsh for their help and contri-
butions to this work. We are grateful to the teach-
ers, students and annotators without whose enthu-
siastic participation this corpus would not have
been feasible. We also thank audience members at
the Teaching and Language Corpora Conference
(TaLC) 2022, and the anonymous NLP4CALL re-
viewers for their feedback.

References

Robin Alexander. 2008. Towards Dialogic Teaching:
Rethinking Classroom Talk (4th edn). York: Dialo-
gos.

Iz Beltagy, Matthew E. Peters, and Arman Cohan.
2020. Longformer: The long-document Trans-
former. arXiv.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry,
Amanda Askell, Sandhini Agarwal, Ariel Herbert-
Voss, Gretchen Krueger, Tom Henighan, Rewon
Child, Aditya Ramesh, Daniel Ziegler, Jeffrey
Wu, Clemens Winter, Chris Hesse, Mark Chen,
Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin
Chess, Jack Clark, Christopher Berner, Sam Mc-
Candlish, Alec Radford, Ilya Sutskever, and Dario
Amodei. 2020. Language models are few-shot
learners. In Advances in Neural Information Pro-
cessing Systems.

Andrew Caines, Helen Yannakoudakis, Helena Ed-
mondson, Helen Allen, Pascual Pérez-Paredes, Bill
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Appendix: annotation types in TSCC 2.0

In this section we provide a full list of sequence
types and teaching foci. We also give a list of
resources encountered so far, but note that this is
an open-ended class, because the labels are data-
driven and the possibilities are endless (though
slow-growing). For the most part, the labels and
their definitions are copied over from the origi-
nal TSCC paper (Caines et al., 2020), with some
amendments as described in section 2.
Sequence types: We indicate major and minor
shifts in conversational sequences – sections of in-
teraction with a particular purpose. We define a
number of sequence types listed and described be-
low, firstly the major and then the minor types, or
‘sub-sequences’:

• Opening – greetings at the start of a conver-
sation; may also be found mid-transcript, if
for example the conversation was interrupted
and conversation needs to recommence.

• Topic – relates to the topic of conversation
(minor labels complete this sequence type).

• Exercise – signalling the start of a con-
strained language exercise (e.g. ‘please look
at textbook page 50’, ‘let’s look at the graph’,
etc); can be controlled or freer practice (e.g.
gap-filling versus prompted re-use).

• Redirection – managing the conversation
flow to switch from one topic or task to an-
other.

• Disruption – interruption to the flow of con-
versation for some reason; for example be-
cause of loss of internet connectivity, tele-
phone call, a cat stepping across the key-
board, and so on...

• Homework – the setting of homework for
the next lesson, usually near the end of the
present lesson.

• Closing – appropriate linguistic exchange to
signal the end of a conversation.

• Admin – lesson management, such as ‘please
check your email’ or ‘see page 75’ (com-
pared to version 1: moved from ‘teaching fo-
cus’).

• Free practice – ... (new in version 2).

• Non-English – ... (new in version 2).

Below we list our minor sequence types,
which complement the major sequence types:

– Topic opening – starting a new topic:
will usually be a new sequence.

– Topic development – developing the
current topic: will usually be a new sub-
sequence.

– Topic closure – a sub-sequence which
brings the current topic to a close.

– Presentation – (usually the teacher) pre-
senting or explaining a linguistic skill or
knowledge component.

– Eliciting – (usually the teacher) contin-
uing to seek out a particular response or
realisation by the student.

– Scaffolding – (usually the teacher) giv-
ing helpful support to the student.

– Enquiry – asking for information about
a specific skill or knowledge compo-
nent.

– Repair – correction of a previous lin-
guistic sequence, usually in a previous
turn, but could be within a turn; could
be correction of self or other.

– Clarification – making a previous turn
clearer for the other person, as opposed
to ‘repair’ which involves correction of
mistakes.

– Reference – reference to an external
source, for instance recommending a
textbook or website as a useful resource.

– Recap – (usually the teacher) summaris-
ing a take-home message from the pre-
ceding turns.

– Revision – (usually the teacher) revisit-
ing a topic or task from a previous les-
son.

Teaching focus: Here we note what type of
knowledge is being targeted in the new conver-
sation sequence or sub-sequence. Note that these
do not accompany every sequence type – they are
only used where applicable.

• Grammatical resource – appropriate use of
grammar.

• Lexical resource – appropriate and varied use
of vocabulary.

• Meaning – what words and phrases mean (in
specific contexts).

• Discourse management – how to be coherent
and cohesive, refer to given information and
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introduce new information appropriately, sig-
nal discourse shifts, disagreement, and so on.

• Register – information about use of language
which is appropriate for the setting, such as
levels of formality, use of slang or profanity,
or intercultural issues.

• Task achievement – responding to the prompt
in a manner which fully meets requirements.

• Interactive communication – how to structure
a conversation, take turns, acknowledge each
other’s contributions, and establish common
ground (does not yet feature in the corpus).

• World knowledge – issues which relate to ex-
ternal knowledge, which might be linguistic
(e.g. cultural or pragmatic subtleties) or not
(they might simply be relevant to the current
topic and task).

• Meta knowledge – discussion about the type
of knowledge required for learning and as-
sessment; for instance, ‘there’s been a shift
to focus on X in teaching in recent years’.

• Content – a repair sequence which involves a
correction in meaning; for instance, Turn 1:
Yes, that’s fine. Turn 2: Oh wait, no, it’s not
correct.

• Writing - a focus on writing skills and or-
thographic issues such as spelling, grammar,
punctuation (new in version 2, and subsumes
‘typo’ from version 1).

• Speaking - a focus on speaking skills (new in
version 2).

• Listening - a focus on listening skills (new in
version 2).

• Reading - a focus on reading skills (new in
version 2).

• Exam prep – specific drills to prepare for ex-
amination scenarios, as well as discussions
around exam strategy (updated label and def-
inition for version 2).

Use of resource: At times the teacher refers
the student to materials in support of learning.
The resources encountered so far are, book,
chat, dictionary, movie, sample
paper, social media account,
student’s writing, textbook,
video, website.
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